Superconvergence of Fully Discrete Finite Elements for Parabolic Control Problems with Integral Constraints
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Abstract. A quadratic optimal control problem governed by parabolic equations with integral constraints is considered. A fully discrete finite element scheme is constructed for the optimal control problem, with finite elements for the spatial but the backward Euler method for the time discretisation. Some superconvergence results of the control, the state and the adjoint state are proved. Some numerical examples are performed to confirm theoretical results.
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1. Introduction

The Zienkiewicz-Zhu (ZZ) gradient patch recovery method based on local discrete least-squares fitting [21, 22] is now widely used in engineering practice, due to its robustness in a posteriori error estimates and efficiency in computer implementation. Superconvergence properties of the ZZ patch recovery method have been proven for both linear elements under strongly regular triangular meshes and all popular elements under a rectangular mesh [8, 19].

There has been extensive research on the superconvergence of finite element methods for optimal control problems, mostly focused on the elliptic case. The superconvergence properties of linear and semi-linear elliptic optimal control problems was established in Refs. [15] and [2] respectively, and for finite element approximations of bilinear elliptic optimal control problems [18]. Some superconvergence results for mixed finite element methods applied to elliptic optimal control problems have also been obtained [1, 3, 20].
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In recent years, there has been considerable related research for finite element approximations of parabolic optimal control problems that are frequently met in applications but are much more difficult to handle. A priori and a posteriori error estimates of finite element approximations for parabolic optimal control problems were derived in Refs. [5] and [17], respectively. A priori error estimates for the space-time finite element discretisation of parabolic optimal control problems have been obtained [13, 14], and a posteriori error estimation of spectral methods for parabolic optimal control problems were also investigated [4]. A variational discretisation method for optimal control involving the convection dominated diffusion equation has been considered [6], and superconvergence of a semi-discrete finite element method for parabolic optimal control problems was established [7], although this result has not been implemented in numerical computation. We have previously derived the superconvergence of finite element method for parabolic optimal control problems [16], and to the best of our knowledge there has been little work done on the superconvergence of fully discrete finite element methods for parabolic control problems. The purpose of this article is to investigate the superconvergence of fully discrete finite element approximation for parabolic optimal control problems with integral constraints.

We are interested in the following quadratic parabolic optimal control problem:

\[
\begin{align*}
\min_{u \in K} & \frac{1}{2} \int_0^T \left( \|y - y_d\|^2 + \|u\|^2 \right) dt , \\
y - \text{div}(A \nabla y) &= f + u, & x \in \Omega, \ t \in J, \\
y|_{\partial\Omega} &= 0, & t \in J, \\
y(0) &= y_0, & x \in \Omega, \\
\end{align*}
\]

(1.1)

where $\Omega$ is a bounded domain in $\mathbb{R}^2$ with a Lipschitz boundary $\partial \Omega$, and $J = [0, T]$ ($T > 0$). The coefficient $A = (a_{ij}(x))_{2 \times 2} \in (W^{1, \infty}(\Omega))^{2 \times 2}$ is such that for any $\xi \in \mathbb{R}^2$ we have $(A(x)\xi) \cdot \xi \geq c |\xi|^2$ with $c > 0$.

Let $f \in C(J; L^2(\Omega))$ and $y_0 \in H_0^1(\Omega)$, and assume that $K$ is a nonempty closed convex subset in $L^2(J; L^2(\Omega))$, defined by

\[
K = \{ v \in L^2(J; L^2(\Omega)) : \int_0^T \int_\Omega v dx dt \geq 0 \} .
\]

We adopt the standard notation $W^{m,q}(\Omega)$ for Sobolev spaces on $\Omega$ with norm $\| \cdot \|_{W^{m,q}(\Omega)}$ and seminorm $| \cdot |_{W^{m,q}(\Omega)}$, set $H_0^1(\Omega) = \{ v \in H^1(\Omega) : \nabla v|_{\partial \Omega} = 0 \}$, and denote $W^{m,2}(\Omega)$ by $H^m(\Omega)$. We also denote by $L^2(J; W^{m,q}(\Omega))$ the Banach space of all $L^2$ integrable functions from $J$ into $W^{m,q}(\Omega)$ with norm $\| v \|_{L^2(J; W^{m,q}(\Omega))} = (\int_0^T \| v \|_{W^{m,q}(\Omega)}^2 dt)^{1/2}$ for $s \in [1, \infty)$ and the standard modification for $s = \infty$. Similarly, one can define the space $H^s(J; W^{m,q}(\Omega))$ (cf. Ref. [11]). In addition, $c$ or $C$ denotes a generic positive constant.

In Section 2, we define a fully discrete finite element approximation for the model problem, and introduce some intermediate variables and some useful error estimates in Section 3. We derive superconvergence properties in Section 4, and then present some numerical examples in the last section.
2. A Fully Discrete Finite Element Approximation

A fully discrete finite element approximation for the model problem (1.1) is now considered. For ease of exposition, we denote $L^p(J; W^{m,q}(\Omega))$ by $L^p(W^{m,q})$, and let $W = H^1_0(\Omega)$ and $U = L^2(\Omega)$. Moreover, we denote $\| \cdot \|_{H^m(\Omega)}$ and $\| \cdot \|_{L^2(\Omega)}$ by $\| \cdot \|_m$ and $\| \cdot \|$, respectively. Let

$$a(v, w) = \int_\Omega (A \nabla v) \cdot \nabla w, \quad \forall v, w \in W,$$

$$(f_1, f_2) = \int_\Omega f_1 \cdot f_2, \quad \forall f_1, f_2 \in U.$$ 

It follows from the assumptions on $A$ that

$$a(v, v) \geq c \| v \|_{L^2}^2, \quad |a(v, w)| \leq C \| v \|_{L^2} \| w \|_{L^2}, \quad \forall v, w \in W.$$

Thus a possible weak formulation for the model problem (1.1) is

$$\begin{cases}
\min_{u \in K} \frac{1}{2} \int_0^T \left( \| y - y_d \|^2 + \| u \|^2 \right) dt,
(y_t, w) + a(y, w) = (f + u, w), \quad \forall w \in W, t \in J,
y(0) = y_0, \quad x \in \Omega.
\end{cases} \tag{2.1}$$

It is well known (e.g. see [10]) that the problem (2.1) has a unique solution $(y, u)$, and the pair $(y, u) \in (H^1(L^2) \cap L^2(H^1)) \times K$ is the solution of the formulation (2.1) if and only if there is an adjoint state $p \in H^1(L^2) \cap L^2(H^1)$ such that the triplet $(y, p, u)$ satisfies the following optimality conditions:

$$\begin{cases}
(y_t, w) + a(y, w) = (f + u, w), \quad \forall w \in W, t \in J,
y(0) = y_0, \quad x \in \Omega, \tag{2.2}
-(p_t, q) + a(q, p) = (y - y_d, q), \quad \forall q \in W, t \in J,
p(T) = 0, \quad x \in \Omega, \tag{2.3}
(u + p, \nu - u) \geq 0, \quad \forall \nu \in K, t \in J. \tag{2.4}
\end{cases}$$

We have the following Lemma.

**Lemma 2.1** ([4]). Let $(y, p, u)$ be the solution of (2.2)-(2.4). Then $u = \max(0, \overline{p}) - p$, where

$$\overline{p} = \frac{\int_0^T \int_\Omega p \, dx \, dt}{\int_0^T \int_\Omega 1 \, dx \, dt}$$

denotes the integral average on $\Omega \times J$ of the function $p$. 

Now let $\mathcal{T}^h$ be regular triangulations of $\Omega$ such that $\tilde{\Omega} = \bigcup_{\tau \in \mathcal{T}^h} \tau$ and $h = \max_{\tau \in \mathcal{T}^h} \{h_{\tau}\}$, where $h_{\tau}$ denotes the diameter of the element $\tau$. Furthermore, set
\[
U^h = \left\{ v_h \in L^2(\Omega) : v_h|_{\tau} = \text{constant}, \forall \tau \in \mathcal{T}^h \right\},
\]
\[
W^h = \left\{ v_h \in C(\Omega) : v_h|_{\tau} \in P_1, \forall \tau \in \mathcal{T}^h, w_h|_{\partial \Omega} = 0 \right\},
\]
where $P_1$ is the space of polynomials up to order 1 and $K^h = \{v_h \in U^h : \int_{\Omega} v_h dx \geq 0\}$. Let $\Delta t > 0$, $N = T/\Delta t \in \mathbb{Z}^+$, and $t_n = n\Delta t$ for $n = 0, 1, \cdots, N$. Set $\varphi^n = \varphi(x, t_n)$ and
\[
d_t \varphi^n = \frac{\varphi^n - \varphi^{n-1}}{\Delta t}, \text{ for } n = 1, 2, \cdots, N.
\]
Moreover, for $1 \leq p < \infty$ let us define the discrete time-dependent norms
\[
|||\varphi|||_{l^p(l^p(J;W^{m,q}(\Omega)))} := \left( \Delta t \sum_{n=1}^{N-1} |||\varphi^n|||^p_{W^{m,q}(\Omega)} \right)^{\frac{1}{p}},
\]
where $l = 0$ for the control $u$ and state $y$, and $l = 1$ for the adjoint state $p$, with the standard modification for $p = \infty$. For convenience, we denote $||| \cdot |||_{l^p(l^p(J;W^{m,q}(\Omega)))}$ by $||| \cdot |||_{l^p(W^{m,q})}$ and let
\[
l^p_D(H^s) := \left\{ f : |||f|||_{l^p(H^s)} < \infty \right\}, \quad 1 \leq p \leq \infty.
\]
We also define the elliptic projection operator $R_h : W \to W^h$, such that for any $\phi \in W$ we have
\[
a \left( \phi - R_h \phi, w_h \right) = 0, \quad \forall w_h \in W^h,
\]
and the approximation property
\[
|||\phi - R_h \phi||| \leq C h^2 |||\phi|||_2, \quad \forall \phi \in H^2(\Omega).
\]
Then a possible fully discrete finite element approximation of the weak formulation (2.1) is
\[
\begin{align*}
\min_{u_h^n \in K^h} & \frac{1}{2} \sum_{n=1}^{N} \Delta t \left( ||y_h^n - y_d^n||^2 + ||u_h^n||^2 \right), \\
\{ & \left( d_t y_h^n, w_h \right) + a \left( y_h^n, w_h \right) = \left( f^n + u_h^n, w_h \right), \quad \forall w_h \in W^h, n = 1, 2, \cdots, N, \\
& y_h^0(x) = y_0^h(x), \quad x \in \Omega,
\}
\end{align*}
\]
where $y_0^h(x) = R_h \left( y_0(x) \right)$ and $R_h$ is the elliptic projection operator defined in Eq. (2.5).

It follows (e.g. see [12]) that the control problem (2.7) has a unique solution $(y_h^n, u_h^n)$ for $n = 1, 2, \cdots, N$, and $(y_h^n, u_h^n) \in W^h \times K^h$ for $n = 1, 2, \cdots, N$ is the solution of (2.7).
Thus we have the following system:

\[
\begin{align*}
\left( d, y_t^n, w_h \right) + a \left( y^n, w_h \right) &= \left( f^n + u^n_h, w_h \right), \quad \forall w_h \in W^h, \ n = 1, 2, \cdots, N, \\
y^0_h(x) &= y^0(x), \quad x \in \Omega, \\
- \left( d, p^n_h, q_h \right) + a \left( q_h, p^{n-1}_h \right) &= \left( y^n_h - y^n_d, q_h \right), \quad \forall q_h \in W^h, \ n = N, \cdots, 2, 1, \\
p^N_h(x) &= 0, \quad x \in \Omega,
\end{align*}
\]  

(2.8)

(2.9)

\[
\left( u^n_h + p^{n-1}_h, v - u^n_h \right) \geq 0, \quad \forall v \in K^h, \ n = 1, 2, \cdots, N.
\]  

(2.10)

3. Error Estimates of Intermediate Variables

We now give some error estimates of intermediate variables. For any \( v \in K \), let \( (y(v), p(v)) \in \left( H^1(L^2) \cap L^2(H^1) \right) \times \left( H^1(L^2) \cap L^2(H^1) \right) \) be the solution of the following equations:

\[
\begin{align*}
(y_t(v), w) + a(y(v), w) &= (f + v, w), \quad \forall w \in W, \ t \in J, \\
y(v)(0) &= y_0, \quad x \in \Omega,
\end{align*}
\]  

(3.1)

\[
\begin{align*}
- (p_t(v), q) + a(q, p(v)) &= (y(v) - y_d, q), \quad \forall q \in W, \ t \in J, \\
p(v)(T) &= 0, \quad x \in \Omega.
\end{align*}
\]  

(3.2)

For any \( v \in K \), any pair \( \left( y^n_h(v), p^{n-1}_h(v) \right) \in W^h \times W^h \) for \( n = 1, 2, \cdots, N \) satisfies the following system:

\[
\begin{align*}
\left( d, y^n_h(v), w_h \right) + a \left( y^n_h(v), w_h \right) &= \left( f^n + v^n, w_h \right), \quad \forall w_h \in W^h, \ n = 1, 2, \cdots, N, \\
y^0_h(v) &= y^0_h, \quad x \in \Omega,
\end{align*}
\]  

(3.3)

\[
\begin{align*}
- \left( d, p^n_h(v), q_h \right) + a \left( q_h, p^{n-1}_h(v) \right) &= \left( y^n_h(v) - y^n_d, q_h \right), \quad \forall q_h \in W^h, \ n = N, \cdots, 2, 1, \\
p^N_h(v) &= 0, \quad x \in \Omega.
\end{align*}
\]  

(3.4)

Thus we have \( (y, p) = (y(u), p(u)) \) and \( (y_h, p_h) = (y_h(u_h), p_h(u_h)) \).

As in Ref. [15], we define the interpolation function \( u_t(x, t) \in U^h \) for any \( t \in J \) such that

\[
u_t(x, t) = u(S_t, t), \quad \forall x, S_t \in \tau_t, \tau_t \in \mathcal{T}^h,
\]  

(3.5)

where \( S_t \) is the centroid of the triangle \( \tau_t \).
Lemma 3.1 ([15]). If \( f \in H^2(\Omega) \), then
\[
\left| \int_{\tau_i} (f(x) - f(S_i)) \, dx \right| \leq Ch^2 \sqrt{\tau_i} \| f \|_{H^2(\tau_i)},
\]
(3.6)
and
\[
\sum_{\tau_i \in \mathcal{T}_h} \left| \int_{\tau_i} (f(x) - f(S_i)) \, dx \right| \leq Ch^2 \left( \sum_{\tau_i \in \mathcal{T}_h} |f|^2_{H^2(\tau_i)} \right)^{\frac{1}{2}}.
\]
(3.7)

Lemma 3.2. Let \( (y_h(u), p_h(u)) \) and \( (y_h(u_I), p_h(u_I)) \) be the discrete solutions of (3.3)-(3.4) with \( v = u \) and \( v = u_I \), respectively. Suppose that \( u \in L^2_0(\Omega) \). Then
\[
|||y_h(u_I) - y_h(u)|||_{L^2(\Omega)} + |||p_h(u_I) - p_h(u)|||_{L^2(\Omega)} \leq Ch^2 |||u|||_{L^2(\Omega)}.
\]
(3.8)

Proof. Set \( v = u_I \) and \( v = u \) in (3.3), respectively. For \( n = 1, 2, \ldots, N \) we obtain the error equation
\[
(d_t y^n_h(u_I) - d_t y^n_h(u), w_h) + a (y^n_h(u_I) - y^n_h(u), w_h) = (u^n - u^n, w_h), \quad \forall w_h \in W_h. \tag{3.9}
\]
We note that
\[
\left( d_t y^n_h(u_I) - d_t y^n_h(u), y^n_h(u_I) - y^n_h(u) \right) \geq \frac{1}{2\Delta t} \left( \| y^n_h(u_I) - y^n_h(u) \|^2 - \| y^{n-1}_h(u_I) - y^{n-1}_h(u) \|^2 \right),
\]
(3.10)
and
\[
(u^n - u^n, y^n_h(u_I) - y^n_h(u)) \leq C \| u^n - u^n \| \| y^n_h(u_I) - y^n_h(u) \|
\leq Ch^2 \| u^n \|_2 \| y^n_h(u_I) - y^n_h(u) \|
\leq C(\delta) h^4 \| u^n \|_2^2 + \delta \| y^n_h(u_I) - y^n_h(u) \|^2.
\]
(3.11)
By choosing \( w_h = y^n_h(u_I) - y^n_h(u) \) in (3.9) and multiplying both sides of (3.9) by \( 2\Delta t \), and then summing \( n \) from 1 to \( N \), we get
\[
\| y^n_h(u_I) - y^n_h(u) \|^2 + c \sum_{n=1}^N \Delta t \| y^n_h(u_I) - y^n_h(u) \|_1^2 \leq C(\delta) h^4 \sum_{n=1}^N \Delta t \| u^n \|_2^2 + \delta \sum_{n=1}^N \Delta t \| y^n_h(u_I) - y^n_h(u) \|_1^2,
\]
(3.12)
and hence
\[
|||y_h(u_I) - y_h(u)|||_{L^2(\Omega)} \leq Ch^2 |||u|||_{L^2(\Omega)}.
\]
(3.13)
On setting \( v = u_t \) and \( v = u \) in (3.4) respectively, we obtain the error equation
\[
- \left( d_t p_h^n(u_t) - d_t p_h^n(u), q_h \right) + a \left( q_h, p_h^{n-1}(u_t) - p_h^{n-1}(u) \right) = \left( y_t^h(u_t) - y_t^h(u), q_h \right),
\]
for any \( q_h \in W^h \), \( n = N, \cdots, 2, 1 \).

Similarly, we derive
\[
\| p_h(u_t) - p_h(u) \|_{L^2(H^1)} \leq C \| y_h(u_t) - y_h(u) \|_{L^2(L^2)} ,
\]
so inequality (3.8) follows from (3.13) and (3.15).

\[
\| R_h y(v) - y_h(v) \|_{L^2(H^1)} + \| R_h p(v) - p_h(v) \|_{L^2(H^1)} \leq C \left( h^2 + \Delta t \right).
\]

**Lemma 3.3.** For any \( v \in K \), let \((y(v), p(v)) \) and \((y_h(v), p_h(v)) \) be the solutions of (3.1)-(3.3) and (3.15)-(3.4), respectively. Assume that \( y(v), p(v) \in L^2(I^2(D^2) \cap H^1(D^2) \cap H^2(I_2^1)) \) and \( y_d \in H^1(I_2^1) \). Then
\[
\| R_h y(v) - y(v) \|_{L^2(H^1)} + \| R_h p(v) - p(v) \|_{L^2(H^1)} \leq C \left( h^2 + \Delta t \right).
\]

**Proof.** From (3.1) and (3.3), we obtain
\[
\left( y_t^n(v) - d_t y_h^n(v), w_h \right) + a \left( y^n(v) - y_h^n(v), w_h \right) = 0 , \forall w_h \in W^h , n = 1, 2, \cdots, N . \]

From the definition of \( R_h \),
\[
\left( d_t R_h y^n(v) - d_t y_h^n(v), w_h \right) + a \left( R_h y^n(v) - y_h^n(v), w_h \right) = \left( d_t R_h y^n(v) - d_t y^n(v) + d_t y^n(v) - y_t^n(v), w_h \right) ,
\]
and we note that
\[
\left( d_t R_h y^n(v) - d_t y_h^n(v), R_h y^n(v) - y_h^n(v) \right)
\leq \left\| d_t R_h y^n(v) - d_t y^n(v) \right\| \| R_h y^n(v) - y_h^n(v) \|
\leq C h^2 \left\| d_t y^n(v) \right\|_2 \left\| R_h y^n(v) - y_h^n(v) \right\|
\leq C h^2 (\Delta t)^{-1} \int_{t_{n-1}}^{t_n} \left\| y_t(v) \right\|_2 dt \left\| R_h y^n(v) - y_h^n(v) \right\|
\leq C h^2 (\Delta t)^{-\frac{1}{2}} \left\| y_t(v) \right\|_{L^2(t_{n-1}, t_n; L^2(\Omega))} \left\| R_h y^n(v) - y_h^n(v) \right\|
\]
and
\[
\left( d_t y^n(v) - y_t^n(v), R_h y^n(v) - y_h^n(v) \right)
= (\Delta t)^{-1} \left( y^n(v) - y^{n-1}(v) - \Delta t y^n_t(v), R_h y^n(v) - y_h^n(v) \right)
\leq (\Delta t)^{-1} \left\| y^n(v) - y^{n-1}(v) - \Delta t y^n_t(v) \right\| \left\| R_h y^n(v) - y_h^n(v) \right\|
\leq C (\Delta t)^{\frac{1}{2}} \left\| y_t(v) \right\|_{L^2(t_{n-1}, t_n; L^2(\Omega))} \left\| R_h y^n(v) - y_h^n(v) \right\|
\]

(3.20)
Similarly to Lemma 3.2, from (3.18)-(3.20) and Young's inequality we have

\[
\| R_h y^N(v) - y_h^N(v) \|^2 + C \sum_{n=1}^{N} \Delta t \| R_h y^n(v) - y_h^n(v) \|^2_4 \\
\leq C(\delta) \left( h^4 \| y_t(v) \|_{L^2(H^1)}^2 + (\Delta t)^2 \| y_{tt}(v) \|_{L^2(L^2)}^2 \right) \\
+ \delta \sum_{n=1}^{N} \Delta t \| R_h y^n(v) - y_h^n(v) \|^2,
\]

whence

\[
\| R_h y(v) - y_h(v) \|_{H^1} \leq C \left( h^2 \| y_t(v) \|_{L^2(H^2)} + \Delta t \| y_{tt}(v) \|_{L^2(L^2)} \right).
\]

From (3.2) and (3.4), for any \( q_h \in W^h, n = N, \ldots, 2, 1 \) we obtain

\[
- \left( p_t^{n-1}(v) - d_t p^n_h(v), q_h \right) + a \left( q_h, p^{n-1}(v) - p_h^{n-1}(v) \right) \\
= \left( y^{n-1}(v) - y_h^{n}(v) - y_d^{n-1} + y_d^{n}, q_h \right),
\]

and from the definition of \( R_h \) we derive

\[
- \left( d_t R_h p^n(v) - d_t p_h^n(v), q_h \right) + a \left( q_h, R_h p^{n-1}(v) - p_h^{n-1}(v) \right) \\
= \left( -d_t R_h p^n(v) + p_t^{n-1}(v) + y^{n-1}(v) - y_h^{n}(v) + y_d^{n} - y_d^{n-1}, w_h \right).
\]

Similarly, we can prove that

\[
\| R_h p(v) - p_h(v) \|_{H^1}^2 \\
\leq C(\delta) \left( \| R_h y(v) - y_h(v) \|_{H^1}^2 + h^4 \| y(v) \|_{H^1}^2 + h^4 \| p_t(v) \|_{H^1}^2 \right) \\
+ C(\delta) (\Delta t)^2 \left( \| p(v) \|_{H^1}^2 + \| p_t(v) \|_{L^2(L^2)}^2 \right) \\
+ C(\delta) (\Delta t)^2 \left( \| y_t(v) \|_{L^2(L^2)}^2 + \| y_d(v) \|_{L^2(L^2)}^2 \right).
\]

From (3.22) and (3.25), we then obtain (3.16).

\[ \square \]

4. Superconvergence Analysis

We now discuss superconvergence properties between the finite element solution and projections of the exact solution, and begin by deriving the superconvergence of the control variable.

**Theorem 4.1.** Let \( u \) and \( u_h \) be the solutions of (2.2)-(2.4) and (2.8)-(2.10), respectively. Assume that all of the conditions in Lemmas 3.1-3.3 are valid. Then

\[
\| u - u_h \|_{L^2(L^2)} \leq C \left( h^2 + \Delta t \right).
\]

(4.1)
Moreover, we obtain

\begin{equation}
(u(x, t) + p(x, t))(u_h(x, t) - u(x, t)) \geq 0, \quad \forall t \in J.
\end{equation}

(4.2)

On applying this formula for \(x = S_i\), it follows that

\begin{equation}
(u(S_i, t) + p(S_i, t))(u_h(S_i, t) - u(S_i, t)) \geq 0, \quad \forall S_i \in \tau_i, \tau_i \in \mathcal{S}^h \text{ and } \forall t \in J
\end{equation}

i.e.,

\begin{equation}
(u^n + p^n)(u^n_h - u^n) \geq 0, \quad \forall S_i \in \tau_i, \tau_i \in \mathcal{S}^h \text{ and } \forall n = 1, 2, \cdots, N,
\end{equation}

(4.3)

because of the continuity of \(u^n, p^n, \) and \(u^n_h\) at these points, and hence

\begin{equation}
(u^n + p^n, u^n_h - u^n) \geq 0, \quad n = 1, 2, \cdots, N.
\end{equation}

(4.4)

On choosing \(v = u_l\) in (2.10),

\begin{equation}
(u^n_h + p^n_{h-1}, u^n - u^n_h) \geq 0, \quad n = 1, 2, \cdots, N,
\end{equation}

(4.5)

hence

\begin{equation}
(u^n_h - u^n + p^n_{h-1} - p^n, u^n - u^n_h) \geq 0, \quad n = 1, 2, \cdots, N.
\end{equation}

(4.6)

Moreover, we obtain

\begin{align*}
|||u_l - u_h|||^2_{L^2(T)} & \leq \Delta t \sum_{n=1}^N \left( p^n_{h-1} - p^n, u^n_l - u^n_h \right) \\
& = \Delta t \sum_{n=1}^N \left( p^n_{h-1}(u_h) - p^n_{h-1}(u_l), u^n_l - u^n_h \right) + \Delta t \sum_{n=1}^N \left( p^n_{h-1}(u_l) - p^n_{h-1}(u), u^n_l - u^n_h \right) \\
& \quad + \Delta t \sum_{n=1}^N \left( p^n_{h-1}(u), p^n_{h-1}(u_l), u^n_l - u^n_h \right) + \Delta t \sum_{n=1}^N \left( p^n_{h-1}(u) - p^n_{h}, u^n_l - u^n_h \right) \\
& := I_1 + I_2 + I_3 + I_4.
\end{align*}

(4.7)

According to (3.3)-(3.4), for the first term we have

\begin{align*}
\left( d_t \gamma^n_h(u_h) - d_t \gamma^n_h(u_l), w_h \right) + a \left( \gamma^n_h(u_h) - \gamma^n_h(u_l), w_h \right) &= \left( u^n_h - u^n_l, w_h \right), \\
\forall w_h \in W^h, \quad n = 1, 2, \cdots, N, \\
\gamma^n_h(0) = \gamma^n_h(u_l) = \gamma^n_h, \quad x \in \Omega,
\end{align*}

(4.8)

and

\begin{align*}
- \left( d_t p^n_h(u_h) - d_t p^n_h(u_l), q_h \right) + a \left( q_h, p^n_{h-1}(u_h) - p^n_{h-1}(u_l) \right) &= \left( y^n_h(u_h) - y^n_h(u_l), q_h \right), \\
\forall q_h \in W^h, \quad n = N, \cdots, 2, 1, \\
p^n_h(0) = p^n_h(u_l) = 0, \quad x \in \Omega.
\end{align*}

(4.9)
On selecting \( w_h = p_h^{n-1}(u_h) - p_h^{n-1}(u_t) \) in (4.8) and \( q_h = y_h^n(u_h) - y_h^n(u_t) \) in (4.9),
\[
I_1 = -||y_h(u_t) - y_h(u_h)||^2_{L^2} \leq 0,
\]
and from Lemma 3.2 we have
\[
I_2 = \Delta t \sum_{i=1}^{N} (p_h^{n-1}(u_t) - p_h^{n-1}(u), u_i^n - u_h^n) \leq C(\delta)h^4 + \delta||u_t - u_h||^2_{L^2}.
\]
From (2.6) and Lemma 3.3, we derive
\[
I_3 = \Delta t \sum_{i=1}^{N} (p_h^{n-1}(u) - p^{n-1}(u), u_i^n - u_h^n)
\leq \Delta t \sum_{i=1}^{N} (p_h^{n-1}(u) - R_h p^{n-1}(u), u_i^n - u_h^n) + \Delta t \sum_{i=1}^{N} (R_h p^{n-1}(u) - p^{n-1}(u), u_i^n - u_h^n)
\leq C(\delta) (h^4 + (\Delta t)^2) + \delta||u_t - u_h||^2_{L^2}.
\]
For the last term, from Lemma 3.1 we have
\[
I_4 = \Delta t \sum_{i=1}^{N} (p^{n-1}(u) - p_i^n, u_i^n - u_h^n)
= \Delta t \sum_{i=1}^{N} (p^{n-1}(u) - p^n(u), u_i^n - u_h^n) + \Delta t \sum_{i=1}^{N} (p^n(u) - p_i^n, u_i^n - u_h^n)
\leq C(\delta) (h^4 + (\Delta t)^2) + \delta||u_t - u_h||^2_{L^2},
\]
and finally inequality (4.1) follows from (4.7)-(4.13).

Secondly, we consider the superconvergence of the state and the adjoint state.

**Theorem 4.2.** Let \((y, p, u)\) and \((y_h, p_h, u_h)\) be the solutions (2.2)-(2.4) and (2.8)-(2.10) respectively, and assume that all of the conditions in Theorem 4.1 are valid. Then
\[
|||R_h y - y_h|||_{L^2(H^1)} + |||R_h p - p_h|||_{L^2(H^1)} \leq C(h^2 + \Delta t).
\]

**Proof:** From (2.2) and (2.8), we have the error equation
\[
\left( y_i^n - d_i y_h^n, w_h \right) + \left( y^n - y_h^n, w_h \right) = \left( u^n - u_h^n, w_h \right), \quad \forall w_h \in W^h, \ n = 1, 2, \cdots, N.
\]
From the definition of \( R_h \),
\[
\left( d_i R_h y^n - d_i y_h^n, w_h \right) + \left( R_h y^n - y_h^n, w_h \right)
= \left( d_i R_h y^n - d_i y^n + d_i y^n - y_t^n + u^n - u_t^n + u_i^n - u_h^n, w_h \right), \quad \forall w_h \in W^h, \ n = 1, 2, \cdots, N.
\]
Let us note that
\[
(u^n - u^n_h, R_h y^n - y^n_h) \leq C \|u^n - u^n_h\| \|R_h y^n - y^n_h\| \\
\leq C(\delta) \|u^n - u^n_h\|^2 + \delta \|R_h y^n - y^n_h\|^2
\]  
(4.17)
and
\[
(u^n - u^n_h, R_h y^n - y^n_h) \leq C \|u^n - u^n_h\| \|R_h y^n - y^n_h\| \\
\leq C(\delta) \|u^n - u^n_h\|^2 + \delta \|R_h y^n - y^n_h\|^2.
\]  
(4.18)
Similarly to Lemma 3.2, from (4.16)-(4.18), Lemma 3.1 and Theorem 4.1 we have
\[
\|R_h y - y_h\|_{L^2(H^1)} \\
\leq C(\delta) h^2 \left( \|y\|_{L^2(U^2)} + \|p_h\|_{L^2(U^2)} \right) + C(\delta) \Delta t \left( \|y_{tt}\|_{L^2(U^2)} + \|p_t\|_{L^2(U^2)} \right).
\]  
(4.19)
From (2.3) and (2.9), for \(n = N, \cdots, 2, 1\) we obtain
\[
- \left(p^n_{t-1} - d_t R_h^n, q_h\right) + a \left(q_h, p^{n-1}_h - p^n_h\right) = \left(y^{n-1} - y^n_h - y^{n-1}_h + y^n_h, q_h\right),
\]  
\(\forall q_h \in W^h.
\)  
(4.20)
By using the definition of \(R_h\), for any \(q_h \in W^h, n = N, \cdots, 2, 1\) we get
\[
- \left(d_t R_h p^n - d_t p^n_h, q_h\right) + a \left(q_h, R_h p^{n-1}_h - p^n_h\right) \\
= \left(-d_t R_h p^n + p^n_t + y^n - y^{n-1}_h + y^n_h, q_h\right).
\]  
(4.21)
Similarly, we can prove that
\[
\|R_h p - p_h\|_{L^2(U^2)}^2 \\
\leq C(\delta) \left( \|R_h y - y_h\|_{L^2(U^2)}^2 + h^4 \|y\|_{L^2(U^2)}^2 + h^4 \|p_t\|_{L^2(U^2)}^2 \right) + C(\delta) \Delta t^2 \left( \|p\|_{L^2(U^2)}^2 + \|p_t\|_{L^2(U^2)}^2 + \|y_{tt}\|_{L^2(U^2)}^2 + \|(y_d)_{tt}\|_{L^2(U^2)}^2 \right),
\]  
(4.22)
whence (4.14) from (4.19) and (4.22).}

5. Numerical Experiments

For a constrained parabolic optimization problem:
\[
\min_{u \in K} J(u),
\]
where \(J(u)\) is a convex functional on \(X\) and \(K\) is a close convex subset of \(X\), the iterative scheme reads (\(n = 0, 1, 2, \cdots\)):
\[
\begin{align*}
\{ & b(u_{n+\frac{1}{2}}, v) = b(u_n, v) - \rho_n \left(J'(u_n), v\right), & \forall v \in X, \\
u_{n+1} = b^*_K(u_{n+\frac{1}{2}}), &
\}
\]  
(5.1)
where \( b(\cdot, \cdot) = \int_0^T (\cdot, \cdot) \) is a symmetric positive definite bilinear form, \( \rho_n \) is the step size of the iteration, and the projection operator \( P_h^b \) can be computed as described in Ref. [9].

Similar to Ref. [9], for an acceptable error \( Tol \) we present the following projection gradient algorithm, by applying (5.1) to the discretised parabolic optimal control problem (2.7). For ease of exposition, we have omitted the subscript \( h \).

**Algorithm 5.1. Projection gradient algorithm**

**Step 1.** Initialize \( u_0 \).

**Step 2.** Solve the following equations:

\[
\begin{align*}
& b(u_{n+\frac{1}{2}}, v) = b(u_n, v) - \rho_n \int_0^T (u_n + p_n, v), \quad u_{n+\frac{1}{2}}, u_n \in U^h, \forall v \in U^h, \\
& \left( \frac{y_n^i - y_{n-1}^i}{\Delta t}, w \right) + a \left( y_n^i, w \right) = \left( f^i + u_n^i, w \right), \quad y_n^i, y_{n-1}^i \in W^h, \forall w \in W^h, \\
& \left( \frac{p_n^{i-1} - p_n^i}{\Delta t}, q \right) + a \left( q, p_n^{i-1} \right) = \left( y_n^i - y_d^i, q \right), \quad p_n^{i-1} \in W^h, \forall q \in W^h, \\
& u_{n+1} = P_h^b(u_{n+\frac{1}{2}}).
\end{align*}
\]  

**Step 3.** Calculate the iterative error: \( E_{n+1} = |||u_{n+1} - u_n|||_{L^2} \).

**Step 4.** If \( E_{n+1} \leq Tol \), stop; else go to Step 2.

Let \( \Omega = [0, 1] \times [0, 1], T = 1, \) and \( A(x) = I \). The optimal control problem was solved numerically with codes developed based on AFEPack, a package that is freely available (cf. Ref. [9]). The discretisation was as described in Section 2. We denote \( ||| \cdot |||_{L^2(U^H)} \) and \( ||| \cdot |||_{L^2(L^2)} \) by \( ||| \cdot |||_1 \) and \( ||| \cdot |||_2 \), respectively. The convergence order rate is computed from the formula

\[
Rate = \frac{\log(e_{i+1}) - \log(e_i)}{\log(h_{i+1}) - \log(h_i)},
\]

where \( e_i \) (\( e_{i+1} \)) denotes the error when the spatial partition size is \( h_i \) (\( h_{i+1} \)). We solved the parabolic optimal control problem

\[
\begin{align*}
& \min_{u \in K} \frac{1}{2} \int_0^T \left( \|y(x, t) - y_d(x, t)\|^2 + \|u(x, t)\|^2 \right) dt, \\
& y_t(x, t) - \text{div}(A(x) \nabla y(x, t)) = f(x, t) + u(x, t) \text{ in } \Omega \times (0, T], \\
& y(x, t) = 0 \text{ on } \partial \Omega \times (0, T], \\
& y(x, 0) = y_0(x) \text{ in } \Omega,
\end{align*}
\]  

for the following two examples.
Example 5.1. The data are as follows:

\[
\begin{align*}
p(x, t) &= \sin(2\pi x_1)\sin(2\pi x_2)(1 - t), \\
y(x, t) &= \sin(2\pi x_1)\sin(2\pi x_2)_t, \\
u(x, t) &= \max(0, p(x, t)) - p(x, t), \\
f(x, t) &= y_t(x, t) - \text{div}(A(x)\nabla y(x, t)) - u(x, t), \\
y_d(x, t) &= y_t(x, t) + p_t(x, t) + \text{div}(A^*(x)\nabla p(x, t)).
\end{align*}
\]

The errors on a sequence of uniformly refined meshes are shown in Table 1. In Fig. 1, we show the numerical solution \( u_h \) at \( t = 0.5 \) when \( h = 1.25 \times 10^{-2} \) and \( \Delta t = 6.25 \times 10^{-3} \).

It is easy to see \( \|u_I - u_h\|_1 = \mathcal{O}(h^2 + \Delta t) \), \( \|R_h y - y_h\|_1 = \mathcal{O}(h^2 + \Delta t) \) and \( \|R_h p - p_h\|_1 = \mathcal{O}(h^2 + \Delta t) \).

<table>
<thead>
<tr>
<th>h</th>
<th>( \Delta t )</th>
<th>( |u_I - u_h|_1 ) Rate</th>
<th>( |R_h y - y_h|_1 ) Rate</th>
<th>( |R_h p - p_h|_1 ) Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/10</td>
<td>1/10</td>
<td>4.57845e-02 —</td>
<td>3.31962e-02 —</td>
<td>3.31860e-02 —</td>
</tr>
<tr>
<td>1/20</td>
<td>1/40</td>
<td>1.22388e-02 1.90</td>
<td>8.22965e-03 2.01</td>
<td>8.22864e-03 2.01</td>
</tr>
<tr>
<td>1/40</td>
<td>1/160</td>
<td>3.09192e-03 1.98</td>
<td>2.05253e-03 2.00</td>
<td>2.05242e-03 2.00</td>
</tr>
<tr>
<td>1/80</td>
<td>1/540</td>
<td>7.78481e-04 1.98</td>
<td>5.16524e-04 1.99</td>
<td>5.18543e-04 1.98</td>
</tr>
</tbody>
</table>

Figure 1: The numerical solution \( u_h \) at \( t = 0.5 \) for Example 5.1.
Example 5.2. The data are as follows:

\[
\begin{align*}
p(x, t) &= \sin(2\pi x_1)\sin(2\pi x_2)\sin(\pi t), \\
y(x, t) &= \sin(2\pi x_1)\sin(2\pi x_2)\sin(\pi t), \\
u(x, t) &= \max(0, p(x, t)) - p(x, t), \\
f(x, t) &= y_t(x, t) - \text{div}(A(x)\nabla y(x, t)) - u(x, t), \\
y_d(x, t) &= y(x, t) + p_t(x, t) + \text{div}(A^*(x)\nabla p(x, t)).
\end{align*}
\]

In Table 2, the errors \(|||u_I - u_h|||, |||R_h y - y_h|||_1\) and \(|||R_h p - p_h|||_1\) based on a sequence of uniformly refined meshes are shown. We plot the profile of the numerical solution \(u_h\) at \(t = 0.5\) when \(h = 1.25 \times 10^{-2}\) and \(\Delta t = 6.25 \times 10^{-3}\) in Fig. 2. It is easy to see that \(|||u_I - u_h|||, |||R_h y - y_h|||_1\) and \(|||R_h p - p_h|||_1\) are the second order convergent which is consistent with our theoretical results.

### Table 2: Numerical results for Example 5.2.

| \(h\) | \(\Delta t\) | \(||u - u_h||\) | Rate | \(||R_h y - y_h||_1\) | Rate | \(||R_h p - p_h||_1\) | Rate |
|-------|-------|---------------|------|-----------------|------|-----------------|------|
| 1/10  | 1/10  | 4.97429e-02   | —    | 8.36251e-03     | —    | 7.42735e-03     | —    |
| 1/20  | 1/20  | 1.31232e-02   | 1.92 | 2.30218e-03     | 1.86 | 2.00054e-03     | 1.89 |
| 1/40  | 1/40  | 3.31625e-03   | 1.98 | 5.91429e-04     | 1.96 | 5.10980e-04     | 1.97 |
| 1/80  | 1/80  | 8.31263e-04   | 2.00 | 1.48953e-04     | 1.99 | 1.28457e-04     | 1.99 |

![Figure 2: The numerical solution \(u_h\) at \(t = 0.5\) for Example 5.2.](image-url)
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