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A DIRECT ALGORITHM FOR DISTINGUISHING

NONSINGULAR M-MATRIX AND H-MATRIX∗

Li Yaotang(���) Zhu Yan(� �)

Abstract A direct algorithm is proposed by which one can distinguish whether a ma-

trix is an M -matrix (or H-matrix) or not quickly and effectively. Numerical examples

show that it is effective and convincible to distinguish M -matrix (or H-matrix) by using

the algorithm.
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1 Introduction

For many kinds of applications of M -matrices and H-matrices, the problem how to deter-

mine whether a matrix is an M -matrix (or H-matrix) or not arouses many researchers interesting.

Recently, some iterative methods have been proposed for distinguishing H-matrices (see [2-5]).

However, these methods have a common drawback, that is, it is not possible to determine the

number of steps of iteration, and when A is not an H-matrix, a wasteful computation is necessary.

A direct algorithm has been proposed in [6], but it is only useful when matrices are symmetrical.

In this paper, to conquer these drawbacks, we propose a new direct algorithm.

2 A direct algorithm for distinguishing M-matrix

Let Rn×n denote the set of all n × n real matrices. A = (aij) ∈ Rn×n is said to be an

M -matrix if aij ≤ 0, for i �= j, and A−1 ≥ 0.

Lemma 1[1] Let A = (aij) ∈ Rn×n be an M -matrix, then any principle submatrix of A is

an M -matrix.

Lemma 2[1] Let A = (aij) ∈ Rn×n, its off-diagonal entries are all non-positive, then A is
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an M -matrix if and only if successive principle minor of A, DK > 0, k = 1, · · · , n.

From Lemma 2, we can immediately obtain the following lemma.

Lemma 3 Let A = (aij) ∈ R2×2, and aij ≤ 0, i �= j, aii > 0, then A is an M -matrix if and

only if determinant of A, det A > 0.

Theorem 1 Let

B =
[

B11 B12
B21 B22

]
∈ Rn×n,

where B12 ≤ 0, B21 ≤ 0, B11 is a 2×2 square matrix and B22 is an (n−2)×(n−2) square matrix,

in which their diagonal entries are all positive and off-diagonal entries are all non-positive. Then

B is an M -matrix if and only if detB11 > 0 and B22 − B21B
−1
11 B12 is an M -matrix.

Proof Necessity: Suppose B is an M -matrix, then

B−1 =
[

B−1
11 + B−1

11 B12(B22 − B21B
−1
11 B12)−1B21B

−1
11 −B−1

11 B12(B22 − B21B
−1
11 B12)−1

−(B22 − B21B
−1
11 B12)−1B21B

−1
11 (B22 − B21B

−1
11 B12)−1

]
≥ 0,

and B11 and B22 are M -matrices by Lemma 1. Hence, detB11 > 0 by Lemma 3, and B−1
11 ≥

0, (B22 − B21B
−1
11 B12)−1 ≥ 0. For B12 ≤ 0, B21 ≤ 0, we have B21B

−1
11 B12 ≥ 0, and off-diagonal

entries of matrix B22 − B21B
−1
11 B12 are all non-positive. So, B22 − B2B

−1
11 B12 is an M -matrix.

Sufficiency: Suppose detB11 > 0 and B22 −B21B
−1
11 B12 is an M -matrix, then by Lemma 3,

we have that B11 is an M -matrix, so

(B22 − B21B
−1
11 B12)−1 ≥ 0, B−1

11 ≥ 0.

Therefore
B−1

11 + B−1
11 B12(B22 − B21B

−1
11 B12)−1B21B

−1
11 ≥ 0,

−(B22 − B21B
−1
11 B12)−1B21B

−1
11 ≥ 0,

−B−1
11 B12(B22 − B21B

−1
11 B12)−1 ≥ 0.

From these inequalities, we have

B−1 =
[

B−1
11 + B−1

11 B12(B22 − B21B
−1
11 B12)−1B21B

−1
11 −B−1

11 B12(B22 − B21B
−1
11 B12)−1

−(B22 − B21B
−1
11 B12)−1B21B

−1
11 (B22 − B21B

−1
11 B12)−1

]
≥ 0.

Thus B is an M -matrix.

From Theorem 1, we propose the following algorithm A.

Algorithm A

Input The given matrix B = (bij) ∈ Rn×n.

Step 1 Set B = B(m), and m = 0.

Step 2 Partition B(m) into a 2 × 2 block matrix

B(m) =

[
B

(m)
11 B

(m)
12

B
(m)
21 B

(m)
22

]
,



A Direct Algorithm for Distinguishing Nonsingular M -Matrix and H-Matrix · 81 ·

where B
(m)
11 is a 2 × 2 square matrix, and B

(m)
22 is an (n − 2) × (n − 2) square matrix.

Step 3 Set B(m+1) = B
(m)
22 − B

(m)
21 (B(m)

11 )−1B
(m)
12 . If detB(m)

11 ≤ 0 or B(m+1) satisfies that

diagonal entries of B(m+1) are not all positive or off-diagonal entries of B(m+1) are not all non-

positive, then from Theorem 1, B is not an M -matrix, stop and output “B is not an M -matrix”;

otherwise.

Step 4 Set m = m + 1, when m <

[
n + 1

2

]
− 2, go to step 2; otherwise.

Step 5 B(m+1) is a real numbers or a 2×2 square matrix, if B(m+1) > 0 or detB(m+1) > 0,

then B is an M -matrix, stop and output “B is an M -matrix”; if B(m+1) ≤ 0 or det B(m+1) ≤ 0,

then B is not an M -matrix, stop and output “B is not an M -matrix”.

Note: it is estimated that the total cost of the algorithm is O

(
n3

3

)
.

3 The use of Algorithm A for distinguishing H-matrix

Let Cn×n denote the set of all n × n complex matrices, A = (aij) ∈ Cn×n, the comparison

matrix M(A) = (bij),

bij =
{

|aij |, i = j,
−|aij |, i �= j,

i, j = 1, 2, · · · , n.

If M(A) is an nonsingular M -matrix, then A is called an H-matrix.

From the definition of H-matrix, we can distinguish whether a given matrix is an H-matrix

or not by using Algorithm A on the comparison matrix M(A).

4 Numerical example

Example 1 First we consider the matrix

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 −1
2

0 −1

−1
2

1 −1
3

0

0 −1
3

1 −1
4

−1 0 −1
4

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

.

We get a 2 × 2 matrix

B(1) = B22 − B21B
−1
11 B12 =

⎡
⎢⎣

23
27

−17
36

−17
36

−1
3

⎤
⎥⎦

by using Algorithm A. For B(1) has an negative diagonal entry −1
3
, so B is not an M -matrix from

Algorithm A. In fact, we know principle submatrix of B, B(1, 4) =
[ 1 −1
−1 1

]
, detB(1, 4) = 0,

by Lemma 2, B is really not an M -matrix.
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Example 2 The second example is

B =

⎡
⎢⎢⎢⎢⎣

1 −1
−1 3 −2 O

−1 4 −3
. . . . . . . . .

O −(n − 1)
−1 (n + 1)

⎤
⎥⎥⎥⎥⎦ .

When n = 10 and n = 99, we get real numbers 90 > 0 and 9506 > 0, respectively, by using

Algorithm A, so B is an M -matrix from Algorithm A. In fact, we can proof that successive

principal minor of A, DK = K![1], k = 1, 2, · · · , n, so B is really an M -matrix.

Example 3 The third example is

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1
4

−1
4

0

−1
4

1 0 −1
4

−1
4

0 1 −1
4

0 −1
4

−1
4

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

We get a real number 0.8 > 0 by using Algorithm A, so B is an M -matrix from Algorithm A. In

fact,

B−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

7
2

2
6

2
6

1
6

2
6

7
6

1
6

2
6

2
6

1
6

7
6

2
6

1
6

2
6

2
6

7
6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> 0,

so B is really an M -matrix.

Of course, as to H-matrix, such as

B1 =

⎡
⎢⎢⎢⎢⎣

8 −2 −2 −3
−3 6 −1 −1

−2 −5
2

4 0

−4 −2 −1 6

⎤
⎥⎥⎥⎥⎦ , B2 =

⎡
⎢⎢⎢⎢⎣

0.9 0.1 0.2 0.1
0.9 0.9 0.7 0.8
0.1 0.1 0.9 0.1

0.3 0.1 0.2
23
30

⎤
⎥⎥⎥⎥⎦ .

We get two real numbers 3.59693 > 0 and 0.11824 > 0 by using Algorithm A on the comparison

matrix M(B1) and M(B2), respectively, so these two matrices are H-matrices.

5 Program

#include <stdio.h>

#include <iostream.h>
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#include <math.h>

main ( )

{ int n, i, j, k = 0, h = 0, s = 1;

//m = B;

float m[150][150];

//b11 = |B11|; b = B22; c = 1/B11; b21 = B21; b12 = B12; d = B21∗B11′; e = d∗B12;

float b11, b[150][150], c[3][3], b21[150][3], b12[3][150];

float d[150][3], e[150][150];

//input//input function: there you input your matrix data

cout<<”Program to judge an M -matrix:”<<endl;

cout<<”please input the rank(n) of the matrix:”<<endl;

cout<< “n = ”;

cin>> n;

if(n > 149)

{cout<<”the rank(n) of the matrix should be less than 149”<<endl;

return 0;}
cout<<”please input the element of the matrix:”<<endl;

for (i = 1; i < n + 1; i + +)

{ for (j = 1; j < n + 1; j + +)

{ k + +;

cout<< ”m[” << i << ”][” << j << ”] = ”;

cin>> m[i][j];

if (k == n)

{ k = 0;

cout<<endl;}}}
//the end of init//

//display the matrix data//

cout<<”the matrix you input is:”<<endl;

for (i = 1; i < n + 1; i + +)
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{ for (j = 1; j < n + 1; j + +)

cout<< m[i][j] <<’ ’;

cout<<endl;}
//the begin of the function to judge an M -matrix //

k = 0;

int l = n;

for (l = l; l > 0; l− = 2)

{ //b11 = |B11|; b = B22; c = 1/B11; b21 = B21; b12 = B12;

//b11 = |B11|;// and judge whether b11 is positive or not;

b11 = m[1][1] ∗ m[2][2] − m[1][2] ∗ m[2][1];

if(i == 2)

break;

else if(i == 1)

{ b11 = m[1][1];

break;}
if (b11 < 0)

{ k = 1;

break;}
c[1][1] = m[2][2]/(m[1][1] ∗ m[2][2] − m[1][2] ∗ m[2][1]);

c[1][2] = m[1][2]/(m[2][1] ∗ m[1][2] − m[1][1] ∗ m[2][2]);

c[2][1] = m[2][1]/(m[1][2] ∗ m[2][1] − m[2][2] ∗ m[1][1]);

c[2][2] = m[1][1]/(m[2][2] ∗ m[1][1] − m[1][2] ∗ m[2][1]);

//b21 = B21;

for(i = 1; i < n − 1; i + +)

{ for(j = 1; j < 3; j + +)

{ b21[i][j] = m[i + 2][j]; }}
//b12 = B12;

for(i = 1; i < 3; i + +)

{ for(j = 1; j < n − 1; j + +)
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{b12[i][j] = m[i][j + 2];}}
//d = B21 ∗ B11′

for(i = 1; i < n − 1; i + +)

{ for(j = 1; j < 3; j + +)

{ d[i][j] = 0;

for(h = 1; h < 3; h + +)

{d[i][j]+ = b21[i][h] ∗ c[h][j];}}}
//q = d ∗ B12 = B21 ∗ B11′ ∗ B12;

for(i = 1; i < n − 1; i + +)

{ for(j = 1; j < n − 1; j + +)

{ e[i][j] = 0;

for(h = 1; h < 3; h + +)

{ e[i][j]+ = d[i][h] ∗ b12[h][j];}}}
//e = B22 − B21 ∗ B11′ ∗ B12;

for(i = 1; i < n − 1; i + +)

{for(j = 1; j < n − 1; j + +)

{ b[i][j]− = e[i][j];}}
//b = B22;/ and judge whether diagonal entries are positive or not and

off-diagonal entries are non-positive or not;

for (i = 1; i < n − 1; i + +)

{ for(j = 1; j < n − 1; j + +)

{ b[i][j] = m[i + 2][j + 2];

if (i == j)

{ if (b[i][j] < 0)

{ k = 1;

break;}}
else if(b[i][j] > 0)

{ k = 1;

break;}}}
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//m = b; n = n − 2

n− = 2;

for(i = 1; i < n + 1; i + +)

{ for(j = 1; j < n + 1; j + +)

{ m[i][j] = b[i][j];}}}
//result

if(k == 0)

{ cout<<endl<<”b11=”<<b11<<endl;

cout<<”the matrix you input is an M -matrix!”<<endl;}
else

{ cout<<endl<<”b11=”<<b11<<endl;

cout<<”the matrix you input is not an M -matrix!”<<endl;}
the end of the program
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