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#### Abstract

In this paper, we study the Camassa-Holm equation and the DegasperisProcesi equation. The two equations are in the family of integrable peakon equations, and both have very rich geometric properties. Based on these geometric structures, we construct the geometric numerical integrators for simulating their soliton solutions. The Camassa-Holm equation and the Degasperis-Procesi equation have many common properties, however they also have the significant difference, for example there exist the shock wave solutions for the Degasperis-Procesi equation. By using the symplectic Fourier pseudo-spectral integrator, we simulate the peakon solutions of the two equations. To illustrate the smooth solitons and shock wave solutions of the DP equation, we use the splitting technique and combine the composition methods. In the numerical experiments, comparisons of these two kinds of methods are presented in terms of accuracy, computational cost and invariants preservation.
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## 1 Introduction

In the soliton theory, it is important to study the completely integrable nonlinear partial differential equations which arise from approximating the shallow water systems. Such equations usually have infinite number of conservation laws, and admit the soliton solutions which have the localized spatial structures and show the particle-like scattering

[^0]behavior. In this paper, our interest is to study a family of third-order dispersive nonlinear equations
\[

$$
\begin{equation*}
u_{t}+c_{0} u_{x}-u_{x x t}+(\beta+1) u u_{x}-\beta u_{x} u_{x x}-u u_{x x x}=0, \tag{1.1}
\end{equation*}
$$

\]

where $\beta$ is a bifurcation or balance parameter which provides a balance for the behavior of nonlinear solutions, and $u u_{x}$ refers to the advection term which coefficient $\beta+1$ often causes a steepening of wave. The family of PDEs (1.1) includes two important equations: the Camassa-Holm (CH) equation (when $\beta=2, c_{0}=2 \kappa^{2}$ ) [5] and the Degasperis-Procesi (DP) equation (when $\beta=3, c_{0}=3 \kappa^{3}$ ) [14]. Both the CH equation and the DP equation can be viewed as the model equations of shallow water waves $[5,6,12,22$ ]. By presenting the Lax pair and bi-Hamiltonian structure, it has been proved that the two systems are completely integrable $[6,13]$. In the absence of linear dispersion term $u_{x x x}$, with the nonlinear dispersion term $u u_{x x x}$ the DP and CH equations have the novel properties one of which is that they admit the peakon soliton solutions $[5,13,14]$. To derive the peakon soliton solutions exactly, we can use the inverse scattering techniques $[1,2,28,29]$.

Although the CH and the DP equations have shared some common properties, they are divergent by having the major differences: Lax pair equation and wave breaking phenomena $[13,27]$. The isospectral problem in Lax pair for the DP equation is the thirdorder equation while one is the second-order equation for the CH equation. Thus, the DP equation has more types of solutions than the CH equation. It is illustrated in [9,27] that the DP equation has not only the peakon solutions, but also the shockpeakon solutions which produce the difficulty to capture the shock wave numerically. Compared with the CH equation, there exist only few numerical methods and corresponding numerical analysis for the DP equation. The existing numerical methods for the DP equation include the operator splitting schemes [8], the particle method based on the multi-shockpeakon solutions [20], the conservative finite difference schemes [32], local discontinuous Galerkin (LDG) methods [41], the direct discontinuous Galerkin (DDG) method [25], the compact finite difference method [44] and the spectral method [40], etc.

As a class of conservative PDEs, the DP and CH equations have many conservative properties, such as the bi-Hamiltonian structures, infinite number of conservation laws etc. A natural idea of numerical computation for the two systems is to construct the numerical methods which can carry as much as possible these intrinsic properties. Geometric numerical integrators are a kind of numerical methods constructed based on this idea [19]. Compared with the non-geometric numerical integrators, geometric numerical integrators usually illustrate the remarkable capacity to capture the dynamical behavior of the given system over long time [19]. Based on Hamiltonian structure of the DP and CH equations, our purpose of this paper is to construct the corresponding numerical methods. To simulate the peakon solutions of the two equations, we present the numerical discretization which is given by using the pseudo-spectral method in space and symplectic integrator in time. By means of fast Fourier transform (FFT), the numerical solution with exponential convergency can be obtained if the solution is smooth enough. The numerical results show the long-term stability of the symplectic pseudo-
spectral method in simulating the peakon solutions, and also the good performance in preserving the invariants. To simulate the shockpeakon wave of the DP equation, we use the splitting technique presented in $[8,16]$. The DP equation can be decomposed as the Benjamin-Bona-Mahony (BBM) equation and the Burgers' equation. By composing the multisymplectic method for the BBM equation and the WENO method of fifth-order for the Burgers' equation, we obtain the spatial semi-discretization of the DP equation. The full discretization for the DP equation is obtained by using the splitting method of higher-order in time.

This paper is organized as follows. In Section 2, two symplectic pseudo-spectral integrators are proposed based on Hamiltonian formulations of the CH and DP equations. In Section 3, the DP equation is split as a composition of conservative system (BBM equation) and hyperbolic system (Burgers' equation). The multisymplectic pseudo-spectral method is applied to the BBM equation while the WENO method of fifth-order is applied to the Burger's equation. The full discretization is presented when the composition method is applied in space and temporal discretization is also used. Section 4 is devoted to numerical experiments in which we simulate the soliton solution, the peakon solution, and also the shockpeakon solution. The numerical errors of solutions and conservative quantities are also presented in this section. We conclude this paper in Section 5.

## 2 Symplectic Fourier pseudo-spectral integrator for CH and DP equations

In this section, we present the symplectic Fourier pseudo-spectral integrators for the CH and DP equations based on their Hamiltonian formulations.

First, we introduce the Hamiltonian formulations of the two equations. In the family of PDEs (1.1), taking $\kappa=0$ gives the CH equation and the DP equation in the following form:

$$
\begin{equation*}
u_{t}-u_{x x t}+3 u u_{x}-2 u_{x} u_{x x}-u u_{x x x}=0 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}-u_{x x t}+4 u u_{x}-3 u_{x} u_{x x}-u u_{x x x}=0 . \tag{2.2}
\end{equation*}
$$

By denoting $m=\left(1-\partial_{x}^{2}\right) u$, (2.1) and (2.2) can be simplified to

$$
\begin{align*}
& m_{t}+u m_{x}+2 u_{x} m=0,  \tag{2.3}\\
& m_{t}+u m_{x}+3 u_{x} m=0, \tag{2.4}
\end{align*}
$$

where $u(x, t)$ can be solved by

$$
u(x, t)=\frac{1}{2} \int_{-\infty}^{\infty} \exp (-|x-y|) m(y, t) d y
$$

with Helmholtz operator $1-\partial_{x}^{2}$. Let $\mathcal{B}_{0}, \mathcal{B}_{1}$ and $\widehat{\mathcal{B}}_{0}, \widehat{\mathcal{B}}_{1}$ be operators given by

$$
\begin{aligned}
& \mathcal{B}_{0}=\partial_{x}\left(1-\partial_{x}^{2}\right), \quad \mathcal{B}_{1}=\partial_{x} m \cdot+m \partial_{x} \cdot \\
& \widehat{\mathcal{B}}_{0}=\partial_{x}\left(1-\partial_{x}^{2}\right)\left(4-\partial_{x}^{2}\right), \quad \widehat{\mathcal{B}}_{1}=m^{\frac{2}{3}} \partial_{x} m^{\frac{1}{3}} \cdot\left(\partial_{x}-\partial_{x}^{3}\right)^{-1} m^{\frac{1}{3}} \partial_{x} m^{\frac{2}{3}},
\end{aligned}
$$

where $\partial_{x} m \cdot v:=(m v)_{x}$. Then, the CH and DP equations can be written as $[6,13]$

$$
\begin{align*}
& m_{t}=\mathcal{B}_{0} \frac{\delta \mathcal{H}_{0}}{\delta m}=\mathcal{B}_{1} \frac{\delta \mathcal{H}_{1}}{\delta m},  \tag{2.5}\\
& m_{t}=\widehat{\mathcal{B}}_{0} \frac{\delta \widehat{\mathcal{H}}_{0}}{\delta m}=\widehat{\mathcal{B}}_{1} \frac{\delta \widehat{\mathcal{H}}_{1}}{\delta m}, \tag{2.6}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{H}_{0}=-\frac{1}{2} \int_{-\infty}^{\infty}\left(u^{3}+u u_{x}^{2}\right) d x, \quad \mathcal{H}_{1}=-\frac{1}{2} \int_{-\infty}^{\infty}\left(u^{2}+u_{x}^{2}\right) d x  \tag{2.7a}\\
& \widehat{\mathcal{H}}_{0}=-\frac{1}{6} \int_{-\infty}^{\infty} u^{3} d x, \quad \widehat{\mathcal{H}}_{1}=-\frac{9}{2} \int_{-\infty}^{\infty} m d x . \tag{2.7b}
\end{align*}
$$

The two forms (2.5) and (2.6) are both infinite dimensional Hamiltonian systems with bi-Hamiltonian structures since $\mathcal{B}_{0}, \mathcal{B}_{1}$ and $\widehat{\mathcal{B}}_{0}, \widehat{\mathcal{B}}_{1}$ can be proved to be the Hamiltonian operators ${ }^{\dagger}$. Notice $\partial_{x} m \cdot v:=(m v)_{x}$, then $\mathcal{B}_{1}$ and $\widehat{\mathcal{B}}_{1}$ can be calculated as

$$
\begin{aligned}
& \mathcal{B}_{1} v=m_{x} v+2 m v_{x}, \\
& \widehat{\mathcal{B}}_{1} v=\frac{1}{3} m_{x}\left(\partial_{x}-\partial_{x}^{3}\right)^{-1}\left(\frac{2}{3} m_{x} v+m v_{x}\right)+m\left(1-\partial_{x}^{2}\right)^{-1}\left(\frac{2}{3} m_{x} v+m v_{x}\right) .
\end{aligned}
$$

Denote the functional derivative ${ }^{\ddagger}$ by $\frac{\delta \mathcal{H}}{\delta m}$, using its definition gives

$$
\begin{aligned}
& \frac{\delta \mathcal{H}_{0}}{\delta m}=\left(1-\partial_{x}^{2}\right)^{-1}\left(-\frac{3}{2} u^{2}+\frac{1}{2} u_{x}^{2}+u u_{x x}\right), \quad \frac{\delta \mathcal{H}_{1}}{\delta m}=-u, \\
& \frac{\delta \widehat{\mathcal{H}}_{0}}{\delta m}=-\frac{1}{2}\left(1-\partial_{x}^{2}\right)^{-1} u^{2}, \quad \frac{\delta \widehat{\mathcal{H}}_{1}}{\delta m}=-\frac{9}{2} .
\end{aligned}
$$

The formulations (2.5) and (2.6) can be derived following the above calculations. Furthermore, we can rewrite the formulations of the first kind for the CH and DP equations in terms of $u$ as

$$
\begin{equation*}
u_{t}=\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} \frac{\delta \mathcal{H}_{0}}{\delta u} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}=\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(4-\partial_{x}^{2}\right) \frac{\delta \widehat{\mathcal{H}}_{0}}{\delta u} \tag{2.9}
\end{equation*}
$$

[^1]which are Hamiltonian. In the following discussion, we use the method of lines approach to construct the symplectic Fourier pseudo-spectral methods for the two equations based on their Hamiltonian formulations (2.8) and (2.9).

The method of lines approach is a technique which needs first to discretize the spatial derivatives and then to discretize the semi-discretized system by the corresponding ODEs solver, it is very often used in solving the PDEs. To get the spatial discretizations, we can use the Fourier spectral method which is obtained by approximating the unknown function with the finite sum of a series of trigonometric functions. The Fourier spectral method is very suitable for simulating the evolution of solutions in PDEs with periodic phenomena (refer to [34] for detail), and often refers to the Fourier pseudospectral method if requiring the approximate solution to satisfy the concerned equations at a set of collocation points. For Eqs. (2.8) and (2.9), we apply the Fourier pseudospectral method to obtain the semi-discretization of the CH and DP equations. In the semi-discretized system, the differential operator in PDEs is approximated by the socalled spectral differentiation matrix which computation can use the fast Fourier transform (FFT). The FFT algorithm plays an important role in the implementation of spectral method and can be used to get the numerical solution with a convergency of infinite order [39].

Suppose that the problem is defined on domain $\mathbf{R}^{+} \times[-L, L]$ with periodic boundary conditions. Take $x_{j}=-L+h j, 0 \leq j \leq N-1$ be the spatial grids with $h=2 L / N$ the space step. The spectral method is to find an approximate solution in the form of

$$
u(x, t) \approx \sum_{j=0}^{N-1} u_{j} \varphi_{j}(x):=I_{N} u(x, t),
$$

where $u_{j}=u\left(x_{j}, t\right), \varphi_{j}(x)=\frac{1}{N} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} \exp \left(-i k \pi\left(x_{j}-x\right) / L\right)$. Notice $\varphi_{j}\left(x_{j}\right)=1, \varphi_{j}\left(x_{l}\right)=0$ for $l \neq j$, then

$$
I_{N} u\left(x_{j}, t\right)=u\left(x_{j}, t\right)
$$

Define a map $F_{N}: I_{N} u(x, t) \rightarrow U(t)=\left(u_{0}, \cdots, u_{N-1}\right)$, then $F_{N} I_{N} u(x, t)=I_{N} u\left(x_{j}, t\right)$. Taking the $m$-th derivative ( $m \geq 1$ ) of $I_{N} u(x, t)$ gives that

$$
\frac{\partial^{m} I_{N} u}{\partial x^{m}}\left(x_{j}, t\right)=\sum_{k=0}^{N-1}\left(D_{m}\right)_{j, k} u_{k},
$$

where $D_{m}$ is called the $m$-differentiation matrices, for $m=1$ and 2 which are

$$
\begin{align*}
& \left(D_{1}\right)_{j, l}= \begin{cases}\frac{1}{2} \mu(-1)^{j+l} \cot \left(\mu \frac{x_{j}-x_{l}}{2}\right), & j \neq l, \\
0, & j=l,\end{cases}  \tag{2.10}\\
& \left(D_{2}\right)_{j, l}= \begin{cases}\frac{1}{2} \mu^{2}(-1)^{j+l+1} \frac{1}{\sin ^{2}\left(\mu\left(x_{j}-x_{l}\right) / 2\right)}, & j \neq l, \\
-\mu^{2} \frac{2(N / 2)^{2}+1}{6}, & j=l,\end{cases} \tag{2.11}
\end{align*}
$$

with $\mu=\frac{\pi}{L}$. Clearly, $D_{1}$ is skew-symmetric and $D_{2}$ is symmetric. For the Fourier pseudospectral method, the approximate solution $I_{N} u(x, t)$ is required to satisfy the given PDEs at $\left\{x_{j}\right\}_{j=0}^{N-1}$. If the system of PDEs has a form of $\dot{u}=\mathcal{D}(u) \frac{\delta \mathcal{H}}{\delta u}$, then applying the Fourier pseudo-spectral method to it gives the following semi-discretized system

$$
\begin{equation*}
\frac{d}{d t} U=D(U) \nabla H(U) \tag{2.12}
\end{equation*}
$$

where $D(U) V=F_{N} \circ I_{N} \circ \mathcal{D}\left(I_{N} u\right) \circ F_{N}^{-1}(V), H(U)=\int_{-L}^{L} \mathcal{H}\left(F_{N}^{-1}(U)\right) d x$. It is shown that $D(U)$ is a $N \times N$ skew-symmetric matrix operator. In fact, it can be checked easily by

$$
\begin{aligned}
\langle D(U) V, W\rangle & =\left\langle F_{N} \circ I_{N} \circ \mathcal{D}\left(I_{N} u\right) \circ F_{N}^{-1}(V), W\right\rangle_{N} \\
& =\left\langle F_{N}^{-1}(V), \mathcal{D}\left(I_{N} u\right) I_{N} w\right\rangle \\
& =\left\langle I_{N} v, I_{N} \circ \mathcal{D}\left(I_{N} u\right) I_{N} w\right\rangle \\
& =-\langle V, D(U) W\rangle_{N^{\prime}}
\end{aligned}
$$

where $\langle\cdot \cdot \cdot\rangle_{N}$ denotes the inner product in $\mathbf{R}^{N},\langle\cdot, \cdot\rangle$ denotes the inner product in the function space. Specifically, the semi-discretized systems of the DP and CH equations by applying the Fourier pseudo-spectral method to (2.8) and (2.9) are

$$
\begin{equation*}
U_{t}=\left(I-D_{2}\right)^{-1} D_{1} \nabla H_{0}(U) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{t}=\left(\left(I-D_{2}\right)^{-1} D_{1}\left(4-D_{2}\right) \nabla \widehat{H}_{0}(U),\right. \tag{2.14}
\end{equation*}
$$

where $H_{0}(U)=-\frac{1}{2} \sum_{j=0}^{N-1}\left(u_{j}^{3}+u_{j}\left(\left(D_{1} U\right)_{j}\right)^{2}\right)$ and $\widehat{H}_{0}(U)=-\frac{1}{6} \sum_{j=0}^{N-1} u_{j}^{3}$ are two discrete Hamiltonians with $D_{1}$ and $D_{2}$ defined above.

Applying the symplectic midpoint point method to the semi-discretized systems (2.13) and (2.14), provides the full discretizations of the CH and DP equations which are denoted by SFP-CH and SFP-DP, respectively.

## 3 Operator splitting method for DP equation

The DP equation admits not only the peakon solution $u(x, t)=c e^{|x-c t|}$, but also the shock peakon solutions [27] (the entropy solutions [9]) of the form

$$
\begin{equation*}
u(x, t)=c e^{-|x-c t|}+\operatorname{sgn}(x-c t) \frac{s}{1+t s} e^{-|x-c t|}, \tag{3.1}
\end{equation*}
$$

where $c, s(s>0)$ are two constants. The peakon and shock peakon solutions of the DP equation are not the strong solutions in the Sobolev space $H^{s}\left(s \geq \frac{3}{2}\right)$, they are the global weak solutions in $H^{1}$ [15]. As the existence of these discontinuous solutions (shock waves [27]), the DP equation can show the completely different behaviour compared with the

CH equation. It has been confirmed by Coclite and Karlsen [9,10] that the DP equation has the solution behaviour similar to ones of inviscid Burgers equation.

Consider the general DP equation

$$
\begin{equation*}
u_{t}+3 \kappa^{3} u_{x}-u_{x x t}+4 u u_{x}-3 u_{x} u_{x x}-u u_{x x x}=0, \quad \kappa \neq 0 . \tag{3.2}
\end{equation*}
$$

To simulate the smooth soliton and shock peakon solutions of the DP equation (3.2), we construct the numerical methods based on operator splitting in this section. At the starting point, we reform the DP equation (3.2) in the hyperbolic-elliptic formulation

$$
\begin{align*}
& u_{t}+f(u)_{x}+P_{x}=0  \tag{3.3a}\\
& \left(1-\partial_{x}^{2}\right) P=3 \kappa^{3} u+3 f(u), \tag{3.3b}
\end{align*}
$$

with $f(u)=\frac{1}{2} u^{2}$, which is used to define the weak solutions of the DP equation [8]. Splitting the first equation of (3.3) gives [8,16]:

$$
\begin{align*}
& u_{t}+f(u)_{x}=0,  \tag{3.4}\\
& u_{t}+P_{x}=0 . \tag{3.5}
\end{align*}
$$

Combine with the second equation of (3.3), it is observed that (3.5) is called the Benjamin-Bona-Mahhony (BBM) equation while (3.4) is the Burgers' equation. Using the operator technique, we can present the numerical methods for the DP equation by combing the classical numerical methods of the BBM equation and the Burgers' equation. To be selfcontained, as follows we briefly introduce the numerical methods of the BBM equation and the Burgers' equation, respectively.

First, we consider the numerical methods for the Burgers' equation. The Burgers' equation is a model PDEs in fluid dynamics which usually admit the shock wave solution even the initial value is smooth. To capture the shock wave, the schemes are required to have the high-resolution with which the examples include the high-order total variation diminishing (TVD) schemes proposed firstly by Harten, the essentially non-oscillatory (ENO) schemes and the weighted essentially non-oscillatory (WENO) scheme etc. (refer to $[21,35]$ and references therein). Due to its high order accuracy, fast implementation and smoother flux, we here take the WENO method of fifth-order to discretize the Burgers' equation (3.4) which leads to the following conservative form

$$
\begin{equation*}
\frac{\mathrm{d} u_{j}(t)}{\mathrm{d} t}=-\frac{1}{\Delta x}\left(\hat{f}_{j+\frac{1}{2}}-\hat{f}_{j-\frac{1}{2}}\right), \quad j=0, \cdots, N-1, \tag{3.6}
\end{equation*}
$$

where $\Delta x$ is the space step, $u_{j} \approx u(j \Delta x, t), \hat{f}_{j-\frac{1}{2}}$ and $\hat{f}_{j+\frac{1}{2}}$ are called the numerical fluxes which can have various choices according to the given problems. In order to gain the numerical methods satisfying the monotone condition, the nonlinear term $f(u)$ usually needs to be split. For example, using the Lax-Friedrichs splitting gives

$$
f(u)=f^{+}(u)+f^{-}(u),
$$

where $f^{ \pm}(u)=\frac{1}{2}(f(u) \pm \alpha u)$ with $\alpha$ the maximum of $\left|f^{\prime}(u)\right|$ over the relevant range of $u$. It is clear that $\frac{\mathrm{d} f^{+}(u)}{\mathrm{d} u} \geq 0$ and $\frac{\mathrm{d} f^{-}(u)}{\mathrm{d} u} \leq 0$.

To define the numerical fluxes $\hat{f}_{j+\frac{1}{2}}$ and $\hat{f}_{j-\frac{1}{2}}$ for the fifth-order WENO scheme (3.6), we first denote $\bar{v}_{j}=f^{+}\left(u_{j}\right)$ and $V_{j}=\left[\bar{v}_{j}, \bar{v}_{j+1}, \bar{v}_{j+2}\right]^{T}$. Let

$$
\bar{v}_{j+\frac{1}{2}}^{(0)}=\alpha V_{j}, \quad \bar{v}_{j+\frac{1}{2}}^{(1)}=\beta V_{j-1}, \quad \bar{v}_{j+\frac{1}{2}}^{(2)}=\gamma V_{j-2},
$$

with $\alpha=[1 / 3,5 / 6,-1 / 6], \beta=[-1 / 6,5 / 6,1 / 3], \gamma=[1 / 3,-7 / 6,11 / 6]$. Take

$$
\bar{v}_{j+\frac{1}{2}}^{-}=\omega_{0} \bar{v}_{j+\frac{1}{2}}^{(0)}+\omega_{1} \bar{v}_{j+\frac{1}{2}}^{(1)}+\omega_{2} \bar{v}_{j+\frac{1}{2}}^{(2)}
$$

where $\omega_{i}$ are the nonlinear weights given by

$$
\omega_{j}=\frac{\alpha_{j}}{\alpha_{0}+\alpha_{1}+\alpha_{2}}, \quad \alpha_{j}=\frac{d_{i}}{\left(\epsilon+\beta_{j}\right)^{2}}, \quad j=0,1,2,
$$

with $d_{0}=3 / 10, d_{1}=3 / 5, d_{2}=1 / 10$, and the smoothness indicators

$$
\begin{aligned}
& \beta_{0}=13\left(a_{1} V_{j}\right)^{2} / 12+\left(b_{1} V_{j}\right)^{2} / 4, \\
& \beta_{1}=13\left(a_{1} V_{j-1}\right)^{2} / 12+\left(b_{2} V_{j-1}\right)^{2} / 4, \\
& \beta_{2}=13\left(a_{1} V_{j-2}\right)^{2} / 12+\left(b_{3} V_{j-2}\right)^{2} / 4 .
\end{aligned}
$$

Here, $a_{1}=[1,-2,1], b_{1}=[3,-4,1], b_{2}=[1,0,-1], b_{3}=[1,-4,3]$ are the three-dimensional vectors, $\epsilon$ is a parameter which often is chosen as $\epsilon=10^{-6}$. The fifth-order WENO scheme is derived by taking the numerical fluxes as

$$
\begin{equation*}
\hat{f}_{j+\frac{1}{2}}=\hat{f}_{j+\frac{1}{2}}^{+}+\hat{f}_{j+\frac{1}{2}}^{-}, \quad \hat{f}_{j-\frac{1}{2}}=\hat{f}_{j-\frac{1}{2}}^{+}+\hat{f}_{j-\frac{1}{2}}^{-} \tag{3.7}
\end{equation*}
$$

where $\hat{f}_{j+\frac{1}{2}}^{+}=\bar{v}_{j+\frac{1}{2}}^{-}$is called the positive flux which can turn into the negative flux $\hat{f}_{j+\frac{1}{2}}^{-}$ while a mirror image with respect to $j+\frac{1}{2}$ is applied.

For the semi-discretized system obtained by applying the fifth-order WENO scheme to the Burgers' equation, we use the so-called TVD Runge-Kutta method $[36,37]$ in time. A third-order TVD Runge-Kutta method applied to $u_{t}=L(u)$ is

$$
\begin{aligned}
& u^{(1)}=u^{n}+\Delta t L\left(u^{n}\right), \\
& u^{(2)}=\frac{3}{4} u^{n}+\frac{1}{4} u^{(1)}+\frac{1}{4} \Delta t L\left(u^{(1)}\right), \\
& u^{n+1}=\frac{1}{3} u^{n}+\frac{2}{3} u^{(2)}+\frac{2}{3} \Delta t L\left(u^{(2)}\right),
\end{aligned}
$$

which can be described with the following Butcher tableau:

| 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 |
| $\frac{1}{2}$ | $\frac{1}{4}$ | $\frac{1}{4}$ | 0 |
| 1 | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{2}{3}$ |

The TVD Runge-Kutta method is a class of Runge-Kutta methods which was originally used in combination with the TVD scheme in space to solve the shock wave equation. It has the strong stability in any semi-norm (total variation norm, maximum norm, entropy condition, etc.), and is generalized further in [17,18].

Second, we consider the numerical methods of the regularized long-wave (RLW) equation (3.5). The RLW equation was first put forward by Peregrine (1966) to describe the development of long wave behaviour, then was named after T.B. Benjamin, J.L. Bona and J. Mahoney by P.J. Olver [33]. In [3], the details of existence, uniqueness and stability of the solutions of equation (3.5) had been studied. From the description of PDEs, the BBM equation is very similar to the KDV equation, but it diverges from the KdV equation by having only three conservation laws. Thus, the BBM equation is not integrable which can also be verified by that the solitary waves of the BBM equation show a non-elastic interaction.

The BBM equation is a conservative system which can be written as an infinite Hamiltonian system [33]

$$
\begin{equation*}
u_{t}=-\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} \frac{\delta \mathcal{H}}{\delta u}, \tag{3.8}
\end{equation*}
$$

where $-\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}$ is the Hamiltonian operator and $\mathcal{H}=\frac{1}{6} \int_{-L}^{L} u^{3} d x$ is the Hamiltonian functional. By introducing the bundle coordinates, the BBM equation (3.5) can also be written as a multisymplectic system which is [38]

$$
\begin{equation*}
M z_{t}+K z_{x}=\nabla_{z} S(z), \quad z \in \mathbb{R}^{5}, \tag{3.9}
\end{equation*}
$$

with $z=(\psi, u, v, w, p)^{T}, S=u p-\frac{3}{2} \kappa^{3} u^{2}-\frac{1}{2} u^{3}+\frac{1}{2} v w$ and

$$
M=\left[\begin{array}{ccccc}
0 & -\frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad K=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The multisymplectic conservation law for the BBM equation is

$$
\frac{\partial}{\partial t}(\mathrm{~d} u \wedge \mathrm{~d} \psi+\mathrm{d} v \wedge \mathrm{~d} u)+\frac{\partial}{\partial x}(2 \mathrm{~d} p \wedge \mathrm{~d} \psi+\mathrm{d} w \wedge \mathrm{~d} u)=0 .
$$

Here, we apply the multisymplectic pseudo-spectral method [4,7] to the BBM equation (3.9), it reads

$$
\begin{equation*}
M \frac{\mathrm{~d}}{\mathrm{~d} t} z_{j}+K \sum_{k=0}^{N-1}\left(D_{1}\right)_{j, k} z_{k}=\nabla_{z} S\left(z_{j}\right), \quad j=0, \cdots, N-1, \tag{3.10}
\end{equation*}
$$

where $z_{j}=\left(\psi_{j}, u_{j}, v_{j}, w_{j}, p_{j}\right)^{T}$. By applying the implicit midpoint rule to the semi-discretized system (3.10), we derive the full discretization as follows:

$$
\begin{equation*}
M \delta_{t}^{+} z_{j}^{n}+K \sum_{k=0}^{N-1}\left(D_{1}\right)_{j, k} z_{k}^{n+\frac{1}{2}}=\nabla_{z} S\left(z_{j}^{n+\frac{1}{2}}\right), \tag{3.11}
\end{equation*}
$$

where $\delta_{t}^{+}$denotes the forward difference operator by $\delta_{t}^{+} z_{j}^{n}=\left(z_{j}^{n+1}-z_{j}^{n}\right) / \Delta t$, and $z_{j}^{n+\frac{1}{2}}=$ $\left(z_{j}^{n+1}+z_{j}^{n}\right) / 2$. Scheme (3.11) is called multisymplectic as it preserves the following discrete multisymplectic conservation law

$$
\begin{equation*}
\frac{\omega_{j}^{n+1}-\omega_{j}^{n}}{\Delta t}+\sum_{k=0}^{N-1}\left(D_{1}\right)_{j, k} k_{j, k}^{n+\frac{1}{2}}=0, \quad j=0,1, \cdots, N-1, \tag{3.12}
\end{equation*}
$$

where $\omega_{j}^{n}=\mathrm{d} z_{j}^{n} \wedge M \mathrm{~d} z_{j}^{n}$ and $\kappa_{j, k}^{n+\frac{1}{2}}=\mathrm{d} z_{j}^{n+\frac{1}{2}} \wedge K \mathrm{~d} z_{k}^{n+\frac{1}{2}}$. As $D_{1}$ is skew-symmetric and $\kappa_{j, k}=\kappa_{k, j}$, taking the sum of (3.12) from $j=0$ to $N-1$ gives the global symplecticity which is shown as

$$
\sum_{j=0}^{N-1} \frac{\omega_{j}^{n+1}-\omega_{j}^{n}}{\Delta t}=0 .
$$

To implement (3.11) practically, we obtain the following equivalent scheme by eliminating the medium variables from (3.11) that

$$
\begin{equation*}
\delta_{t}^{+} U^{n}-\delta_{t}^{+} D_{1}^{2} U^{n}+D_{1}\left(3 \kappa^{3} U^{n+\frac{1}{2}}+\frac{3}{2}\left(U^{n+\frac{1}{2}}\right)^{2}\right)=0, \tag{3.13}
\end{equation*}
$$

where $U^{n}=\left(u_{0}^{n}, \cdots, u_{N-1}^{n}\right)^{T}$. After the above discretization, we denote the numerical solutions of the Burgers' equation and the BBM equation by $\varphi_{\Delta x, \Delta t}^{[1]}$ and $\varphi_{\Delta x, \Delta t^{\prime}}^{[2]}$ respectively. Via the general splitting technique $[42,43]$, the resulting numerical discretization of the DP equation can be derived by combining $\varphi_{\Delta x, \Delta t}^{[1]}$ and $\varphi_{\Delta x, \Delta t}^{[2]}$ as

$$
\begin{equation*}
\Psi_{\Delta x, \Delta t}=\varphi_{\Delta x, b_{m} \Delta t}^{[1]} \circ \varphi_{\Delta x, a_{m} \Delta t}^{[2]} \circ \cdots \circ \varphi_{\Delta x, b_{1} \Delta t}^{[2]} \circ \varphi_{\Delta x, a_{1} \Delta t}^{[1]} . \tag{3.14}
\end{equation*}
$$

Taking the second-order Strang splitting method, i.e., $a_{1}=a_{2}=1 / 2, b_{1}=1, b_{2}=0$ in (3.14), we derive a full discretization for the DP equation (2.2) which is denoted by OSM-DP. Note that in time discretizations, although we have applied a third-order TVD RungeKutta method and a second-order midpoint rule for the Burgers' equation and the BBM equation respectively, the temporal accuracy of the final scheme OSM-DP is only second order due to the Strang splitting method. High-order method can be achieved by increasing the splitting stage in (3.14), which however will bring larger computational cost.

## 4 Numerical experiments

In the numerical experiments, we implement the numerical methods presented in the previous section. We simulate the peakon solutions for the CH equation by using scheme SFP-CH (2.13). We also simulate the peakon and shockpeakon waves for the DP equation by using schemes SFP-DP (2.14) and OSM-DP (3.14). For all the simulation, we employ the periodic boundary condition.

Denote $u_{j}^{n} \approx u(j \Delta x, n \Delta t)$ be the approximate solution at $(x=j \Delta x, t=n \Delta t)$. The numerical errors in $L^{1}$ and $L^{\infty}$ norms are defined by

$$
\left\|e^{n}\right\|_{1}=\sum_{j=0}^{N-1}\left|u_{j}^{n}-u(j \Delta x, n \Delta t)\right| \Delta x, \quad\|e\|_{\infty}=\max _{j=0, \cdots, N-1}\left|u_{j}^{n}-u(j \Delta x, n \Delta t)\right| .
$$

It is known that the CH equation and the DP equation are completely integrable which states that they have the infinite number of conservation laws. Among these conservation laws, the three most important conserved quantities defined on $[-L, L]$ are

$$
\mathcal{I}_{0}=\int_{-L}^{L}\left(u^{3}+u u_{x}^{2}\right) d x, \quad \mathcal{I}_{1}=\int_{-L}^{L}\left(u^{2}+u_{x}^{2}\right) d x, \quad \mathcal{I}_{2}=\int_{-L}^{L} u d x
$$

for the CH equation (2.1) and

$$
\widehat{\mathcal{I}}_{0}=\int_{-L}^{L} u^{3} d x, \quad \widehat{\mathcal{I}}_{1}=\int_{-L}^{L}\left(u-u_{x x}\right) d x, \quad \widehat{\mathcal{I}}_{2}=\int_{-L}^{L} u d x
$$

for the DP equation (2.2). Accordingly, we define the discrete conserved invariants at time $t=n \Delta t$ as

$$
I_{0}^{n}=\sum_{j=0}^{N-1}\left(\left(u_{j}^{n}\right)^{3}+u_{j}\left(D_{1} U\right)_{j}^{2}\right) \Delta x, \quad I_{1}^{n}=\sum_{j=0}^{N-1}\left(\left(u_{j}^{n}\right)^{2}+\left(D_{1} U^{n}\right)_{j}^{2}\right) \Delta x, \quad I_{2}^{n}=\sum_{j=0}^{N-1} u_{j}^{n} \Delta x,
$$

and

$$
\widehat{I}_{0}^{n}=\sum_{j=0}^{N-1}\left(u_{j}^{n}\right)^{3} \Delta x, \quad \widehat{I}_{1}^{n}=\sum_{j=0}^{N-1}\left(u_{j}^{n}-\left(D_{2} U^{n}\right)_{j}\right) \Delta x, \quad \widehat{I}_{2}^{n}=\sum_{j=0}^{N-1} u_{j}^{n} \Delta x,
$$

where $D_{1}, D_{2}$ are the spectral differential matrices defined in (2.10), (2.11). The errors of three numerical invariants are calculated by $\left|I_{i}^{n}-I_{i}^{0}\right|$ and $\left|\widehat{I_{i}^{n}}-\widehat{I}_{i}^{0}\right|$ for $i=0,1,2$ respectively. Since $I_{2}^{n}$ is linear invariant, it can be preserved by scheme SFP-CH to round-off errors. Similarly, SFP-DP can also preserve the invariants $\widehat{I}_{1}^{n}$ and $\widehat{I}_{2}^{n}$ exactly for the peakon solutions. However, for the discontinuous shockpeakon waves the continuous invariants $\widehat{\mathcal{I}}_{0}$ and $\widehat{\mathcal{I}}_{1}$ are no long conserved (see [27]), so are the discrete version of these two invariants.

As follows, we first present the numerical experiments for the CH equation (2.1) computed by SFP-CH.

## Example 4.1. Smooth travelling wave solution for the CH equation

In this example, we consider a smooth travelling wave solution for the CH equation and test the accuracy of scheme SFP-CH. As pointed in [23,24], the smooth periodic travelling wave can be described by three parameters $m, M, z \in \mathbb{R}$ with $z=c-M-m$ when the parameters satisfy the condition $z<m<M<c$. By choosing $m=0.3, M=0.7$ and $c=1$, following the procedures in [23], we can construct a smooth wave with period $a \approx 6.56$, see Fig. 1. The computing time is taken as $T=a / 4$ and $\Delta t=0.0005 \cdot T$. Table 1 presents the errors due to the spatial discretization which exhibit an exponentially convergence order in both the $L_{1}$ and $L_{\infty}$ norms. Note however, that the error is limited with $N=64$ because the smooth travelling waves are not known in closed form. We also test the convergence order for the temporal discretization with fixed $N=256$ and $T=a$ in Table 2 which shows the second order of scheme SFP-CH because we have applied the implicit midpoint rule.


Figure 1: Initial profile of the smooth periodic travelling wave.
Table 1: Convergence order in space of SFP-CH with a smooth solution.

| $N$ | $L_{1}$ | Order | $L_{\infty}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| 8 | $3.3401 \mathrm{e}-03$ |  | $6.2049 \mathrm{e}-03$ |  |
| 16 | $3.3374 \mathrm{e}-05$ | 6.6450 | $9.1614 \mathrm{e}-05$ | 6.0817 |
| 32 | $3.4779 \mathrm{e}-08$ | 9.9063 | $1.1768 \mathrm{e}-07$ | 9.6046 |
| 64 | $1.9335 \mathrm{e}-08$ | 0.8470 | $6.3695 \mathrm{e}-08$ | 0.8856 |

Table 2: Convergence order in time of SFP-CH with a smooth solution.

| $\Delta t$ | $L_{1}$ | Order | $L_{\infty}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| a/1000 | $5.7468 \mathrm{e}-06$ |  | $1.1380 \mathrm{e}-05$ |  |
| $\mathrm{a} / 2000$ | $1.4294 \mathrm{e}-06$ | 2.0073 | $2.8376 \mathrm{e}-06$ | 2.0038 |
| $\mathrm{a} / 4000$ | $3.5005 \mathrm{e}-07$ | 2.0298 | $7.0187 \mathrm{e}-07$ | 2.0154 |
| $\mathrm{a} / 8000$ | $8.0562 \mathrm{e}-08$ | 2.1194 | $1.6819 \mathrm{e}-07$ | 2.0611 |

## Example 4.2. Single peakon solution for the CH equation

The CH equation (2.1) possess a single peaked travelling wave solution with the initial condition

$$
u(x, 0)= \begin{cases}\frac{c}{\cosh (a / 2)} \cosh \left(x-x_{0}\right), & \left|x-x_{0}\right| \leq a / 2  \tag{4.1}\\ \frac{c}{\cosh (a / 2)} \cosh \left(a-\left(x-x_{0}\right)\right), & \left|x-x_{0}\right|>a / 2\end{cases}
$$

where $a$ represents the wave period and $c$ is the wave velocity. In this example, we set the parameters as $a=1, c=1$ and $x_{0}=0$. We also test the convergence order for scheme SFP-CH at time $t=1$. For this non-smooth solution, we cannot expect the spectral convergence. However, from Table 3, the scheme converges nevertheless with only first-order accuracy which shares the similar result with [11,23]. Even though scheme SFP-CH suffers the order reduction, for a fixed space grid $N$, the corresponding error is small enough to guarantee the correct long-time simulations which can be verified from the wave profile at $t=50$ in Fig. 2.

Table 3: Convergence order in space of SFP-CH with initial condition (4.1).

| $N$ | $L_{1}$ | Order | $L_{\infty}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| 16 | $1.5345 \mathrm{e}-03$ |  | $5.6187 \mathrm{e}-03$ |  |
| 32 | $5.9302 \mathrm{e}-04$ | 1.3716 | $3.0881 \mathrm{e}-03$ | 0.8635 |
| 64 | $2.6030 \mathrm{e}-04$ | 1.1879 | $1.6272 \mathrm{e}-03$ | 0.9243 |
| 128 | $1.2394 \mathrm{e}-04$ | 1.0705 | $8.5787 \mathrm{e}-04$ | 0.9236 |



Figure 2: Peakon profile at $t=50$ by scheme SFP-CH.

## Example 4.3. Multipeakon interaction for the CH equation

The CH equation admits the multipeakon solutions with the initial condition

$$
\begin{equation*}
u(x, 0)=\sum_{i=1}^{M} \phi_{i}(x), \tag{4.2}
\end{equation*}
$$

where

$$
\phi_{i}(x)= \begin{cases}\frac{c_{i}}{\cosh (a / 2)} \cosh \left(x-x_{i}\right), & \left|x-x_{i}\right| \leq a / 2  \tag{4.3}\\ \frac{c_{i}}{\cosh (a / 2)} \cosh \left(a-\left(x-x_{i}\right)\right), & \left|x-x_{i}\right|>a / 2, \quad i=1,2, \cdots, M\end{cases}
$$

Here, $M$ denotes the number of peakons. In this example, we investigate the interactions of two and three peakons by setting $M=2$ and 3 . For the two-peakon interaction, the parameters are taken as $c_{1}=2, c_{2}=1, x_{1}=-5, x_{2}=5, a=50$. For the three-peakon in-





Figure 3: Two-peakon interaction waveforms of the CH equation at different times by SFP-CH with $\Delta x=$ $50 / 1024, \Delta t=0.001$ and the errors in three invariants.


Figure 4: Three-peakon interaction waveforms of the CH equation at different times by SFP-CH with $\Delta x=$ $50 / 1024, \Delta t=0.001$ and the errors in three invariants.
teraction, the parameters are taken as $c_{1}=2, c_{2}=1, c_{3}=0.8, x_{1}=-5, x_{2}=-3, x_{3}=-1$, $a=50$. The simulation is produced by scheme SFP-CH, and the computation domain is $[0, a]$. Figs. 3-4 present the snapshots of the peakon wave profiles at different times. From the time domain $[0,10]$, we can see the interactions of both two and three peakon waves are simulated very clearly. Moreover, the wave profiles at $t=50$ are also well resolved without any spurious waves. For the two cases, errors in invariants $I_{0}^{n}, I_{1}^{n}$ are bounded while the error in $I_{2}^{n}$ is preserved to the machine precision over a long-time interval.

In the following examples, we simulate several kinds of solutions of the DP equation by using schemes SFP-DP and OSM-DP. It should be noticed that scheme SFP-DP is a symplectic integrator which can simulate well the peakon and multipeakon solutions, but fails to simulate the discontinuous shockpeakon wave while scheme OSM-DP can handle both the peakon and shockpeakon cases.

Example 4.4. Single peakon
The DP equation (2.2) has a single peaked traveling wave solution which is

$$
\begin{equation*}
u(x, t)=c \mathrm{e}^{-|x-c t|}, \tag{4.4}
\end{equation*}
$$

where $c$ expresses the wave speed which is chosen as $c=0.25$ in our computation. Since the single soliton decays exponentially when $x$ approaches to $\pm \infty$, we can compute the Cauchy problem of the DP equation in a finite spatial domain with periodic boundary condition. Here, we take the computation domain as $[-20,20]$.

As pointed in [40], when using the pseudo-spectral method to make a global approximation for a non-smooth function, only first-order convergence can be obtained away from the discontinuities and $\mathcal{O}(1)$ spurious Gibbs oscillations are exhibited at the discontinuities. Similar as Example 4.2 about scheme SFP-CH for the CH equation, we cannot expect the spectral convergence of scheme SFP-DP for the DP equation either, even away from the peakon. However, for a fixed grid number $N$, scheme SFP-DP again possesses very small errors which is demonstrated in Fig. 5 with the amplitude $10^{-5}$ during a large time interval $[0,50]$.


Figure 5: The $L_{1}$-errors of numerical solutions in $t \in[0,50]$, with $\Delta x=40 / 1024$ and $\Delta t=0.01$ by SFP-DP.
Furthermore, since we have two numerical schemes for the DP equation, we thereafter make a comparison from the simulation of the single peakon. Firstly, we present the point-wise error at $t=1$ for schemes SFP-DP and OSM-DP respectively in Fig. 6. It is easy to observe that scheme SFP-DP has the oscillations near the peakon even we use a finer mesh which is exactly caused by the Gibbs phenomenon because the derivative of


Figure 6: Errors of numerical solutions at $t=1$, with $\Delta x=40 / 1024$ and $\Delta t=0.01$ by SFP-DP (left) and OSM-DP (right).


Figure 7: Numerical solutions at $t=30$ with $\Delta x=40 / 1024, \Delta t=0.01$ by SFP-DP (left) and OSM-DP (right).
the solution is not smooth at the peakon position. While the oscillations can be well resolved by scheme OSM-DP. However, the magnitudes of errors do not show a significant difference and the $L_{\infty}$-norms for both two schemes are nearly the same.

For the long-time numerical behaviour, we present a test on the time interval $[0,30]$. Fig. 7 shows the snapshots of the evolution of the soliton wave at $t=30$. Clearly, there is no spurious wave appeared in the wave propagation for both two schemes. Moreover, we also investigate errors of conserved quantities corresponding to these schemes. From Fig. 8, we noticed that scheme SFP-DP can preserve the invariants $\widehat{I}_{1}^{n}$ and $\widehat{I}_{2}^{n}$ to machine precision while the error in the invariant $I_{0}^{n}$ is bounded over the time interval. This verifies the theoretical results obtained above. For scheme OSM-DP, it is noticed that the errors in all three invariants have a slightly linear growth. This indicates that scheme OSM-DP can not preserve any of three invariants exactly even for a linear one.

The computing time for schemes SFP-DP and OSM-DP is shown in Table 4. As scheme SFP-DP is the pseudo-spectral method, the FFT algorithm can be used. This reduces dramatically the computational cost. Although in the implementation of scheme OSM-DP, we also apply the FFT algorithm, the total cost is still very expensive because of the involvement of splitting and composition process.


Figure 8: Numerical errors in three invariants with $\Delta x=40 / 1024, \Delta t=0.01$ by SFP-DP (left) and OSM-DP (right).

Table 4: CPU time for single peakon solution with different grid sizes over $[0,30]$.

| $\Delta x$ | $40 / 512$ | $40 / 1024$ | $40 / 2048$ |
| :---: | :---: | :---: | :---: |
| SFP-DP | 1.2687 s | 2.4804 s | 5.4814 s |
| OSM-DP | 76.5092 s | 132.4078 s | 250.5352 s |

The above comparisons suggest that scheme SFP-DP is superior to scheme OSM-DP in simulating the peakon solutions. Thus, in Example 4.5 we only apply scheme SFP-DP to do the computation.

Example 4.5. Two-peakon interaction
We simulate the behavior of two-peakon interaction for the DP equation by taking the initial condition

$$
\begin{equation*}
u_{0}(x)=m_{1} e^{-\left|x-x_{1}\right|}+m_{2} e^{-\left|x-x_{2}\right|}, \tag{4.5}
\end{equation*}
$$

where $m_{1}=2, m_{2}=1$ and $x_{1}=-13.792, x_{2}=-4$. In fact, the analytic expression of the general $n$-peakon solution has been constructed by Lundmark in [27]. When $n=2$, the 2-peakon solution is

$$
u(x, t)=m_{1}(t) e^{-\left|x-x_{1}(t)\right|}+m_{2} e^{-\left|x-x_{2}(t)\right|},
$$

where

$$
\begin{aligned}
& x_{1}(t)=\log \frac{\left(\lambda_{1}-\lambda_{2}\right)^{2} b_{1} b_{2}}{\left(\lambda_{1}+\lambda_{2}\right)\left(\lambda_{1} b_{1}+\lambda_{2} b_{2}\right)}, \quad x_{2}(t)=\log \left(b_{1}+b_{2}\right) \\
& m_{1}(t)=\frac{\left(\lambda_{1} b_{1}+\lambda_{2} b_{2}\right)^{2}}{\lambda_{1} \lambda_{2}\left(\lambda_{1} b_{1}^{2}+\lambda_{2} b_{2}^{2}+\frac{4 \lambda_{1} \lambda_{2}}{\lambda_{1}+\lambda_{2}} b_{1} b_{2}\right)}, \quad m_{2}(t)=\frac{\left(b_{1}+b_{2}\right)^{2}}{\lambda_{1} b_{1}^{2}+\lambda_{2} b_{2}^{2}+\frac{4 \lambda_{1} \lambda_{2}}{\lambda_{1}+\lambda_{2}} b_{1} b_{2}}
\end{aligned}
$$

with $b_{k}(t)=b_{k}(0) e^{t / \lambda_{k}}$ satisfying $b_{1}+b_{2}=e^{x_{2}}$ and $\frac{b_{1}}{\lambda_{1}}+\frac{b_{2}}{\lambda_{2}}=m_{1} e^{x_{1}}+m_{2} e^{x_{2}}$. Here, $\lambda_{1}$ and $\lambda_{2}$ $\left(\lambda_{1}<\lambda_{2}\right)$ are two real nonzero roots of polynomial $1-\left(m_{1}+m_{2}\right) z+m_{1} m_{2}\left(1-e^{x_{1}} / e^{x_{2}}\right) z^{2}$.


Figure 9: Snapshots of two-peakon interaction of the DP equation at different times by SFP-DP.

We use scheme SFP-DP to compute the two-peakon solution defined on $[-20,20]$ with periodic boundary condition. Fig. 9 illustrates the snapshots of numerical solutions at $t=0,4,8,12$. It is observed that the interaction of two peakon waves is resolved very well by scheme SFP-DP. Fig. 10 shows the numerical errors in three invariants, which implies that scheme SFP-DP can preserve invariants $\widehat{I}_{1}^{n}$ and $\widehat{I}_{2}^{n}$ very well, and can bound the invariant $\widehat{I}_{0}^{n}$.


Figure 10: Numerical errors in three invariants with initial condition (4.5) by SFP-DP.

## Example 4.6. Soliton solution

The DP equation can also admit the multi-soliton solutions which are constructed recently in $[30,31]$ when $\kappa \neq 0$. In this case, the bi-Hamiltonian structures are not available, so does the corresponding symplectic integrator SFP-DP. Here, we use the operator splitting scheme OSM-DP to simulate the one soliton solution. The one soliton solution is expressed explicitly as

$$
u(x, t)=\frac{8 \kappa^{3}}{a_{1}} \frac{\left(a_{1}^{2}-1\right)\left(a_{1}^{2}-\frac{1}{4}\right)}{\cosh \xi_{1}+2 a_{1}-\frac{1}{a_{1}}}
$$

where $\xi_{1}$ satisfies $x-c_{1} t-x_{10}=\frac{\xi_{1}}{k k_{1}}-\ln \left(\frac{\alpha_{1}-1+\left(\alpha_{1}+1\right) e^{\xi_{1}}}{\alpha_{1}+1+\left(\alpha_{1}-1\right) e^{\xi_{1}}}\right)$ and can be solved by Newton iteration, $\alpha_{1}, a_{1}, c_{1}$ and $x_{10}$ are constant which are defined by

$$
\alpha_{1}=\sqrt{\frac{\left(2 a_{1}-1\right)\left(a_{1}+1\right)}{\left(2 a_{1}+1\right)\left(a_{1}-1\right)}}, \quad a_{1}=\sqrt{\frac{1-\frac{1}{4} \kappa^{2} k_{1}^{2}}{1-\kappa^{2} k_{1}^{2}}}, \quad c_{1}=\frac{3 \kappa^{3}}{1-\kappa^{2} k_{1}^{2}}, \quad x_{10}=\frac{y_{10}}{\kappa} .
$$

We choose $\kappa=0.511, \kappa k_{1}=0.8, y_{10}=0$. Fig. 11 illustrates the exact solution and the numerical solution at $t=10$ computed by scheme OSM-DP with $\Delta t=\Delta x=40 / 256$. We can see clearly that although we take a coarse mesh, the performance of the numerical solution is also very good due to the high accuracy of scheme OSM-DP. The errors and convergence order at $t=1$ by using the uniform meshes of $N$ cells are listed in Table 5. For this smooth solution, we can both expect the WENO scheme for the Burger's equation and the pseudo-spectral method for the BBM equation to achieve fifth-order as well as infinite-order accuracy in the spatial discretizations. Therefore, the numerical errors are dominated by the WENO scheme and therefore the $L_{1}$ and $L_{\infty}$ errors in Table 5 are supposed to be fifth-order reduction. However, since the analytical solution does not have


Figure 11: Comparison of the numerical solution by OSM-DP and exact solution at $t=10$.

Table 5: Convergence order of OSM-DP in space.

| $N$ | $L_{1}$ | Order | $L_{\infty}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| 64 | $3.0207 \mathrm{e}-02$ |  | $1.2343 \mathrm{e}-02$ |  |
| 128 | $3.1855 \mathrm{e}-03$ | 3.2453 | $1.6419 \mathrm{e}-03$ | 2.9102 |
| 256 | $1.8704 \mathrm{e}-04$ | 4.0901 | $1.2189 \mathrm{e}-04$ | 3.7517 |
| 512 | $7.2413 \mathrm{e}-06$ | 4.6910 | $6.8972 \mathrm{e}-06$ | 4.1434 |
| 1024 | $2.4916 \mathrm{e}-07$ | 4.8611 | $2.6367 \mathrm{e}-07$ | 4.7092 |

a closed form and is approximately obtained by the Newton iteration, the convergence rate can hardly reach the expected order. But we can see the convergence tendency very clearly.

Example 4.7. Wave breaking
For some certain initial profiles, it is known that the DP equation also has the blowup phenomena which theoretical results have been established in [26]. To perform the blow-up phenomena, we choose the following initial condition

$$
\begin{equation*}
u_{0}(x)=\operatorname{sech}^{2}\left(d\left(x-x_{0}\right)\right), \tag{4.6}
\end{equation*}
$$

where $d$ is a parameter which expresses the width of the initial profile. With this initial condition, the momentum density can be calculated as

$$
\begin{equation*}
m_{0}(x)=u_{0}(x)-u_{0, x x}(x)=\operatorname{sech}^{2}\left(d\left(x-x_{0}\right)\right)\left(1-4 d^{2}+6 d^{2} \operatorname{sech}^{2}\left(d\left(x-x_{0}\right)\right)\right) . \tag{4.7}
\end{equation*}
$$

By the sign of $m_{0}(x)$, we can determine when the wave breaking may happen. From (4.7), it is noticed that $m_{0}(x)>0$ if $d<\frac{1}{2}$, and the sign of $m_{0}(x)$ may change when $d>\frac{1}{2}$. To confirm further, we take two initial values in the form of (4.6) with $x_{0}=-20, d=0.3$ and $d=2$, respectively. Since the shock waves usually appear after wave breaking, we here use scheme OSM-DP to simulate the case of $d=2$ and scheme SFP-DP to simulate the case of $d=0.3$. Fig. 12 and Fig. 13 show the numerical solutions and errors in three invariants when $d$ is taken as $d=0.3$ and $d=2$, respectively. We take the space step $\Delta x=80 / 1024$ and the time step $\Delta t=0.01$. It is shown that in Fig. 13 the magnitude of the error in $\widehat{I}_{2}^{n}$ is still very small, but the invariant $\widehat{I}_{0}^{n}$ is no longer conserved. This is consistent with the theoretical results presented in [27]. Another example of the wave breaking phenomenon is provided in $[8,16]$ with the initial condition

$$
\begin{equation*}
u_{0}(x)=e^{0.5 x^{2}} \sin (\pi x) \tag{4.8}
\end{equation*}
$$

The computation domain is taken as $[-2,2]$. We use $N=512$ be the number of grid points and $\Delta t=0.001$. In Fig. 14 , the shock peakon profiles at $t=0,0.12,0.18,0.3,0.5$ and 1.1 are shown. In Fig. 15, it is shown that the invariant $\widehat{I}_{2}^{n}$ can be preserved up to round-off error.


Figure 12: Snapshots for the initial condition (4.6) with $d=0.3$ computed by SFP-DP and errors in three invariants.



Figure 13: The case of $d=2$ computed by OSM-DP. Numerical solutions at $t=0,2,20$ (top); Error in invariant $\widehat{I}_{2}^{n}$ (left bottom); Error in invariant $\widehat{I}_{0}^{n}$ (right bottom).


Figure 14: Shock formation of the DP equation by OSM-DP at different time with initial condition (4.8).


Figure 15: Error in invariant $\widehat{I}_{2}^{n}$ by OSM-DP with the initial condition (4.8).

## Example 4.8. Peakon-antipeakon interaction

Lundmark [27] has studied in detail the solutions involving peakons and antipeakons, and showed when a peakon collides with an antipeakon the jump discontinuity which is often called "shockpeakon", will appear. As follows, we will confirm numerically this theoretical results for both the symmetric $\left(m_{1}+m_{2}\right)=0$ case and nonsymmetric $\left(m_{1}+\right.$ $\left.m_{2}\right) \neq 0$ cases with $m_{1}, m_{2}$ the coefficients in (4.5). As the solution is not very smooth, we simulate the wave by using scheme OSM-DP.

For the symmetric case, we choose the initial condition in form of (4.5) with $m_{1}=$ $1, m_{2}=-1, x_{1}=-5$ and $x_{2}=5$. Before collision, the solution is a two-peakon wave. At $t_{c} \approx 5$ the collision happens, this produces a stationary shock decaying shockpeakon wave.

For the nonsymmetric case, we choose the initial values in form of (4.5) with $m_{1}=2$, $m_{2}=-1, x_{1}=-5$ and $x_{2}=5$. The collision occurs at $t_{c} \approx 3.3628$. After collision, there appears a shockpeakon wave which moves to the right as the peakon wave is stronger than the antipeakon wave in amplitude.

Fig. 16 and Fig. 17 show the numerical solutions and the exact solution at different time for the symmetric and nonsymmetric cases. The numerical results show that the numerical solution and the exact solution are excellently matched, even the numerical solution can catch the collision very well. We also illustrate the numerical errors of invariant $\widehat{I}_{2}^{n}$ for both cases in Fig. 18. The numerical result states that $\widehat{I}_{2}^{n}$ can be preserved


Figure 16: Peakon-antipeakon interaction in the symmetric case by OSM-DP with $\Delta x=30 / 1024, \Delta t=0.01$ at different times.


Figure 17: Peakon-antipeakon interaction in the nonsymmetric case by OSM-DP with $\Delta x=30 / 1024, \Delta t=0.01$ at different times.


Figure 18: Error in $\widehat{I}_{2}^{n}$ for peakon-antipeakon interaction by OSM-DP for symmetric case (left) and nonsymmetric case (right).
by scheme OSM-DP for the symmetric solution while for the nonsymmetric case, the numerical error in $\widehat{I}_{2}^{n}$ grows linearly with very small range.

## Example 4.9. Shockpeakon-shockpeakon interaction

As the DP equation can admit a shockpeakon wave, we can also investigate the interaction of two shock peakon waves. We adopt the following initial condition introduced


Figure 19: Shockpeakon-shockpeakon interaction by OSM-DP before collision (left) and after collision (right).


Figure 20: Error in $\widehat{I}_{2}^{n}$ by OSM-DP with the initial condition (4.9).
in [16]

$$
\begin{equation*}
u_{0}(x)=2 e^{-|x+5|}-\operatorname{sgn}(x+5) \mathrm{e}^{-|x+5|}-\mathrm{e}^{-|x-5|}-0.5 \operatorname{sgn}(x-5) \mathrm{e}^{-|x-5|} \tag{4.9}
\end{equation*}
$$

The evolutionary behavior of two shock peakon waves is plotted in Fig. 19. It is clear that the initial wave (4.9) is a two shockpeakon wave, which will merge into a single shockpeakon wave at $t_{c} \approx 3.5$. The global error of conserved quantity $\widehat{I}_{2}^{n}$ is plotted in Fig. 20 which shows a linear growth even though the error is not very large.

From the above experiments, it is observed that for the problems with symmetric solutions, such as the wave breaking phenomena with initial condition (4.8), the symmetric peakon-antipeakon interaction, scheme OSM-DP can conserve the invariant $\widehat{I}_{2}^{n}$ up to round-off error. But for the nonsymmetric cases, the error of invariant $\widehat{I_{2}^{n}}$ increases linearly with very small amplitude.

## 5 Concluding remarks

We have simulated the solutions of the CH and DP equations with different initial values by using two symplectic integrators: SFP-CH and SFP-DP, and one operator splitting method OSM-DP. The two symplectic schemes are actually the pseudo-spectral methods constructed based on Hamiltonian formulations of the CH equation and the DP equation, respectively. It has been analyzed that the DP equation can be split into the Burgers' equation and the BBM equation, by combining the WENO scheme for the Burgers' equation and the multisymplectic pseudo-spectral method for the BBM equation we have constructed scheme OSM-DP. For the DP equation, we have given the comprehensive numerical tests and comparisons by using schemes SFP-DP and OSM-DP which show that scheme SFP-DP is outstanding in simulating the peakon solutions because of its less computation cost with the use of the fast Fourier transform and superior conservative properties, but it fails in tracking the shock wave solution. It is also shown that scheme OSM-DP has the better ability to simulate the smooth soliton solution and shock wave solutions. To simulate the peakon solutions, we can use scheme OSM-DP, but its computation cost is a little high.
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