
Commun. Comput. Phys.
doi: 10.4208/cicp.171114.140715a

Vol. 19, No. 1, pp. 24-52
January 2016

Geometric Numerical Integration for Peakon b-Family

Equations

Wenjun Cai1,3, Yajuan Sun2,∗ and Yushun Wang3

1 Key Laboratory of Computational Geodynamics, University of Chinese Academy of
Sciences, Beijing 100049, China.
2 LSEC, Academy of Mathematics and Systems Science, Chinese Academy of
Sciences, Beijing 100190, China.
3 Jiangsu Provincial Key Laboratory for NSLSCS, School of Mathematical Sciences,
Nanjing Normal University Nanjing 210023, China.

Received 17 November 2014; Accepted (in revised version) 14 July 2015

Abstract. In this paper, we study the Camassa-Holm equation and the Degasperis-
Procesi equation. The two equations are in the family of integrable peakon equations,
and both have very rich geometric properties. Based on these geometric structures, we
construct the geometric numerical integrators for simulating their soliton solutions.
The Camassa-Holm equation and the Degasperis-Procesi equation have many com-
mon properties, however they also have the significant difference, for example there
exist the shock wave solutions for the Degasperis-Procesi equation. By using the sym-
plectic Fourier pseudo-spectral integrator, we simulate the peakon solutions of the two
equations. To illustrate the smooth solitons and shock wave solutions of the DP equa-
tion, we use the splitting technique and combine the composition methods. In the
numerical experiments, comparisons of these two kinds of methods are presented in
terms of accuracy, computational cost and invariants preservation.
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1 Introduction

In the soliton theory, it is important to study the completely integrable nonlinear partial
differential equations which arise from approximating the shallow water systems. Such
equations usually have infinite number of conservation laws, and admit the soliton so-
lutions which have the localized spatial structures and show the particle-like scattering
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behavior. In this paper, our interest is to study a family of third-order dispersive nonlin-
ear equations

ut+c0ux−uxxt+(β+1)uux−βuxuxx−uuxxx=0, (1.1)

where β is a bifurcation or balance parameter which provides a balance for the behavior
of nonlinear solutions, and uux refers to the advection term which coefficient β+1 often
causes a steepening of wave. The family of PDEs (1.1) includes two important equations:
the Camassa-Holm (CH) equation (when β= 2,c0 = 2κ2) [5] and the Degasperis-Procesi
(DP) equation (when β=3,c0=3κ3) [14]. Both the CH equation and the DP equation can
be viewed as the model equations of shallow water waves [5,6,12,22]. By presenting the
Lax pair and bi-Hamiltonian structure, it has been proved that the two systems are com-
pletely integrable [6,13]. In the absence of linear dispersion term uxxx, with the nonlinear
dispersion term uuxxx the DP and CH equations have the novel properties one of which
is that they admit the peakon soliton solutions [5, 13, 14]. To derive the peakon soliton
solutions exactly, we can use the inverse scattering techniques [1, 2, 28, 29].

Although the CH and the DP equations have shared some common properties, they
are divergent by having the major differences: Lax pair equation and wave breaking
phenomena [13,27]. The isospectral problem in Lax pair for the DP equation is the third-
order equation while one is the second-order equation for the CH equation. Thus, the DP
equation has more types of solutions than the CH equation. It is illustrated in [9, 27] that
the DP equation has not only the peakon solutions, but also the shockpeakon solutions
which produce the difficulty to capture the shock wave numerically. Compared with the
CH equation, there exist only few numerical methods and corresponding numerical anal-
ysis for the DP equation. The existing numerical methods for the DP equation include the
operator splitting schemes [8], the particle method based on the multi-shockpeakon so-
lutions [20], the conservative finite difference schemes [32], local discontinuous Galerkin
(LDG) methods [41], the direct discontinuous Galerkin (DDG) method [25], the compact
finite difference method [44] and the spectral method [40], etc.

As a class of conservative PDEs, the DP and CH equations have many conservative
properties, such as the bi-Hamiltonian structures, infinite number of conservation laws
etc. A natural idea of numerical computation for the two systems is to construct the
numerical methods which can carry as much as possible these intrinsic properties. Geo-
metric numerical integrators are a kind of numerical methods constructed based on this
idea [19]. Compared with the non-geometric numerical integrators, geometric numerical
integrators usually illustrate the remarkable capacity to capture the dynamical behav-
ior of the given system over long time [19]. Based on Hamiltonian structure of the DP
and CH equations, our purpose of this paper is to construct the corresponding numer-
ical methods. To simulate the peakon solutions of the two equations, we present the
numerical discretization which is given by using the pseudo-spectral method in space
and symplectic integrator in time. By means of fast Fourier transform (FFT), the nu-
merical solution with exponential convergency can be obtained if the solution is smooth
enough. The numerical results show the long-term stability of the symplectic pseudo-
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spectral method in simulating the peakon solutions, and also the good performance in
preserving the invariants. To simulate the shockpeakon wave of the DP equation, we
use the splitting technique presented in [8, 16]. The DP equation can be decomposed as
the Benjamin-Bona-Mahony (BBM) equation and the Burgers’ equation. By composing
the multisymplectic method for the BBM equation and the WENO method of fifth-order
for the Burgers’ equation, we obtain the spatial semi-discretization of the DP equation.
The full discretization for the DP equation is obtained by using the splitting method of
higher-order in time.

This paper is organized as follows. In Section 2, two symplectic pseudo-spectral in-
tegrators are proposed based on Hamiltonian formulations of the CH and DP equations.
In Section 3, the DP equation is split as a composition of conservative system (BBM equa-
tion) and hyperbolic system (Burgers’ equation). The multisymplectic pseudo-spectral
method is applied to the BBM equation while the WENO method of fifth-order is ap-
plied to the Burger’s equation. The full discretization is presented when the composition
method is applied in space and temporal discretization is also used. Section 4 is devoted
to numerical experiments in which we simulate the soliton solution, the peakon solution,
and also the shockpeakon solution. The numerical errors of solutions and conservative
quantities are also presented in this section. We conclude this paper in Section 5.

2 Symplectic Fourier pseudo-spectral integrator for CH and DP

equations

In this section, we present the symplectic Fourier pseudo-spectral integrators for the CH
and DP equations based on their Hamiltonian formulations.

First, we introduce the Hamiltonian formulations of the two equations. In the family
of PDEs (1.1), taking κ = 0 gives the CH equation and the DP equation in the following
form:

ut−uxxt+3uux−2uxuxx−uuxxx=0 (2.1)

and

ut−uxxt+4uux−3uxuxx−uuxxx=0. (2.2)

By denoting m=(1−∂2
x)u, (2.1) and (2.2) can be simplified to

mt+umx+2uxm=0, (2.3)

mt+umx+3uxm=0, (2.4)

where u(x,t) can be solved by

u(x,t)=
1

2

∫ ∞

−∞
exp(−|x−y|)m(y,t)dy
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with Helmholtz operator 1−∂2
x. Let B0, B1 and B̂0, B̂1 be operators given by

B0=∂x(1−∂2
x), B1=∂xm·+m∂x·,

B̂0=∂x(1−∂2
x)(4−∂2

x), B̂1=m
2
3 ∂xm

1
3 ·(∂x−∂3

x)
−1m

1
3 ∂xm

2
3 ·,

where ∂xm·v :=(mv)x . Then, the CH and DP equations can be written as [6, 13]

mt=B0
δH0

δm
=B1

δH1

δm
, (2.5)

mt= B̂0
δĤ0

δm
= B̂1

δĤ1

δm
, (2.6)

where

H0=−
1

2

∫ ∞

−∞
(u3+uu2

x)dx, H1=−
1

2

∫ ∞

−∞
(u2+u2

x)dx, (2.7a)

Ĥ0=−
1

6

∫ ∞

−∞
u3dx, Ĥ1=−

9

2

∫ ∞

−∞
mdx. (2.7b)

The two forms (2.5) and (2.6) are both infinite dimensional Hamiltonian systems with

bi-Hamiltonian structures since B0, B1 and B̂0, B̂1 can be proved to be the Hamiltonian

operators†. Notice ∂xm·v :=(mv)x , then B1 and B̂1 can be calculated as

B1v=mxv+2mvx,

B̂1v=
1

3
mx(∂x−∂3

x)
−1

(2

3
mxv+mvx

)
+m(1−∂2

x)
−1

(2

3
mxv+mvx

)
.

Denote the functional derivative‡ by δH
δm , using its definition gives

δH0

δm
=(1−∂2

x)
−1

(
−

3

2
u2+

1

2
u2

x+uuxx

)
,

δH1

δm
=−u,

δĤ0

δm
=−

1

2
(1−∂2

x)
−1u2,

δĤ1

δm
=−

9

2
.

The formulations (2.5) and (2.6) can be derived following the above calculations. Fur-
thermore, we can rewrite the formulations of the first kind for the CH and DP equations
in terms of u as

ut=(1−∂2
x)

−1∂x
δH0

δu
(2.8)

and

ut=(1−∂2
x)

−1∂x(4−∂2
x)

δĤ0

δu
(2.9)

†A linear operator D which may depend on u and its higher-order derivatives, is called Hamiltonian if it
satisfies {F ,G}=−{G ,F} (skew-adjoint) and {R,{F ,G}}+{G ,{R,F}}+{F ,{G ,R}}= 0 (Jacobi identity)

for all functionals F ,G ,R of u. Here, {·,·} denotes the Poisson bracket defined by {F ,G}=
∫ ∞

−∞
δF
δu D

δG
δu dx.

‡The functional derivative ∂H
∂m is defined by

∫ ∞

−∞
δH
δm δmdx= lim

τ→0
(H(m+τδm)−H(m))/τ.
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which are Hamiltonian. In the following discussion, we use the method of lines approach
to construct the symplectic Fourier pseudo-spectral methods for the two equations based
on their Hamiltonian formulations (2.8) and (2.9).

The method of lines approach is a technique which needs first to discretize the spa-
tial derivatives and then to discretize the semi-discretized system by the corresponding
ODEs solver, it is very often used in solving the PDEs. To get the spatial discretiza-
tions, we can use the Fourier spectral method which is obtained by approximating the
unknown function with the finite sum of a series of trigonometric functions. The Fourier
spectral method is very suitable for simulating the evolution of solutions in PDEs with
periodic phenomena (refer to [34] for detail), and often refers to the Fourier pseudo-
spectral method if requiring the approximate solution to satisfy the concerned equations
at a set of collocation points. For Eqs. (2.8) and (2.9), we apply the Fourier pseudo-
spectral method to obtain the semi-discretization of the CH and DP equations. In the
semi-discretized system, the differential operator in PDEs is approximated by the so-
called spectral differentiation matrix which computation can use the fast Fourier trans-
form (FFT). The FFT algorithm plays an important role in the implementation of spectral
method and can be used to get the numerical solution with a convergency of infinite
order [39].

Suppose that the problem is defined on domain R+×[−L,L] with periodic boundary
conditions. Take xj =−L+hj, 0≤ j≤ N−1 be the spatial grids with h= 2L/N the space
step. The spectral method is to find an approximate solution in the form of

u(x,t)≈
N−1

∑
j=0

uj ϕj(x) := INu(x,t),

where uj=u(xj,t), ϕj(x)= 1
N ∑

N
2 −1

k=− N
2

exp(−ikπ(xj−x)/L). Notice ϕj(xj)=1, ϕj(xl)=0 for

l 6= j, then
INu(xj,t)=u(xj,t).

Define a map FN : INu(x,t)→U(t) = (u0,··· ,uN−1), then FN INu(x,t) = INu(xj,t). Taking
the m-th derivative (m≥1) of INu(x,t) gives that

∂m INu

∂xm
(xj,t)=

N−1

∑
k=0

(Dm)j,kuk,

where Dm is called the m-differentiation matrices, for m=1 and 2 which are

(D1)j,l =





1

2
µ(−1)j+l cot

(
µ

xj−xl

2

)
, j 6= l,

0, j= l,
(2.10)

(D2)j,l =





1

2
µ2(−1)j+l+1 1

sin2(µ(xj−xl)/2)
, j 6= l,

−µ2 2(N/2)2+1

6
, j= l,

(2.11)
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with µ= π
L . Clearly, D1 is skew-symmetric and D2 is symmetric. For the Fourier pseudo-

spectral method, the approximate solution INu(x,t) is required to satisfy the given PDEs
at {xj}

N−1
j=0 . If the system of PDEs has a form of u̇=D(u) δH

δu , then applying the Fourier

pseudo-spectral method to it gives the following semi-discretized system

d

dt
U=D(U)∇H(U), (2.12)

where D(U)V = FN◦ IN◦D(INu)◦F−1
N (V), H(U) =

∫ L
−LH(F−1

N (U))dx. It is shown that
D(U) is a N×N skew-symmetric matrix operator. In fact, it can be checked easily by

〈
D(U)V,W

〉
=
〈

FN◦ IN◦D(INu)◦F−1
N (V),W

〉
N

=
〈

F−1
N (V),D(INu)INw

〉

=
〈

INv, IN◦D(INu)INw
〉

=−
〈
V,D(U)W

〉
N

,

where 〈·,·〉N denotes the inner product in RN , 〈·,·〉 denotes the inner product in the func-
tion space. Specifically, the semi-discretized systems of the DP and CH equations by
applying the Fourier pseudo-spectral method to (2.8) and (2.9) are

Ut=(I−D2)
−1D1∇H0(U) (2.13)

and
Ut=((I−D2)

−1D1(4−D2)∇Ĥ0(U), (2.14)

where H0(U) = − 1
2 ∑

N−1
j=0

(
u3

j +uj((D1U)j)
2
)

and Ĥ0(U) = − 1
6 ∑

N−1
j=0 u3

j are two discrete

Hamiltonians with D1 and D2 defined above.
Applying the symplectic midpoint point method to the semi-discretized systems (2.13)

and (2.14), provides the full discretizations of the CH and DP equations which are de-
noted by SFP-CH and SFP-DP, respectively.

3 Operator splitting method for DP equation

The DP equation admits not only the peakon solution u(x,t)= ce|x−ct|, but also the shock
peakon solutions [27] (the entropy solutions [9]) of the form

u(x,t)= ce−|x−ct|+sgn(x−ct)
s

1+ts
e−|x−ct|, (3.1)

where c,s(s > 0) are two constants. The peakon and shock peakon solutions of the DP
equation are not the strong solutions in the Sobolev space Hs(s≥ 3

2), they are the global
weak solutions in H1 [15]. As the existence of these discontinuous solutions (shock waves
[27]), the DP equation can show the completely different behaviour compared with the
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CH equation. It has been confirmed by Coclite and Karlsen [9, 10] that the DP equation
has the solution behaviour similar to ones of inviscid Burgers equation.

Consider the general DP equation

ut+3κ3ux−uxxt+4uux−3uxuxx−uuxxx=0, κ 6=0. (3.2)

To simulate the smooth soliton and shock peakon solutions of the DP equation (3.2),
we construct the numerical methods based on operator splitting in this section. At the
starting point, we reform the DP equation (3.2) in the hyperbolic-elliptic formulation

ut+ f (u)x+Px =0, (3.3a)

(1−∂2
x)P=3κ3u+3 f (u), (3.3b)

with f (u)= 1
2 u2, which is used to define the weak solutions of the DP equation [8]. Split-

ting the first equation of (3.3) gives [8, 16]:

ut+ f (u)x =0, (3.4)

ut+Px=0. (3.5)

Combine with the second equation of (3.3), it is observed that (3.5) is called the Benjamin-
Bona-Mahhony (BBM) equation while (3.4) is the Burgers’ equation. Using the operator
technique, we can present the numerical methods for the DP equation by combing the
classical numerical methods of the BBM equation and the Burgers’ equation. To be self-
contained, as follows we briefly introduce the numerical methods of the BBM equation
and the Burgers’ equation, respectively.

First, we consider the numerical methods for the Burgers’ equation. The Burgers’
equation is a model PDEs in fluid dynamics which usually admit the shock wave solution
even the initial value is smooth. To capture the shock wave, the schemes are required to
have the high-resolution with which the examples include the high-order total variation
diminishing (TVD) schemes proposed firstly by Harten, the essentially non-oscillatory
(ENO) schemes and the weighted essentially non-oscillatory (WENO) scheme etc. (refer
to [21,35] and references therein). Due to its high order accuracy, fast implementation and
smoother flux, we here take the WENO method of fifth-order to discretize the Burgers’
equation (3.4) which leads to the following conservative form

duj(t)

dt
=−

1

∆x

(
f̂ j+ 1

2
− f̂ j− 1

2

)
, j=0,··· ,N−1, (3.6)

where ∆x is the space step, uj ≈ u(j∆x,t), f̂ j− 1
2

and f̂ j+ 1
2

are called the numerical fluxes

which can have various choices according to the given problems. In order to gain the
numerical methods satisfying the monotone condition, the nonlinear term f (u) usually
needs to be split. For example, using the Lax-Friedrichs splitting gives

f (u)= f+(u)+ f−(u),
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where f±(u)= 1
2( f (u)±αu) with α the maximum of | f ′(u)| over the relevant range of u.

It is clear that
d f+(u)

du ≥0 and
d f−(u)

du ≤0.

To define the numerical fluxes f̂ j+ 1
2

and f̂ j− 1
2

for the fifth-order WENO scheme (3.6),

we first denote v̄j = f+(uj) and Vj=[v̄j,v̄j+1,v̄j+2]
T. Let

v̄
(0)

j+ 1
2

=αVj, v̄
(1)

j+ 1
2

=βVj−1, v̄
(2)

j+ 1
2

=γVj−2,

with α=[1/3,5/6,−1/6], β=[−1/6,5/6,1/3], γ=[1/3,−7/6,11/6]. Take

v̄−
j+ 1

2

=ω0v̄
(0)

j+ 1
2

+ω1v̄
(1)

j+ 1
2

+ω2v̄
(2)

j+ 1
2

,

where ωi are the nonlinear weights given by

ωj=
αj

α0+α1+α2
, αj =

di

(ǫ+β j)2
, j=0,1,2,

with d0=3/10,d1 =3/5,d2 =1/10, and the smoothness indicators

β0=13(a1Vj)
2/12+(b1Vj)

2/4,

β1=13(a1Vj−1)
2/12+(b2Vj−1)

2/4,

β2=13(a1Vj−2)
2/12+(b3Vj−2)

2/4.

Here, a1 = [1,−2,1], b1 = [3,−4,1], b2 = [1,0,−1], b3 = [1,−4,3] are the three-dimensional
vectors, ǫ is a parameter which often is chosen as ǫ=10−6. The fifth-order WENO scheme
is derived by taking the numerical fluxes as

f̂ j+ 1
2
= f̂+

j+ 1
2

+ f̂−
j+ 1

2

, f̂ j− 1
2
= f̂+

j− 1
2

+ f̂−
j− 1

2

, (3.7)

where f̂+
j+ 1

2

= v̄−
j+ 1

2

is called the positive flux which can turn into the negative flux f̂−
j+ 1

2

while a mirror image with respect to j+ 1
2 is applied.

For the semi-discretized system obtained by applying the fifth-order WENO scheme
to the Burgers’ equation, we use the so-called TVD Runge-Kutta method [36, 37] in time.
A third-order TVD Runge-Kutta method applied to ut= L(u) is

u(1)=un+∆tL(un),

u(2)=
3

4
un+

1

4
u(1)+

1

4
∆tL(u(1)),

un+1=
1

3
un+

2

3
u(2)+

2

3
∆tL(u(2)),
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which can be described with the following Butcher tableau:

0 0 0 0

1 1 0 0
1
2

1
4

1
4 0

1 1
6

1
6

2
3

The TVD Runge-Kutta method is a class of Runge-Kutta methods which was originally
used in combination with the TVD scheme in space to solve the shock wave equation. It
has the strong stability in any semi-norm (total variation norm, maximum norm, entropy
condition, etc.), and is generalized further in [17, 18].

Second, we consider the numerical methods of the regularized long-wave (RLW)
equation (3.5). The RLW equation was first put forward by Peregrine (1966) to describe
the development of long wave behaviour, then was named after T.B. Benjamin, J.L. Bona
and J. Mahoney by P.J. Olver [33]. In [3], the details of existence, uniqueness and stabil-
ity of the solutions of equation (3.5) had been studied. From the description of PDEs, the
BBM equation is very similar to the KDV equation, but it diverges from the KdV equation
by having only three conservation laws. Thus, the BBM equation is not integrable which
can also be verified by that the solitary waves of the BBM equation show a non-elastic
interaction.

The BBM equation is a conservative system which can be written as an infinite Hamil-
tonian system [33]

ut=−(1−∂2
x)

−1∂x
δH

δu
, (3.8)

where −(1−∂2
x)

−1∂x is the Hamiltonian operator and H= 1
6

∫ L
−L

u3dx is the Hamiltonian
functional. By introducing the bundle coordinates, the BBM equation (3.5) can also be
written as a multisymplectic system which is [38]

Mzt+Kzx =∇zS(z), z∈R
5, (3.9)

with z=(ψ,u,v,w,p)T , S=up− 3
2 κ3u2− 1

2 u3+ 1
2 vw and

M=




0 − 1
2 0 0 0

1
2 0 − 1

2 0 0

0 1
2 0 0 0

0 0 0 0 0

0 0 0 0 0




, K=




0 0 0 0 −1

0 0 0 − 1
2 0

0 0 0 0 0

0 1
2 0 0 0

1 0 0 0 0




.

The multisymplectic conservation law for the BBM equation is

∂

∂t
(du∧dψ+dv∧du)+

∂

∂x
(2dp∧dψ+dw∧du)=0.
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Here, we apply the multisymplectic pseudo-spectral method [4, 7] to the BBM equation
(3.9), it reads

M
d

dt
zj+K

N−1

∑
k=0

(D1)j,kzk =∇zS(zj), j=0,··· ,N−1, (3.10)

where zj=(ψj,uj,vj,wj,pj)
T. By applying the implicit midpoint rule to the semi-discretized

system (3.10), we derive the full discretization as follows:

Mδ+t zn
j +K

N−1

∑
k=0

(D1)j,kz
n+ 1

2

k =∇zS(z
n+ 1

2
j ), (3.11)

where δ+t denotes the forward difference operator by δ+t zn
j =(zn+1

j −zn
j )/∆t, and z

n+ 1
2

j =

(zn+1
j +zn

j )/2. Scheme (3.11) is called multisymplectic as it preserves the following dis-

crete multisymplectic conservation law

ωn+1
j −ωn

j

∆t
+

N−1

∑
k=0

(D1)j,kκ
n+ 1

2

j,k =0, j=0,1,··· ,N−1, (3.12)

where ωn
j =dzn

j ∧Mdzn
j and κ

n+ 1
2

j,k =dz
n+ 1

2
j ∧Kdz

n+ 1
2

k . As D1 is skew-symmetric and κj,k=κk,j,

taking the sum of (3.12) from j=0 to N−1 gives the global symplecticity which is shown
as

N−1

∑
j=0

ωn+1
j −ωn

j

∆t
=0.

To implement (3.11) practically, we obtain the following equivalent scheme by eliminat-
ing the medium variables from (3.11) that

δ+t Un−δ+t D2
1Un+D1

(
3κ3Un+ 1

2 +
3

2
(Un+ 1

2 )2
)
=0, (3.13)

where Un =(un
0 ,··· ,un

N−1)
T. After the above discretization, we denote the numerical so-

lutions of the Burgers’ equation and the BBM equation by ϕ
[1]
∆x,∆t and ϕ

[2]
∆x,∆t, respectively.

Via the general splitting technique [42, 43], the resulting numerical discretization of the

DP equation can be derived by combining ϕ
[1]
∆x,∆t and ϕ

[2]
∆x,∆t as

Ψ∆x,∆t= ϕ
[1]
∆x,bm∆t◦ϕ

[2]
∆x,am∆t◦···◦ϕ

[2]
∆x,b1∆t◦ϕ

[1]
∆x,a1∆t. (3.14)

Taking the second-order Strang splitting method, i.e., a1 = a2 =1/2,b1 =1,b2=0 in (3.14),
we derive a full discretization for the DP equation (2.2) which is denoted by OSM-DP.
Note that in time discretizations, although we have applied a third-order TVD Runge-
Kutta method and a second-order midpoint rule for the Burgers’ equation and the BBM
equation respectively, the temporal accuracy of the final scheme OSM-DP is only sec-
ond order due to the Strang splitting method. High-order method can be achieved by
increasing the splitting stage in (3.14), which however will bring larger computational
cost.
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4 Numerical experiments

In the numerical experiments, we implement the numerical methods presented in the
previous section. We simulate the peakon solutions for the CH equation by using scheme
SFP-CH (2.13). We also simulate the peakon and shockpeakon waves for the DP equation
by using schemes SFP-DP (2.14) and OSM-DP (3.14). For all the simulation, we employ
the periodic boundary condition.

Denote un
j ≈u(j∆x,n∆t) be the approximate solution at (x= j∆x,t=n∆t). The numer-

ical errors in L1 and L∞ norms are defined by

||en||1 =
N−1

∑
j=0

|un
j −u(j∆x,n∆t)|∆x, ||e||∞ = max

j=0,···,N−1
|un

j −u(j∆x,n∆t)|.

It is known that the CH equation and the DP equation are completely integrable which
states that they have the infinite number of conservation laws. Among these conservation
laws, the three most important conserved quantities defined on [−L,L] are

I0=
∫ L

−L
(u3+uu2

x)dx, I1=
∫ L

−L
(u2+u2

x)dx, I2=
∫ L

−L
udx

for the CH equation (2.1) and

Î0=
∫ L

−L
u3dx, Î1=

∫ L

−L
(u−uxx)dx, Î2=

∫ L

−L
udx

for the DP equation (2.2). Accordingly, we define the discrete conserved invariants at
time t=n∆t as

In
0 =

N−1

∑
j=0

(
(un

j )
3+uj(D1U)2

j

)
∆x, In

1 =
N−1

∑
j=0

(
(un

j )
2+(D1Un)2

j

)
∆x, In

2 =
N−1

∑
j=0

un
j ∆x,

and

În
0 =

N−1

∑
j=0

(un
j )

3∆x, În
1 =

N−1

∑
j=0

(un
j −(D2Un)j)∆x, În

2 =
N−1

∑
j=0

un
j ∆x,

where D1, D2 are the spectral differential matrices defined in (2.10), (2.11). The errors of
three numerical invariants are calculated by |In

i − I0
i | and | În

i − Î0
i | for i=0,1,2 respectively.

Since In
2 is linear invariant, it can be preserved by scheme SFP-CH to round-off errors.

Similarly, SFP-DP can also preserve the invariants În
1 and În

2 exactly for the peakon solu-

tions. However, for the discontinuous shockpeakon waves the continuous invariants Î0

and Î1 are no long conserved (see [27]), so are the discrete version of these two invariants.
As follows, we first present the numerical experiments for the CH equation (2.1) com-

puted by SFP-CH.
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Example 4.1. Smooth travelling wave solution for the CH equation

In this example, we consider a smooth travelling wave solution for the CH equation
and test the accuracy of scheme SFP-CH. As pointed in [23, 24], the smooth periodic
travelling wave can be described by three parameters m,M,z∈R with z=c−M−m when
the parameters satisfy the condition z<m<M<c. By choosing m=0.3,M=0.7 and c=1,
following the procedures in [23], we can construct a smooth wave with period a≈ 6.56,
see Fig. 1. The computing time is taken as T=a/4 and ∆t=0.0005·T. Table 1 presents the
errors due to the spatial discretization which exhibit an exponentially convergence order
in both the L1 and L∞ norms. Note however, that the error is limited with N=64 because
the smooth travelling waves are not known in closed form. We also test the convergence
order for the temporal discretization with fixed N=256 and T=a in Table 2 which shows
the second order of scheme SFP-CH because we have applied the implicit midpoint rule.

0 1 2 3 4 5 6
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0.4

0.45

0.5
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0.6

0.65

x

u

Figure 1: Initial profile of the smooth periodic travelling wave.

Table 1: Convergence order in space of SFP-CH with a smooth solution.

N L1 Order L∞ Order

8 3.3401e-03 6.2049e-03

16 3.3374e-05 6.6450 9.1614e-05 6.0817

32 3.4779e-08 9.9063 1.1768e-07 9.6046

64 1.9335e-08 0.8470 6.3695e-08 0.8856

Table 2: Convergence order in time of SFP-CH with a smooth solution.

∆t L1 Order L∞ Order

a/1000 5.7468e-06 1.1380e-05

a/2000 1.4294e-06 2.0073 2.8376e-06 2.0038

a/4000 3.5005e-07 2.0298 7.0187e-07 2.0154

a/8000 8.0562e-08 2.1194 1.6819e-07 2.0611
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Example 4.2. Single peakon solution for the CH equation

The CH equation (2.1) possess a single peaked travelling wave solution with the initial
condition

u(x,0)=





c

cosh(a/2)
cosh(x−x0), |x−x0|≤ a/2,

c

cosh(a/2)
cosh(a−(x−x0)), |x−x0|> a/2,

(4.1)

where a represents the wave period and c is the wave velocity. In this example, we set
the parameters as a= 1, c= 1 and x0 = 0. We also test the convergence order for scheme
SFP-CH at time t=1. For this non-smooth solution, we cannot expect the spectral conver-
gence. However, from Table 3, the scheme converges nevertheless with only first-order
accuracy which shares the similar result with [11, 23]. Even though scheme SFP-CH suf-
fers the order reduction, for a fixed space grid N, the corresponding error is small enough
to guarantee the correct long-time simulations which can be verified from the wave pro-
file at t=50 in Fig. 2.

Table 3: Convergence order in space of SFP-CH with initial condition (4.1).

N L1 Order L∞ Order

16 1.5345e-03 5.6187e-03

32 5.9302e-04 1.3716 3.0881e-03 0.8635

64 2.6030e-04 1.1879 1.6272e-03 0.9243

128 1.2394e-04 1.0705 8.5787e-04 0.9236
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Figure 2: Peakon profile at t=50 by scheme SFP-CH.

Example 4.3. Multipeakon interaction for the CH equation

The CH equation admits the multipeakon solutions with the initial condition

u(x,0)=
M

∑
i=1

φi(x), (4.2)



W. Cai, Y. Sun and Y. Wang / Commun. Comput. Phys., 19 (2016), pp. 24-52 37

where

φi(x)=





ci

cosh(a/2)
cosh(x−xi), |x−xi|≤ a/2,

ci

cosh(a/2)
cosh(a−(x−xi)), |x−xi|> a/2, i=1,2,··· ,M.

(4.3)

Here, M denotes the number of peakons. In this example, we investigate the interactions
of two and three peakons by setting M = 2 and 3. For the two-peakon interaction, the
parameters are taken as c1 = 2, c2 = 1, x1 =−5, x2 = 5, a = 50. For the three-peakon in-
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Figure 3: Two-peakon interaction waveforms of the CH equation at different times by SFP-CH with ∆x =
50/1024, ∆t=0.001 and the errors in three invariants.
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Figure 4: Three-peakon interaction waveforms of the CH equation at different times by SFP-CH with ∆x=
50/1024, ∆t=0.001 and the errors in three invariants.

teraction, the parameters are taken as c1 = 2, c2 = 1, c3 = 0.8, x1 =−5, x2 =−3, x3 =−1,
a= 50. The simulation is produced by scheme SFP-CH, and the computation domain is
[0,a]. Figs. 3-4 present the snapshots of the peakon wave profiles at different times. From
the time domain [0,10], we can see the interactions of both two and three peakon waves
are simulated very clearly. Moreover, the wave profiles at t= 50 are also well resolved
without any spurious waves. For the two cases, errors in invariants In

0 , In
1 are bounded

while the error in In
2 is preserved to the machine precision over a long-time interval.
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In the following examples, we simulate several kinds of solutions of the DP equation
by using schemes SFP-DP and OSM-DP. It should be noticed that scheme SFP-DP is
a symplectic integrator which can simulate well the peakon and multipeakon solutions,
but fails to simulate the discontinuous shockpeakon wave while scheme OSM-DP can
handle both the peakon and shockpeakon cases.

Example 4.4. Single peakon

The DP equation (2.2) has a single peaked traveling wave solution which is

u(x,t)= ce−|x−ct|, (4.4)

where c expresses the wave speed which is chosen as c=0.25 in our computation. Since
the single soliton decays exponentially when x approaches to ±∞, we can compute the
Cauchy problem of the DP equation in a finite spatial domain with periodic boundary
condition. Here, we take the computation domain as [−20,20].

As pointed in [40], when using the pseudo-spectral method to make a global approx-
imation for a non-smooth function, only first-order convergence can be obtained away
from the discontinuities and O(1) spurious Gibbs oscillations are exhibited at the discon-
tinuities. Similar as Example 4.2 about scheme SFP-CH for the CH equation, we cannot
expect the spectral convergence of scheme SFP-DP for the DP equation either, even away
from the peakon. However, for a fixed grid number N, scheme SFP-DP again possesses
very small errors which is demonstrated in Fig. 5 with the amplitude 10−5 during a large
time interval [0,50].
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Figure 5: The L1-errors of numerical solutions in t∈ [0,50], with ∆x=40/1024 and ∆t=0.01 by SFP-DP.

Furthermore, since we have two numerical schemes for the DP equation, we there-
after make a comparison from the simulation of the single peakon. Firstly, we present
the point-wise error at t=1 for schemes SFP-DP and OSM-DP respectively in Fig. 6. It is
easy to observe that scheme SFP-DP has the oscillations near the peakon even we use a
finer mesh which is exactly caused by the Gibbs phenomenon because the derivative of
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Figure 6: Errors of numerical solutions at t = 1, with ∆x = 40/1024 and ∆t = 0.01 by SFP-DP (left) and
OSM-DP (right).
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Figure 7: Numerical solutions at t=30 with ∆x=40/1024, ∆t=0.01 by SFP-DP (left) and OSM-DP (right).

the solution is not smooth at the peakon position. While the oscillations can be well re-
solved by scheme OSM-DP. However, the magnitudes of errors do not show a significant
difference and the L∞-norms for both two schemes are nearly the same.

For the long-time numerical behaviour, we present a test on the time interval [0,30].
Fig. 7 shows the snapshots of the evolution of the soliton wave at t=30. Clearly, there is
no spurious wave appeared in the wave propagation for both two schemes. Moreover,
we also investigate errors of conserved quantities corresponding to these schemes. From
Fig. 8, we noticed that scheme SFP-DP can preserve the invariants În

1 and În
2 to machine

precision while the error in the invariant In
0 is bounded over the time interval. This ver-

ifies the theoretical results obtained above. For scheme OSM-DP, it is noticed that the
errors in all three invariants have a slightly linear growth. This indicates that scheme
OSM-DP can not preserve any of three invariants exactly even for a linear one.

The computing time for schemes SFP-DP and OSM-DP is shown in Table 4. As
scheme SFP-DP is the pseudo-spectral method, the FFT algorithm can be used. This
reduces dramatically the computational cost. Although in the implementation of scheme
OSM-DP, we also apply the FFT algorithm, the total cost is still very expensive because
of the involvement of splitting and composition process.
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Figure 8: Numerical errors in three invariants with ∆x= 40/1024, ∆t= 0.01 by SFP-DP (left) and OSM-DP

(right).

Table 4: CPU time for single peakon solution with different grid sizes over [0,30].

∆x 40/512 40/1024 40/2048

SFP-DP 1.2687s 2.4804s 5.4814s

OSM-DP 76.5092s 132.4078s 250.5352s

The above comparisons suggest that scheme SFP-DP is superior to scheme OSM-DP

in simulating the peakon solutions. Thus, in Example 4.5 we only apply scheme SFP-DP

to do the computation.

Example 4.5. Two-peakon interaction

We simulate the behavior of two-peakon interaction for the DP equation by taking the
initial condition

u0(x)=m1e−|x−x1|+m2e−|x−x2|, (4.5)

where m1 = 2,m2 = 1 and x1 =−13.792,x2 =−4. In fact, the analytic expression of the
general n-peakon solution has been constructed by Lundmark in [27]. When n= 2, the
2-peakon solution is

u(x,t)=m1(t)e
−|x−x1(t)|+m2e−|x−x2(t)|,

where

x1(t)= log
(λ1−λ2)2b1b2

(λ1+λ2)(λ1b1+λ2b2)
, x2(t)= log(b1+b2),

m1(t)=
(λ1b1+λ2b2)2

λ1λ2(λ1b2
1+λ2b2

2+
4λ1λ2
λ1+λ2

b1b2)
, m2(t)=

(b1+b2)2

λ1b2
1+λ2b2

2+
4λ1λ2
λ1+λ2

b1b2

,

with bk(t)= bk(0)e
t/λk satisfying b1+b2 = ex2 and b1

λ1
+ b2

λ2
=m1ex1 +m2ex2 . Here, λ1 and λ2

(λ1<λ2) are two real nonzero roots of polynomial 1−(m1+m2)z+m1m2(1−ex1 /ex2)z2.
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Figure 9: Snapshots of two-peakon interaction of the DP equation at different times by SFP-DP.

We use scheme SFP-DP to compute the two-peakon solution defined on [−20,20]
with periodic boundary condition. Fig. 9 illustrates the snapshots of numerical solutions
at t= 0,4,8,12. It is observed that the interaction of two peakon waves is resolved very
well by scheme SFP-DP. Fig. 10 shows the numerical errors in three invariants, which
implies that scheme SFP-DP can preserve invariants În

1 and În
2 very well, and can bound

the invariant În
0 .
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Î

n i

 

 

Î
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Figure 10: Numerical errors in three invariants with initial condition (4.5) by SFP-DP.
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Example 4.6. Soliton solution

The DP equation can also admit the multi-soliton solutions which are constructed
recently in [30, 31] when κ 6= 0. In this case, the bi-Hamiltonian structures are not avail-
able, so does the corresponding symplectic integrator SFP-DP. Here, we use the operator
splitting scheme OSM-DP to simulate the one soliton solution. The one soliton solution
is expressed explicitly as

u(x,t)=
8κ3

a1

(a2
1−1)(a2

1−
1
4)

coshξ1+2a1−
1
a1

,

where ξ1 satisfies x−c1t−x10=
ξ1

κk1
−ln

( α1−1+(α1+1)eξ1

α1+1+(α1−1)eξ1

)
and can be solved by Newton iter-

ation, α1,a1,c1 and x10 are constant which are defined by

α1=

√
(2a1−1)(a1+1)

(2a1+1)(a1−1)
, a1 =

√
1− 1

4κ2k2
1

1−κ2k2
1

, c1=
3κ3

1−κ2k2
1

, x10=
y10

κ
.

We choose κ = 0.511, κk1 = 0.8, y10 = 0. Fig. 11 illustrates the exact solution and the
numerical solution at t= 10 computed by scheme OSM-DP with ∆t=∆x= 40/256. We
can see clearly that although we take a coarse mesh, the performance of the numerical
solution is also very good due to the high accuracy of scheme OSM-DP. The errors and
convergence order at t=1 by using the uniform meshes of N cells are listed in Table 5. For
this smooth solution, we can both expect the WENO scheme for the Burger’s equation
and the pseudo-spectral method for the BBM equation to achieve fifth-order as well as
infinite-order accuracy in the spatial discretizations. Therefore, the numerical errors are
dominated by the WENO scheme and therefore the L1 and L∞ errors in Table 5 are sup-
posed to be fifth-order reduction. However, since the analytical solution does not have
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Figure 11: Comparison of the numerical solution by OSM-DP and exact solution at t=10.
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Table 5: Convergence order of OSM-DP in space.

N L1 Order L∞ Order

64 3.0207e-02 1.2343e-02

128 3.1855e-03 3.2453 1.6419e-03 2.9102

256 1.8704e-04 4.0901 1.2189e-04 3.7517

512 7.2413e-06 4.6910 6.8972e-06 4.1434

1024 2.4916e-07 4.8611 2.6367e-07 4.7092

a closed form and is approximately obtained by the Newton iteration, the convergence
rate can hardly reach the expected order. But we can see the convergence tendency very
clearly.

Example 4.7. Wave breaking

For some certain initial profiles, it is known that the DP equation also has the blow-
up phenomena which theoretical results have been established in [26]. To perform the
blow-up phenomena, we choose the following initial condition

u0(x)=sech2(d(x−x0)), (4.6)

where d is a parameter which expresses the width of the initial profile. With this initial
condition, the momentum density can be calculated as

m0(x)=u0(x)−u0,xx(x)=sech2(d(x−x0))
(

1−4d2+6d2sech2(d(x−x0))
)

. (4.7)

By the sign of m0(x), we can determine when the wave breaking may happen. From
(4.7), it is noticed that m0(x)>0 if d< 1

2 , and the sign of m0(x) may change when d> 1
2 . To

confirm further, we take two initial values in the form of (4.6) with x0 =−20, d=0.3 and
d=2, respectively. Since the shock waves usually appear after wave breaking, we here use
scheme OSM-DP to simulate the case of d= 2 and scheme SFP-DP to simulate the case
of d=0.3. Fig. 12 and Fig. 13 show the numerical solutions and errors in three invariants
when d is taken as d= 0.3 and d= 2, respectively. We take the space step ∆x= 80/1024
and the time step ∆t= 0.01. It is shown that in Fig. 13 the magnitude of the error in În

2

is still very small, but the invariant În
0 is no longer conserved. This is consistent with the

theoretical results presented in [27]. Another example of the wave breaking phenomenon
is provided in [8, 16] with the initial condition

u0(x)= e0.5x2
sin(πx). (4.8)

The computation domain is taken as [−2,2]. We use N=512 be the number of grid points
and ∆t=0.001. In Fig. 14, the shock peakon profiles at t=0, 0.12, 0.18, 0.3, 0.5 and 1.1 are
shown. In Fig. 15, it is shown that the invariant În

2 can be preserved up to round-off error.
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Figure 12: Snapshots for the initial condition (4.6) with d = 0.3 computed by SFP-DP and errors in three
invariants.
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Figure 13: The case of d=2 computed by OSM-DP. Numerical solutions at t=0,2,20 (top); Error in invariant
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Figure 14: Shock formation of the DP equation by OSM-DP at different time with initial condition (4.8).
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Figure 15: Error in invariant În
2 by OSM-DP with the initial condition (4.8).
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Example 4.8. Peakon-antipeakon interaction

Lundmark [27] has studied in detail the solutions involving peakons and antipeakons,
and showed when a peakon collides with an antipeakon the jump discontinuity which
is often called “shockpeakon”, will appear. As follows, we will confirm numerically this
theoretical results for both the symmetric (m1+m2) = 0 case and nonsymmetric (m1+
m2) 6=0 cases with m1,m2 the coefficients in (4.5). As the solution is not very smooth, we
simulate the wave by using scheme OSM-DP.

For the symmetric case, we choose the initial condition in form of (4.5) with m1 =
1,m2=−1,x1=−5 and x2=5. Before collision, the solution is a two-peakon wave. At tc≈5
the collision happens, this produces a stationary shock decaying shockpeakon wave.

For the nonsymmetric case, we choose the initial values in form of (4.5) with m1 =2,
m2 =−1, x1 =−5 and x2 = 5. The collision occurs at tc ≈ 3.3628. After collision, there
appears a shockpeakon wave which moves to the right as the peakon wave is stronger
than the antipeakon wave in amplitude.

Fig. 16 and Fig. 17 show the numerical solutions and the exact solution at different
time for the symmetric and nonsymmetric cases. The numerical results show that the
numerical solution and the exact solution are excellently matched, even the numerical
solution can catch the collision very well. We also illustrate the numerical errors of in-
variant În

2 for both cases in Fig. 18. The numerical result states that În
2 can be preserved
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Figure 16: Peakon-antipeakon interaction in the symmetric case by OSM-DP with ∆x=30/1024,∆t=0.01 at
different times.
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Figure 17: Peakon-antipeakon interaction in the nonsymmetric case by OSM-DP with ∆x=30/1024, ∆t=0.01
at different times.
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Figure 18: Error in În
2 for peakon-antipeakon interaction by OSM-DP for symmetric case (left) and nonsym-

metric case (right).

by scheme OSM-DP for the symmetric solution while for the nonsymmetric case, the
numerical error in În

2 grows linearly with very small range.

Example 4.9. Shockpeakon-shockpeakon interaction

As the DP equation can admit a shockpeakon wave, we can also investigate the inter-
action of two shock peakon waves. We adopt the following initial condition introduced
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Figure 19: Shockpeakon-shockpeakon interaction by OSM-DP before collision (left) and after collision (right).
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Figure 20: Error in În
2 by OSM-DP with the initial condition (4.9).

in [16]

u0(x)=2e−|x+5|−sgn(x+5)e−|x+5|−e−|x−5|−0.5sgn(x−5)e−|x−5|. (4.9)

The evolutionary behavior of two shock peakon waves is plotted in Fig. 19. It is clear
that the initial wave (4.9) is a two shockpeakon wave, which will merge into a single
shockpeakon wave at tc ≈ 3.5. The global error of conserved quantity În

2 is plotted in
Fig. 20 which shows a linear growth even though the error is not very large.

From the above experiments, it is observed that for the problems with symmetric
solutions, such as the wave breaking phenomena with initial condition (4.8), the sym-
metric peakon-antipeakon interaction, scheme OSM-DP can conserve the invariant În

2

up to round-off error. But for the nonsymmetric cases, the error of invariant În
2 increases

linearly with very small amplitude.



50 W. Cai, Y. Sun and Y. Wang / Commun. Comput. Phys., 19 (2016), pp. 24-52

5 Concluding remarks

We have simulated the solutions of the CH and DP equations with different initial values
by using two symplectic integrators: SFP-CH and SFP-DP, and one operator splitting
method OSM-DP. The two symplectic schemes are actually the pseudo-spectral meth-
ods constructed based on Hamiltonian formulations of the CH equation and the DP
equation, respectively. It has been analyzed that the DP equation can be split into the
Burgers’ equation and the BBM equation, by combining the WENO scheme for the Burg-
ers’ equation and the multisymplectic pseudo-spectral method for the BBM equation we
have constructed scheme OSM-DP. For the DP equation, we have given the comprehen-
sive numerical tests and comparisons by using schemes SFP-DP and OSM-DP which
show that scheme SFP-DP is outstanding in simulating the peakon solutions because of
its less computation cost with the use of the fast Fourier transform and superior conser-
vative properties, but it fails in tracking the shock wave solution. It is also shown that
scheme OSM-DP has the better ability to simulate the smooth soliton solution and shock
wave solutions. To simulate the peakon solutions, we can use scheme OSM-DP, but its
computation cost is a little high.
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