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Abstract. New numerical methods based on collocation methods with the me-
chanical quadrature rules are proposed to solve some systems of singular integro-
differential equations that are defined on arbitrary smooth closed contours of the
complex plane. We carry out the convergence analysis in classical Hölder spaces.
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AMS subject classifications: 45E05, 65L60, 41A20
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1 Introduction

Singular integral equations (SIE) and singular integro-differential equations (SIDE)
are used to model many application problems in electronics, aerodynamics, mechan-
ics, thermo-elasticity, and queuing analysis, see for example, [1–7] and the literature
cited therein. The general theory of SIE and SIDE has been studied in depth in the
last decades, see for example, [8–10]. Analytic solutions of SIE and SIDE are rarely
available. It is necessary to find approximate solutions for SIE and SIDE. There is
rich literature about approximate solutions of SIE and SIDE using collocation meth-
ods with mechanical quadrature rules. Most of existing methods are designed for two
cases: One is that the contour Γ is a unit circle; and the other case is that Γ is an interval
on the real axis, see for example, [12–16]. In this paper, we study the case for which
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the contour of integration Γ can be an arbitrary smooth closed curve on the complex
plane. It should be noted that conformal mapping from an arbitrary smooth closed
contour with origin to the unit circle is not trivial and may make the problem more
complicated due to the following reasons:

• The coefficients, kernel, etc. may become more complicated after the conformal mapping.

• The convergence analysis may be more difficult after the transform.

• Many existing numerical methods may not work for the transformed problem.

We note that the collocation method with the mechanical quadrature rules for one
dimensional SIDE in generalized Hölder spaces has been investigated in [23–25]; and
for SIE in classical Hölder spaces has been investigated in [20–22].

The convergence analysis of the collocation method with the mechanical quadra-
ture rules for systems of SIDE in classical Hölder spaces has not been investigated
when the equations are defined on an arbitrary smooth closed contour.

In this article we study the collocation method with mechanical quadrature rules
for approximate solutions of systems of SIDE. The theoretical background of our pro-
posed methods is based on Krikunov’s integral representation and V. Zolotarevski’s
results for approximate solutions of SIE published in [9, 18–21].

The paper is organized as follows. In Section 2 we introduce some definitions and
notations. We describe the integro-differential equations in Section 3. We present our
numerical schemes of the collocation method with the mechanical quadrature rules
and carry out the convergence analysis in Section 4. We show numerical example in
Section 5.

2 Main definitions and notations

Let Γ be an arbitrary smooth closed contour bounding a simply connected region F+

of the complex plane; and t = 0 ∈ F+ and F− = C \ {F+ ∪ Γ}, where C is the complex
plane. Let z = ψ(w) be a function, mapping conformably the outside of unit circle
Γ0(= |w| = 1) on F− such that

ψ(∞) = ∞, ψ
′
(∞) = c0 > 0.† (2.1)

By the Riemann mapping theorem the function z = ψ(w) which satisfies the condi-
tions (2.1) exists and it is unique [27]. There are a lot of such contours, see for example,
Lyapunov contours [26] and others. We denote by Λ the set of the contours for which
the relation (2.1) holds.

We denote by [Hβ(Γ)]m, 0 < β ≤ 1, the Banach space of m-dimensional vector-
functions (v.f.), satisfying on Γ the Hölder condition with degree β. The norm is de-

†We use c0, c1, · · · , to represents constants.
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fined as

∀g(t) = {g1(t), · · · , gm(t)}, ‖g‖β =
m

∑
k=1

(‖gk‖C + H(gk, β)),

‖g‖C = max
t∈Γ

|g(t)|, H(g; β) = sup
t′ 6=t′′

{

|t
′
− t

′′
|−β · |g(t

′
)− g(t

′′
)|
}

, t
′
, t

′′
∈ Γ.

We denote by [H
(q)
β (Γ)]m the space of functions g(t) containing the derivatives of de-

gree q. Thus g(q)(t) ∈ [Hβ(Γ)]m.
Let Un be the Lagrange interpolation operator constructed by distinct points {tj}

2n
j=0

(n is a natural number) for any continuous function on Γ :

(Ung)(t) =
2n

∑
j=0

g(tj) · lj(t), t ∈ Γ,

where

lj(t) =
( tj

t

)n 2n

∏
(k=0,k 6=j)

t − tk

tj − tk
≡

n

∑
k=−n

Λ
(j)
k tk, t ∈ Γ, j = 0, · · · , 2n. (2.2)

Let G(t) = {Gk,l(t)}
m
k,l=1 be a non-singular m × m matrix functions with Gk,l(t) ∈

Hβ(Γ).

Definition 2.1. A factorization of non-singular matrix functions G(t) relative to the contour
Γ is a representation of G in the form

G(t) = G+(t)∆(t)G−(t),

where G±(t) is a analytic matrix function and non-singular in D±, satisfying det G±(t) 6= 0,
∆(t) = diag{tκ1 , tκ2 , · · · , tκm} and κ1, κ2, · · · , κm are integers. The numbers κ1, κ2, · · · , κm

are called left partial indexes [30].

3 The problem formulation and some existing results

We consider the system of the SIDE in [Hβ(Γ)]m

(Mx ≡)
q

∑
r=0

[

Ãr(t)x(r)(t) + B̃r(t)
1

πi

∫

Γ

x(r)(τ)

τ − t
dτ

+
1

2πi

∫

Γ
Kr(t, τ) · x(r)(τ)dτ

]

= f (t), t ∈ Γ, (3.1)

where Ãr(t), B̃r(t), Kr(t, τ) (r = 0, · · · , q) are known m×m matrix functions (m.f.), the
elements of the m.f. belong to Hβ(Γ), f (t) is a known m-dimensional vector-functions
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(v.f.) in [Hβ(Γ)]m, x(0)(t) = x(t) is an unknown v.f. in [Hβ(Γ)]m, x(r)(t) = drx(t)/dtr

(r = 1, · · · , q), and q is a positive integer. We suppose that the v.f. x(q)(t) belongs to
[Hβ(Γ)]m, that is,

x(k)(t) ∈ [Hβ(Γ)]m, k = 0, · · · , q − 1.

We search for a solution of (3.1) in the class of v.f. satisfying the condition

1

2πi

∫

Γ
x(τ)τ−k−1dτ = 0, k = 0, · · · , q − 1. (3.2)

We note that the solution of SIDE (3.1) can differ by a constant [9, 18, 19]. In this case
we cannot investigate the solution of SIDE (3.1) directly. That is why we introduce
additional conditions (3.2) for function x(t).

We denote the system (3.1) with conditions (3.2) as problem (3.1)-(3.2). Using the
Riesz operators

P =
1

2
(I + S),

where I is the identity operator and

(Sx)(t) =
1

πi

∫

Γ

x(τ)

τ − t
dτ

is the singular operator (with Cauchy kernel), we rewrite the system (3.1) in the fol-
lowing form:

(Mx) ≡
q

∑
r=0

[

Ar(t)(Px(r)(t) + Br(t)(Qx(r)(t) +
1

2πi

∫

Γ
Kr(t, τ) · x(r)(τ)dτ

]

= f (t), t ∈ Γ, (3.3)

where Ar(t) = Ãr(t) + B̃r(t), Br(t) = Ãr(t)− B̃r(t), r = 0, · · · , q, are m × m m.f. The
elements belong to Hβ(Γ).

The vector functions dq(Px)(t)/dtq and dq(Qx)(t)/dtq can be represented by inte-
grals of Cauchy type with the same density v(t):

dq(Px)(t)

dtq =
1

2πi

∫

Γ

v(τ)

τ − t
dτ, t ∈ F+,

dq(Qx)(t)

dtq =
t−q

2πi

∫

Γ

v(τ)

τ − t
dτ, t ∈ F−.















(3.4)

Using the integral representation (3.4) we reduce the problem (3.1)-(3.2) to an equiva-
lent system of SIE (in terms of solvability):

(Υv ≡)C(t)v(t) +
D(t)

πi

∫

Γ

v(τ)

τ − t
dτ +

1

2πi

∫

Γ
h(t, τ)v(τ)dτ = f (t), t ∈ Γ, (3.5)
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for unknowns v(t) where

C(t) =
1

2
[Aq(t) + t−qBq(t)], D(t) =

1

2
[Aq(t)− t−qBq(t)], (3.6a)

h(t, τ) =
1

2
[Kq(t, τ) + Kq(t, τ)τ−n]−

1

2πi

∫

Γ
[Kq(t, t̄)− Kq(t, t̄)t̄−n]

dt̄

t̄ − τ

+
q−1

∑
j=0

[

Aj(t)M̃j(t, τ) +
∫

Γ
Kj(t, t̄)M̃j(t̄, τ)dt̄

]

−
q−1

∑
j=0

[

Bj(t)Ñj(t, τ) +
∫

Γ
Kj(t, t̄)Ñj(t̄, τ)dt̄

]

, (3.6b)

where M̃j(t, τ), Ñj(t, τ), j = 0, · · · , q are known Hölder continuous matrix functions.
An explicit form for these functions is given in [18]. By virtue of the properties of
the m.f. M̃j(t, τ), Ñj(t, τ), Kj(t, τ), Aj(t), Bj(t), j = 0, · · · , q, we obtain that the m.f.
h(t, τ) is a Hölder continuous function. Note that the right hand sides in (3.5) and
(3.1) coincide by conditions (3.2).

Lemma 3.1. The system of SIE (3.5) and problem (3.1)-(3.2) are equivalent in terms of solv-
ability. That is, for each solution v(t) of system of SIE (3.5), there is a solution of problem
(3.1)-(3.2), determined by the formulae

(Px)(t) =
(−1)q

2πi(q − 1)!

∫

Γ
v(τ)

[

(τ − t)q−1 log
(

1 −
t

τ

)

+
q−1

∑
k=1

αkτq−k−1tk
]

dτ, (3.7a)

(Qx)(t) =
(−1)q

2πi(q − 1)!

∫

Γ
v(τ)τ−q

[

(τ − t)q−1 log
(

1 −
τ

t

)

+
q−2

∑
k=1

βkτq−k−1tk
]

dτ, (3.7b)

where αk, k = 1, · · · , q − 1, and βk, k = 1, · · · , q − 2 are vector numbers. On the other hand,
for each solution x(t) of the problem (3.1)-(3.2) there is a solution v(t)

v(t) =
dq(Px)(t)

dtq
+ tq dq(Qx)(t)

dtq

of system of SIE (3.5). Furthermore, for linearly independent solutions of (3.5), there are
corresponding linearly independent solutions of problem (3.1)-(3.2) from (3.7b) and vice versa.

In formula (3.7b), for both log(1 − t/τ) and log(1 − τ/t), and a given τ, there are
branches that vanish at t = 0 and t = ∞, respectively.

The following theorems are the theoretical justification for our collocation method
with mechanical quadrature rules for a system of SIE [20, 21].

Theorem 3.1. Assume that the following conditions are true:

a) The matrix functions a(t), b(t), h(t, τ) are in [H
(r)
α (Γ)]m for both of the variables, and

vector functions f (t) is in [H
(r)
α (Γ)]m, r ≥ 0, 1, · · · , α ∈ (0, 1], where Γ ∈ Λ, t ∈ Γ;
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b) Det(a(t)) 6= 0, Det(b(t)) 6= 0;

c) left partial indices of a(t) ∗ b−1(t) are equal to zero;

d) operator Υ = aP + bQ + H is invertible in [Hβ(Γ)]m, 0 < β < α < 1; where H
is integral operator with kernel h(t, τ), P and Q are Riesz projectors P = (I + S)/2,
Q = (I − S)/2, and S is a singular operator with Cauchy kernel;

e) the points tj (j = 0, · · · , 2n) form a system of Fejér nodes [17, 28] on Γ:

tj = ψ
[

exp
( 2πi

2n + 1
(j − n)

)]

, j = 0, · · · , 2n;

f) 0 < β < α < 1.

Then the operator of the collocation method

An = Un[aP + bQ + H]Un

of operator Υv = f for numbers (n ≥ n0) large enough is invertible in the subspace
Un[Hβ(Γ)]m and vn(t) = Υ−1

n Un f converges to the function v = Υ−1 f . The following rate
of convergence holds:

‖v − vn‖
(m)
β ≤

c1 + c2 log n

nr+α−β
H(v(r); α), (3.8)

where a(t) = C(t) + D(t), b(t) = C(t)− D(t).

Theorem 3.2. Let the conditions a)-f) of Theorem 3.1 be satisfied. Then the operator of the
mechanical quadrature rule

Bn = Un[aP + bQ + ∆n]Un,

where

∆(·) =
1

2πi

∫

Γ

1

τ
Uτ

n [τ · h(t, τ)](·)(τ)dτ

for the equation Υv = f and for numbers n (≥ n1 ≥ n0) large enough is invertible in
UnHβ(Γ). The approximate solution vn(t) = B−1

n Un f converges to the function v(x) =

Υ−1 f . The following rate for the convergence speed holds:

‖v − vn‖
(m)
β ≤

c3 + c4 log n + c5 log2 n

nr+α−β
H(v(r); α). (3.9)
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4 New collocation methods with the mechanical

quadrature rules

We search for the approximate solution of problem (3.1)-(3.2) in the form

xn(t) =
n

∑
k=0

ξ
(n)
k tk+q +

−1

∑
k=−n

ξ
(n)
k tk, t ∈ Γ, (4.1)

where ξ
(n)
k = ξk = ξk,1, ξk,2, · · · , ξk,m, k = −n, · · · , n, are m-dimensional unknowns.

Note that the function xn(t), constructed using the formula (4.1), satisfies condition
(3.2).

According to the collocation method, we determine the unknowns ξk, k = −n, · · · , n
from the condition

(Mxn)(tj)− f (tj) = 0 (4.2)

at 2n + 1 different points tj ∈ Γ, j = 0, · · · , 2n. Using the formula in [25]

(Px)(r)(t) = (Px(r))(t), (Qx)(r)(t) = (Qx(r))(t)

and the relations

(t(k+q))(r) =
(k + q)!

(k + q − r)!
tk+q−r, k = 0, · · · , n, (4.3a)

(t(−k))(r) = (−1)r (k + r − 1)!

(k − 1)!
t−k−r, k = 1, · · · , n, (4.3b)

S(τk) =

{

tk, when k ≥ 0,

−tk, when k < 0,
(4.3c)

we obtain a system of linear algebraic equations (SLAE):

q

∑
r=0

{

Ar(tj)
n

∑
k=0

(k + q)!

(k + q − r)!
t
k+q−r
j ξk + Br(tj)

n

∑
k=1

(−1)r (k + r − 1)!

(k − 1)!
t−k−r

j ξ−k

+
1

2πi
·

n

∑
k=0

(k + q)!

(k + q − r)!

∫

Γ
Kr(tj, τ)τk+q−rdτ · ξk

+
n

∑
k=1

(−1)r (k + r − 1)!

(k − 1)!
·

1

2πi

∫

Γ
hr(tj, τ)τ−k−rdτ · ξ−k

}

= f (tj), j = 0, · · · , 2n. (4.4)

If the problem (3.1)-(3.2) is solved by the mechanical quadrature method, we replace
the integrals by the quadrature rule:

1

2πi

∫

Γ
g(τ)τl+k

k dτ ∼=
1

2πi

∫

Γ
Un[τ

l+1g(τ)]τk−1dτ, k = 0,±1, · · · ,±n, (4.5)
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where k = 0, · · · , n for l = 0, 1, 2, · · · , and k = −1, · · · ,−n for l = −1,−2, · · · , and Un

the Lagrange interpolation operator defined by (2.2). Since Γ is an arbitrary smooth
closed contour, for all integer numbers r the following relation holds:

1

2πi

∫

Γ
τkdτ =

{

0, when r 6= −1,
1, when r = −1.

Using the previous relation and (4.5) from (4.4) we obtain the following SLAE for the
mechanical quadrature method:

q

∑
r=0

{

Ar(tj)
n

∑
k=0

(k + q)!

(k + q − r)!
t
k+q−r
j ξk + Br(tj)

n

∑
k=1

(−1)r (k + r − 1)!

(k − 1)!
t−k−r

j ξ−k

+
n

∑
k=0

(k + q)!

(k + q − r)!

2n

∑
s=0

Kr(tj, ts)t
1+q−r
s Λ

(s)
−kξk

+
n

∑
k=1

(−1)r (k + r − 1)!

(k − 1)!

2n

∑
s=0

Kr(tj, ts)t
−1−r
s Λ

(s)
k ξ−k

}

= f (tj), j = 0, · · · , 2n, (4.6)

where tj, j = 0, · · · , 2n, are distinct points on Γ. To find the numbers Λ
(s)
k we use

the relation (2.2). We note that the SLAE (4.4) and (4.6) represent the system of m-
dimensional equations. It contains m(2n + 1) equations and m(2n + 1) unknowns.

Let [
o

H
(q)

β (Γ)]m be subspace of the space [H
(q)
β (Γ)]m that consists of functions satis-

fying condition (3.2). The norm is given as in [H
(q)
β (Γ)]m.

The convergence of the collocation method with the mechanical quadrature rules
is given in the following theorems.

Theorem 4.1. Assume that Γ ∈ Λ and the following conditions be satisfied:

1. the m.f. Ak(t), Bk(t), hk(t, τ), (k = 0, · · · , q) and v.f. f (t) belong to the space

[H
(r)
α (Γ)]m; 0 < α < 1, r ≥ 0;

2. det(Aq(t)) 6= 0, det(Bq(t)) 6= 0, t ∈ Γ;

3. the left partial indices of m.f. tqB−1
q (t)Aq(t) are equal to zero;

4. the operator M : [
o

H
(q)

β (Γ)]m → [Hβ(Γ)]m is linear and invertible;

5. the points tj (j = 0, · · · , 2n) form a system of Fejér nodes [17,28] on Γ

tj = ψ
[

exp
( 2πi

2n + 1
(j − n)

)]

, j = 0, · · · , 2n;

6. 0 < β < α < 1.
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Then, there exists n ≥ n2, SLAE (4.4) has a unique solution ξk, k = −n, · · · , n. The approx-
imate solution xn(t), constructed using formula (4.1) converges when n → ∞ in the norm of
the space [Hβ(Γ)]m to the exact solution x(t) of the problem (3.1)-(3.2). The following estimate
for the convergence speed holds:

‖x − xn‖
(m)
β,q =

c6 + c7 log n

nr+α−β
H(x(r), α). (4.7)

Proof. It is obvious that the SLAE(4.4) is equivalent to the following operator equa-
tion:

UnMUnxn = Un f , (4.8)

where M is an operator given in (3.1). We should show that for numbers n ≥ n2 large
enough, the operator is invertible. The operator M acts from the subspace

[
o
Xn]m = tqP[Xn]m + Q[Xn]m,

the norm defined as in [H
(q)
β ]m(Γ), to the space [Xn]m = Un[Hβ(Γ)]m of m-dimensional

functions of the form ∑
n
k=−n rktk (the norm as in [Hβ(Γ)]m, where rk are arbitrary com-

plex vector numbers.
In the similar way, using the formulae (3.4), the v.f. dq(Pxn)(t)/dtq and

dq(Qxn)(t)/dtq can be represented by Cauchy type integrals with the same density
vn(t):

dq(Pxn)(t)

dtq =
1

2πi

∫

Γ

vn(τ)

τ − t
dτ, t ∈ F+,

dq(Qxn)(t)

dtq =
t−q

2πi

∫

Γ

vn(τ)

τ − t
dτ, t ∈ F−.















(4.9)

Using the integral representations (4.9) and the relations

(Px)(r)(t) = P(x(r))(t), (Qx)(r)(t) = Q(x(r))(t), (4.10)

we obtain

vn(t) =
n

∑
k=0

(k + q)!

k!
tkξk + (−1)q

n

∑
k=1

(k + q − 1)!

(k − 1)!
t−kξ−l

and so vn(t) ∈ [Xn]m.
Using the previous relation (3.4) we reduce the operator equation (4.8) to an equiv-

alent system of equations, in the sense of solvability,

UnΥUnvn = Un f , (4.11)

which is treated as an equation in the subspace [Xn]m. Obviously, the system (4.11) is
the system of the collocation method for the system of SIE (3.5). Using the conditions
of Theorem 4.1 and Lemma 3.1 from (3.4) and vn(t) ∈ [Xn]m, we conclude that if the v.f.
vn(t) is the solution of (4.11), then v.f. yn(t) is the discrete solution of UnMUnxn = Un f
and vice versa. We can determine the discrete solution yn(t) from (3.7b) by replacing
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yn(t) with x(t). As was mentioned above, the v.f. yn(t) is determined through vn(t)
from (3.7b) uniquely. It follows that if (4.11) has a unique solution vn(t) in subspace
[Xn]m, then the following relation

yn(t) = xn(t) (4.12)

holds. We should show that all conditions of Theorem 3.1 for the collocation method
are satisfied. From the condition 2 of Theorem 4.1 and from (3.6a) we obtain the con-
dition b) of Theorem 3.1. From the equality

[C(t)− D(t)]−1[C(t) + D(t)] = tqB−1
q Aq(t),

we conclude that all the left partial indices of m.f. of [C(t)− D(t)]−1[C(t) + D(t)] are
equal to zero, which coincides with the condition c) of Theorem 3.1. Other conditions
of Theorem 3.1 and Theorem 4.1 are coincide. From h(t, τ) ∈ [Hα(Γ)]m we conclude
that the exact v.f. v(t) ∈ [Hα(Γ)]m. Conditions of Theorem 4.1 provide the validity
of all conditions of Theorem 3.1. Therefore when n ≥ n2, (4.11) is uniquely solvable.
The approximate solutions vn(t) of (4.11) converge to the exact solution v(t) of the
system of SIE (3.5) in the norm of the space [Hβ(Γ)]m as n → ∞. Therefore the operator
equation (4.11) has a unique solution for n ≥ n2. From Theorem 3.1, we know that the
relation (3.8) holds. From (3.7b), (4.12) and from the definition of the norm in Höder
spaces we obtain

‖x − xn‖
(m)
β,q ≤ c‖v − vn‖

(m)
β .

From the last relation and from (3.8) we have (4.7). �

Theorem 4.2. Assume that all conditions in the previous theorem are satisfied. Then, for
n ≥ n3 (≥ n2), SLAE (4.6) has a unique solution αk, k = −n, · · · , n. The approximate
solution xn(t) constructed by the formula (4.1), converges when n → ∞ according to the
norm of [Hβ(Γ)]m to the exact solution x(t) of problem (3.1)-(3.2). The following estimate for
the convergence speed is true

‖x − xn‖
(m)
β,q ≤

c8 + c9 log n + c10 log2 n

nr+α−β
H(x(r); α). (4.13)

Proof. Using (4.10) and the quadrature formula (4.5), we can easily verify that SLAE
(4.6) is equivalent to the system of equation

UnM0Unxn +
q

∑
r=0

1

2πi

∫

Γ

1

τ
Uτ

n [τ · Kr(t, τ)]x
(r)
n (τ)dτ = Un f , (4.14)

where M0 is characteristic part of (3.1). After applying the integral representation (3.4),
we obtain that (4.14) is equivalent, in sense of solvability, to the operator equations

UnΥ0Unvn +
1

2πi

∫

Γ

1

τ
Uτ

n [τ · h(t, τ)]vn(τ)dτ = Un f , (4.15)
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where Υ0 is a characteristic part of the system (3.5) and the m.f. h(t, τ) is a Hölder m.f.
by both variables. Equation (4.15) represents an equation of the mechanical quadra-
ture method for (3.5). It is easy to verify that the conditions of Theorem 4.2 provide the
validity of all conditions of Theorem 3.2. The Eq. (4.15) represents the equation of the
mechanical quadrature method. Moreover, the approximate solutions vn(t) ∈ [Xn]m
converge to the exact solution v(t) of the system of SIE (3.5) in the norm [Hβ(Γ)]m as
n → ∞. The v.f. xn(t) can be expressed via the v.f. vn(t) by formula (3.7b). Using the
definition of the norm in the space [Hβ(Γ)]m, the relations (4.12) and (3.9), we obtain
(4.13). Thus the theorem is proved. �

5 A numerical experiment

Let us consider an example of SIDE (3.1) with m = 1. In this example the exact solution
is

x(t) =
1

t − 1
.

The coefficients are chosen as follows:

Ãr(t) =
1

2

(

t +
1

2
−

1

t

)(1

t
+ 1

)

,

B̃r(t) =
1

2

(

t +
1

2
−

1

t

)(1

t
− 1

)

,

Kr(t, τ) =
(t + r + 1)

τ
, r = 0, · · · , 1.

The contour Γ is the Limaçon

x̃ =
a

2
+ b cos(θ) +

a

2
cos(2 ∗ θ), ỹ = b sin(θ) +

a

2
sin(2 ∗ θ).

We take, for example, a = 2.3 and b = 5.
It is easy to verify that the conditions of Theorem 4.2 are satisfied. To calculate

the index of the function tqB−1
q (t)Aq(t) we use the numerical algorithm from [9]. To

construct the Fejér points we build the conformal mapping function (2.1) using the
numerical algorithm from [29]. A similar approach for construction of Fejér points
can be found in [28]. In our test, the selected points are obtained from the following
formula

t̃j = x̃j + i ∗ ỹj, x̃j =
a

2
+ b cos(θj) +

a

2
cos(2 ∗ θj),

ỹj = b sin(θj) +
a

2
sin(2 ∗ θj), θj =

2π ∗ (j − 1)

k
+

π

16
,

where k is an integer and j = 1, · · · , k.
We list a grid refinement analysis result in Table 1. We also observed that we

should take enough collocation points to guarantee the convergence.
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Table 1: The error between the exact solution x(t̃j) and the approximate solution xn(t̃j) at selected points

t̃j, j = 0, · · · , k + 1, for different number 2n of the collocation points is given in this table. The error is the

largest error in the magnitude of all selected points.

nr of collocation points Error
13 0.0027
17 1.4373e-04
21 2.7587e-05
27 2.7084e-06
35 1.7235e-07

Remark 5.1. Similar numerical results have been obtained when the contour Γ is one
of the following:

• Epitrochoid:

x = (R + r) ∗ cos(ϕ)− d ∗ cos
( (R + r)

r
ϕ
)

,

y = (R + r) ∗ sin(ϕ)− d ∗ sin
( (R + r)

r
ϕ
)

,

R = 3, d = 0.5, r = 1;

• Ellipse

x = R cos(ϕ), y = r sin(ϕ), R = 4, r = 3.

6 Conclusions

In this paper we have developed the collocation method with the mechanical quadra-
ture rules for solving a system of SIDE. The equations are defined on an arbitrary
smooth closed contour. The convergence of these method was proved in classical
Hölder spaces. A numerical example illustrates the performance of the collocation
with the mechanical quadrature rules.
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