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#### Abstract

In this paper we introduce models of short wave-long wave interactions in the relativistic setting. In this context the nonlinear Schrödinger equation is no longer adequate for describing short waves and is replaced by a nonlinear Dirac equation. Two specific examples are considered: the case where the long waves are governed by a scalar conservation law; and the case where the long waves are governed by the augmented Born-Infeld equations in electromagnetism.
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## 1 Introduction

In [3], Benney proposed a general theory describing interactions between short waves and long waves, in the classical non-relativistic context. More specifically, in Benney's model short waves are described by a non-linear Schrödinger equation. As for the long waves, in [3] two examples are given: a linear transport

[^0]equation, and the Burgers equation, namely, with some simplifications, these examples are
\[

$$
\begin{aligned}
i u_{t}+u_{x x} & =|u|^{2} u+\alpha v u, \\
v_{t}+c_{1} v_{x} & =\left(\alpha|u|^{2}\right)_{x^{\prime}}
\end{aligned}
$$
\]

and

$$
\begin{aligned}
& i u_{t}+u_{x x}=|u|^{2} u+\alpha v u \\
& v_{t}+\left(\frac{v^{2}}{2}\right)_{x}=\left(\alpha|u|^{2}\right)_{x^{\prime}}
\end{aligned}
$$

where $\alpha>0$ is a constant. We recall, among works dedicated to the study of this original model in [3], that the well-posedness for the linear case was addressed in [31], while the case of the Burgers equation with dispersion, that is, the KdV equation, was addressed in [2]. In [11], global existence for the Burgers flux with a cubic perturbation, $a v^{2}-b v^{3}, b>0$, was obtained. We denote the coupling prescribed in [3] by $\binom{v u}{|u|^{2}}$. An important improvement in the model set forth in [3] was achieved in [12] where the coupling, in the case where long waves are described by scalar conservation laws, was prescribed as $\binom{g(v) u}{g^{\prime}(v)|u|^{2}}$, where supp $g^{\prime}$ may be suitably chosen so as to guarantee the preservation of the physical domain. Moreover, the improvement proposed in [12] also enabled the study of interactions with long waves governed by systems of conservation laws such as elasticity, electromagnetism, symmetric systems, etc. It also opened the way for the study of interactions with compressible fluids in [13], followed by extensions to heat conductive fluids and magnetohydrodynamics equations (see, e.g., $[15-18,24]$ ). An important feature in the latter references for interactions with fluids is that the nonlinear Schrödinger equation governing the short waves is based on the Lagrangian coordinates of the fluid. Also, the coupling in these works on interactions involving fluids has the form $\binom{g(v) h^{\prime}\left(|u|^{2}\right) u}{g^{\prime}(v) h\left(|u|^{2}\right)}$, with supp $h^{\prime}$ compact in $[0, \infty)$.

In the relativistic context, the short waves can no longer be described by a nonlinear Schrödinger equation since this type of equation yields infinite speed of propagation, which violates the relativity principle that no signal can propagate with speed higher than the speed of light. The natural substitute for the Schrödinger equation is the Dirac equation proposed by Dirac [14] in search of compatibility between relativity and quantum theories. On the other hand as a replacement for the nonlinear cubic Schrödiger equation there are different models
of the nonlinear cubic Dirac equation (see, e.g., $[1,5-7,9,21,30]$ ). Here we will be concerned with the Thirring model proposed by Thirring in [30] whose mathematical study has been considered in several papers (see, e.g., [5,9,10,21]). More specifically, here we only consider the zero mass case.

For instance, in the relativistic context, using the massless Thirring model, the simplest case of the transport equation found in [3] and recalled as the first system above would be recast as

$$
\begin{align*}
& \mathfrak{u}_{t}=\mathfrak{a u}_{x}-i(\lambda U+\alpha v) \mathfrak{u}, \\
& v_{t}+c_{1} v_{x}=\left(\alpha|\mathfrak{u}|^{2}\right)_{x^{\prime}}  \tag{1.1}\\
& U=\mathfrak{u}^{\dagger} \mathfrak{u}-\mathfrak{u}^{\dagger} \mathfrak{a u a}, \tag{1.2}
\end{align*}
$$

where, as usual for Dirac equations, $\mathfrak{u} \in \mathbb{C}^{2}$ and $\mathfrak{a}$ is a $2 \times 2$ complex matrix satisfying $\mathfrak{a}^{*}:=\overline{\mathfrak{a}}^{\top}=\mathfrak{a}$ and $\mathfrak{a}^{2}=I$. Here, $\alpha>0, \lambda \in \mathbb{R}$ and $U$ is the Thirring quadratic matrix valued functional, where $\dagger$ means the conjugate transpose, i.e., if

$$
\mathfrak{u}=\binom{u_{1}}{u_{2}} \in \mathbb{C}^{2},
$$

then $\mathfrak{u}^{\dagger}=\left(\bar{u}_{1}, \bar{u}_{2}\right)$, in particular, $\mathfrak{u}^{\dagger} \mathfrak{u}=|\mathfrak{u}|^{2}=\left(\Re u_{1}\right)^{2}+\left(\Im u_{1}\right)^{2}+\left(\Re u_{2}\right)^{2}+\left(\Im u_{2}\right)^{2}$. The justification of this type of model follows from the justification for the corresponding model in the non-relativistic case in [3].

In this connection, we recall that Dias and Figueira in [10] established an important property of the solution of a simplified version of the massless Thirring model (with $U=|\mathfrak{u}|^{2}$ ), which is the fact that $|\mathfrak{u}|^{2}$ solves the wave equation (see also [23]). Here we extend this property to a general massless Thirring model (with $U$ as in (2.1)) with any real-valued potential $V(t, x)$, in particular, that is, a nonlinear Dirac equation of the form

$$
\begin{equation*}
\mathfrak{u}_{t}=\mathfrak{a} \mathfrak{u}_{x}-i(\lambda U+V) \mathfrak{u} \tag{1.3}
\end{equation*}
$$

with $V=V(t, x)$ any real-valued function, possibly depending on $\mathfrak{u}$. Not only $|\mathfrak{u}|^{2}$ satisfies the wave equation, but this is true also for ( $\left.\mathfrak{u}^{\dagger} \mathfrak{a u}\right)$. This observation by itself trivializes the solution of the Cauchy problem for (1.1). We will prove this general property in Section 2.

In Sections 3 and 4 of this paper, we apply the result in Section 2 to two examples of models for relativistic short wave-long wave interactions, for two different types of long waves propagation. The first application, discussed in Section 3, is the case of a scalar conservation law in the relativistic context such as the one introduced by LeFloch, Makhlof and Okutmustur in [22] (see also [20]). In this case
the system modeling the short wave-long wave interactions has the form

$$
\begin{aligned}
& \mathfrak{u}_{t}=\mathfrak{a u}_{x}-i(\lambda U+g(v)) \mathfrak{u}, \\
& v_{t}+f(t, v)_{x}+h(t, v)=\alpha\left(g^{\prime}(v)|\mathfrak{u}|^{2}\right)_{x^{\prime}}
\end{aligned}
$$

whose details will be explained in Section 3.
The second application, discussed in Section 4, is provided by the augmented Born-Infeld (ABI) equations, introduced by Brenier in [4], in electromagnetism. This is a linearly degenerate $8 \times 8$ system which shares some features with compressible fluid equations. More specifically, the two first equations of the system form themselves a closed system independent from the other remaining 6 variables and has the same structure of the equations for the so called Chapligyn gas (see, e.g., [27]). From this similarity with compressible gas dynamics, it is natural that the model for the referred interactions should be based on the Lagrangian coordinates of the ABI system. The system modeling the short wave-long wave interactions then reduces to the following, whose details are explained in Section 4:

$$
\begin{aligned}
& \mathfrak{u}_{t}=\mathfrak{a u _ { y }}-i\left(\lambda U+\alpha_{1} g_{1}(\theta)+\alpha_{2} g_{2}(\zeta)\right) \mathfrak{u}, \\
& \theta_{t}-Z \theta_{y}=\alpha_{1}\left(g_{1}^{\prime}(\theta)|\mathfrak{u}|^{2}\right)_{y^{\prime}} \\
& \zeta_{t}+Z \zeta_{y}=\alpha_{2}\left(g_{2}^{\prime}(\zeta)|\mathfrak{u}|^{2}\right)_{y^{\prime}} .
\end{aligned}
$$

We would like to remark here that an important property of the models of relativistic short wave-long wave interactions discussed in Sections 3 and 4 is their stability in the sense that if we have a sequence of weak solutions bounded in the natural norms, that is, $L^{2}$ for $\mathfrak{u}$ and $L^{\infty}$ for the long waves, described by $v$ in the first case and by $(\theta, \zeta)$ in the second, then any weak limit of this sequence is also a weak solution of the corresponding system. This is a trivial consequence of the way we obtain the weak solutions and the entropy inequalities they satisfy. We state and prove this stability property in our main theorems in Sections 3 and 4.

## 2 The main property of the massless Thirring model

In this section we state and prove the main property of the massless Thirring model for the purposes of this paper, which extends the corresponding fact proved in [10] for the homogeneous simplified version of the Thirring model.

Consider the equation

$$
\begin{equation*}
\mathfrak{u}_{t}-\mathfrak{a} \mathfrak{u}_{x}=-i A(t, x) \mathfrak{u}, \tag{2.1}
\end{equation*}
$$

where $\mathfrak{u} \in \mathbb{C}^{2}, \mathfrak{a}$ is a $2 \times 2$ complex matrix satisfying $\mathfrak{a}^{*}:=(\overline{\mathfrak{a}})^{\top}=\mathfrak{a}$, $\mathfrak{a}^{2}=I$, and $A$ is a $2 \times 2$ complex matrix satisfying $A^{*}=A, \mathfrak{a} A=A \mathfrak{a}$. An example of $A$ satisfying these conditions comes from the massless Thirring model with $A=\lambda U+V$, where $U$ is as in (1.2) and $V$ is any real-valued function.

Theorem 2.1. Under the above conditions both $w=|\mathfrak{u}|^{2}$ and $w=\mathfrak{u}^{\dagger} \mathfrak{a u}$ satisfy the wave equation

$$
\begin{equation*}
w_{t t}-w_{x x}=0 \tag{2.2}
\end{equation*}
$$

Proof. Then, multiplying (2.1) by $\mathfrak{u}^{\dagger}$ to the left

$$
\mathfrak{u}^{\dagger} u_{t}-\mathfrak{u}^{\dagger} \mathfrak{a} \mathfrak{u}_{x}=-i \mathfrak{u}^{\dagger} A(t, x) \mathfrak{u},
$$

applying t to the last equation

$$
\mathfrak{u}_{t}^{\dagger} \mathfrak{u}-\mathfrak{u}_{x}^{\dagger} \mathfrak{a u}=i \mathfrak{u}^{\dagger} A(t, x) \mathfrak{u},
$$

adding the last two gives

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{x}=0 \tag{2.3}
\end{equation*}
$$

Differentiating the last equation by $t$, it follows

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{t x}=0 . \tag{2.4}
\end{equation*}
$$

Similarly, multiplying (2.1) by $\mathfrak{u}^{\dagger} \mathfrak{a}$, it follows

$$
\mathfrak{u}^{\dagger} \mathfrak{a} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{u}_{x}=-i \mathfrak{u}^{\dagger} \mathfrak{a} A(t, x) \mathfrak{u},
$$

applying $\dagger$ to the last equation

$$
u_{t}^{\dagger} \mathfrak{a u}-\mathfrak{u}_{x}^{\dagger} \mathfrak{u}=i \mathfrak{u}^{\dagger} A(t, x) \mathfrak{a u},
$$

adding the last two gives

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{x}=0 . \tag{2.5}
\end{equation*}
$$

Differentiating the last equation by $x$, it follows

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{x t}-\left(|\mathfrak{u}|^{2}\right)_{x x}=0 . \tag{2.6}
\end{equation*}
$$

From (2.4) and (2.6) it follows

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(|\mathfrak{u}|^{2}\right)_{x x}=0 \tag{2.7}
\end{equation*}
$$

Similarly, differentiating (2.3) with respect to $x$, (2.5) with respect to $t$ and adding the resulting equations we arrive at

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{t t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)_{x x}=0, \tag{2.8}
\end{equation*}
$$

which proves the assertion for $\mathfrak{u}^{\dagger} \mathfrak{a u}$ and concludes the proof.
Remark 2.1. Solving the wave equation, taking into account (2.3), we obtain

$$
\begin{align*}
|\mathfrak{u}|^{2}(t, x)= & \frac{1}{2}\left[|\mathfrak{u}(0, x+t)|^{2}+\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)(0, x+t)\right] \\
& +\frac{1}{2}\left[|\mathfrak{u}(0, x-t)|^{2}-\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)(0, x-t)\right] . \tag{2.9}
\end{align*}
$$

This formula shows that $|\mathfrak{u}(t, x)|^{2} \geq 0$, for all $t>0$, as it should be, where we have used the fact that $|\mathfrak{a u}|=|\mathfrak{u}|$, and so $\left|\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)\right| \leq|\mathfrak{u}|^{2}$. Moreover, if

$$
\begin{equation*}
|\mathfrak{u}(0, x)|^{2}+\left(\mathfrak{u}^{\dagger} \mathfrak{a} \mathfrak{u}\right)(0, x)>0 \quad \text { for all } \quad x \in \mathbb{R} \tag{2.10}
\end{equation*}
$$

then $|\mathfrak{u}(t, x)|^{2}>0$, for all $t>0$. For instance, for

$$
\mathfrak{a}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

as in [5,21], if $\mathfrak{u}=\left(u_{1}, u_{2}\right)$, then condition (2.10) is true if $\left|u_{1}(0, x)\right|^{2}>0$. Similarly, using (2.5), we arrive at the formula

$$
\begin{align*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)(t, x)= & \frac{1}{2}\left[|\mathfrak{u}(0, x+t)|^{2}+\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)(0, x+t)\right] \\
& -\frac{1}{2}\left[|\mathfrak{u}(0, x-t)|^{2}-\left(\mathfrak{u}^{\dagger} \mathfrak{a u}\right)(0, x-t)\right] . \tag{2.11}
\end{align*}
$$

Remark 2.2. By the previous remark, in particular the formula (2.9), the solution of the initial value problem for (1.1) is trivial, as follows. We first solve the linear transport equation for $v$, with $|\mathfrak{u}|^{2}$ as a given right-hand side, obtained from (2.9). Then, having found $v(t, x)$, we solve the equation for $\mathfrak{u}$, using the fact that (2.9) and (2.11) determine $U$ everywhere, and so we can obtain $\mathfrak{u}$ by using the unitary group associated with the skew-adjoint operator $\mathfrak{a} \partial_{x}$, with domain $H^{1}(\mathbb{R})$, $S(t)=\exp \left(\mathfrak{a} \frac{\partial}{\partial x}\right) t$, and solving the Duhamel's equation by a standard fixed point argument in $C\left([0, \infty) ; L^{2}(\mathbb{R})\right)$. We will give a bit more details about the solution of the equation for $\mathfrak{u}$ in the next section.

We take this opportunity to state and prove an extension of the above result to massless Dirac equations in three space dimensions as follows. Let us consider the equation

$$
\begin{equation*}
\mathfrak{u}_{t}-\mathfrak{a}_{1} \mathfrak{u}_{x}-\mathfrak{a}_{2} \mathfrak{u}_{y}-\mathfrak{a}_{3} \mathfrak{u}_{z}=-i B(t, x, y, z) \mathfrak{u}, \tag{2.12}
\end{equation*}
$$

where $\mathfrak{u}=\mathfrak{u}(t, x) \in \mathbb{C}^{4}, \mathfrak{a}_{i}, i=1,2,3$, are $4 \times 4$ complex matrices satisfying $\mathfrak{a}_{i}^{*}=\mathfrak{a}_{i}, \mathfrak{a}_{i}^{2}=I$, $\mathfrak{a}_{i} \mathfrak{a}_{j}=-\mathfrak{a}_{j} \mathfrak{a}_{i}, i \neq j, i, j=1,2,3$, and $B(t, x, y, z)$ is a $4 \times 4$ complex matrix such that $B^{*}=B$ and $\mathfrak{a}_{i} B=B \mathfrak{a}_{i}, i=1,2,3$. Equations such as (2.12) were proposed by R.T. Glassey, as cited by Strauss in [28, p.245], where $B=\lambda|\mathfrak{u}|^{p-1} I, p>1, \lambda \in \mathbb{R}$, and $I$ is the $4 \times 4$ identity matrix. Also, (2.12) includes a $1+3$-dimensional extension of the massless Thirring model, where $B(t, x, y, z)=\lambda \bar{U}+V(t, x, y, z)$ with $\bar{U}=\mathfrak{u}^{\dagger} \mathfrak{u}-\mathfrak{u}^{\dagger} \mathfrak{b u b}$ such that

$$
\mathfrak{b}=i \mathfrak{a}_{1} \mathfrak{a}_{2} \mathfrak{a}_{3},
$$

and $V$ is a real-valued function.
Theorem 2.2. Let $\mathfrak{u}$ be a smooth solution of (2.12) and let $\mathfrak{a}_{i}, i=1,2,3$, satisfy the above properties. Then, both $w=|\mathfrak{u}|^{2}$ and $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$ satisfy

$$
\begin{equation*}
w_{t t}-w_{x x}-w_{y y}-w_{z z}=0 \tag{2.13}
\end{equation*}
$$

Proof. Multiplying (2.12) by $\mathfrak{u}^{\dagger}$ to the left

$$
\mathfrak{u}^{\dagger} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}_{x}-\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}_{y}-\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}_{z}=-\mathfrak{i} \mathfrak{u}^{\dagger} B(t, x, y, z) \mathfrak{u},
$$

applying $\dagger$ to the last equation

$$
\mathfrak{u}_{t}^{\dagger} \mathfrak{u}-\mathfrak{u}_{x}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{y}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}-\mathfrak{u}_{z}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}=i \mathfrak{u}^{\dagger} B(t, x, y, z) \mathfrak{u}
$$

adding the last two gives

$$
\left(|\mathfrak{u}|^{2}\right)_{t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{x}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{y}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{z}=0
$$

Differentiating the last equation by $t$, it follows

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{t x}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{t y}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{t z}=0 \tag{2.14}
\end{equation*}
$$

Similarly, multiplying (2.12) by $u^{\dagger} \mathfrak{a}_{1}$, it follows

$$
\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{u}_{x}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{a}_{2} \mathfrak{u}_{y}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{a}_{3} \mathfrak{u}_{z}=-i u^{\dagger} B(t, x, y, z) \mathfrak{a}_{1} u,
$$

applying $\dagger$ to the last equation

$$
\mathfrak{u}_{t}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{x}^{\dagger} \mathfrak{u}-\mathfrak{u}_{y}^{\dagger} \mathfrak{a}_{2} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{z}^{\dagger} \mathfrak{a}_{3} \mathfrak{a}_{1} \mathfrak{u}=i \mathfrak{u}^{\dagger} B(t, x, y, z) \mathfrak{a}_{1} \mathfrak{u},
$$

adding the last two gives

$$
\begin{equation*}
\left(\mathfrak{u}^{+} \mathfrak{a}_{1} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{x}=0 . \tag{2.15}
\end{equation*}
$$

Similarly, we get

$$
\begin{align*}
& \left(\mathfrak{u}^{+} \mathfrak{a}_{2} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{y}=0,  \tag{2.16}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{z}=0 . \tag{2.17}
\end{align*}
$$

Differentiating (2.15) by $x$, (2.16) by $y$ and (2.17) by $z$ there follow, respectively,

$$
\begin{align*}
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{x t}-\left(|\mathfrak{u}|^{2}\right)_{x x}=0,  \tag{2.18}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{y t}-\left(|\mathfrak{u}|^{2}\right)_{y y}=0,  \tag{2.19}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{z t}-\left(|\mathfrak{u}|^{2}\right)_{z z}=0 . \tag{2.20}
\end{align*}
$$

Adding (2.14), (2.18)-(2.20), it follows

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(|\mathfrak{u}|^{2}\right)_{x x}-\left(|\mathfrak{u}|^{2}\right)_{y y}-\left(|\mathfrak{u}|^{2}\right)_{z z}=0, \tag{2.21}
\end{equation*}
$$

which proves the assertion for $w=|\mathfrak{u}|^{2}$. To prove the assertion for $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$, we first multiply (2.12) by $\mathfrak{u}^{\dagger} \mathfrak{b}$ on the left to obtain

$$
\begin{equation*}
\mathfrak{u}^{\dagger} \mathfrak{b u} \mathfrak{u}_{t}+\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{x}+\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{2} \mathfrak{u}_{y}+\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{u}_{z}=-i \mathfrak{u}^{\dagger} B \mathfrak{b u} . \tag{2.22}
\end{equation*}
$$

We then apply $\dagger$ to (2.22) and add the resulting equation to (2.22) to obtain

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{t}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{u}_{1} \mathfrak{u}\right)_{x}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a _ { 2 }} \mathfrak{u}\right)_{y}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{u}\right)_{z}=0 . \tag{2.23}
\end{equation*}
$$

Differentiating (2.23) by $t$ we obtain

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{t t}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1} \mathfrak{u}\right)_{t x}+\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{2} \mathfrak{u}\right)_{t y}+\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{3} \mathfrak{u}\right)_{t z}=0 . \tag{2.24}
\end{equation*}
$$

Now we multiply (2.12) by $\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1}$ to get

We then apply $\dagger$ to (2.25) and add the resulting equation to (2.25) to obtain

$$
\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1} \mathfrak{u}\right)_{t}+\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{x}=0,
$$

which differentiating with respect to $x$ gives

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{u}_{1} \mathfrak{u}\right)_{t x}+\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{x x}=0 . \tag{2.26}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{align*}
& \left(\mathfrak{u}^{\dagger} \mathfrak{b a _ { 2 } \mathfrak { u } ) _ { t y } + ( \mathfrak { u } ^ { \dagger } \mathfrak { b u } ) _ { y y } = 0 ,}\right.  \tag{2.27}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{b a _ { 3 }} \mathfrak{u}\right)_{t z}+\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{z z}=0 . \tag{2.28}
\end{align*}
$$

Adding (2.24), (2.26)-(2.28) we then obtain (2.13) for $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$, which concludes the proof.

## 3 Application to relativistic scalar conservation laws

In this section we consider the interaction between short waves governed by a nonlinear massless Dirac equation and long waves governed by a scalar conservation law in the relativistic context such as the one proposed in [22] (see also [20]). We consider the following system describing this interaction:

$$
\begin{align*}
& \mathfrak{u}_{t}=\mathfrak{a} \mathfrak{u}_{x}-i(\lambda U+\alpha g(v)) \mathfrak{u},  \tag{3.1}\\
& v_{t}+\partial_{x} f(t, v)+h(t, v)=\alpha\left(g^{\prime}(v)|\mathfrak{u}|^{2}\right)_{x^{\prime}} \tag{3.2}
\end{align*}
$$

where

$$
\mathfrak{u}=\binom{u_{1}}{u_{2}} \in \mathbb{C}^{2},
$$

$\mathfrak{a}$ is a $2 \times 2$ complex matrix satisfying $\mathfrak{a}^{+}:=\overline{\mathfrak{a}}^{T}=\mathfrak{a}, \mathfrak{a}^{2}=I, \lambda \in \mathbb{R}, \alpha>0$ are constants and $U$ is given in (2.1). We assume that $f, h \in C^{2}([0, \infty) \times \mathbb{R})$, with $\left|f_{v}(t, v)\right| \leq|v|$, and $h\left(t, \pm c_{0}\right)=0, \pm h_{v}\left(t, \pm c_{0}\right)<0$, respectively, where $c_{0}$ is the speed of light, for all $t \geq 0$.

In [20] one has

$$
f(t, v)=\frac{1}{2 a} v^{2}, \quad h(t, v)=\frac{\dot{a}}{a} v\left(1-\frac{v^{2}}{c_{0}^{2}}\right),
$$

where $a \in C^{2}([0, \infty)), a(t) \geq 1, \dot{a}(t)>0$, for all $t \geq 0,0<\delta_{1} \leq \frac{\dot{a}}{a} \leq L_{0}$, and $c_{0}$ is the speed of light.

We prescribe initial conditions

$$
\begin{equation*}
\mathfrak{u}(0, x)=\mathfrak{u}_{0}(x), \quad v(0, x)=v_{0}(x), \quad x \in \mathbb{R}, \tag{3.3}
\end{equation*}
$$

and we assume that

$$
\begin{equation*}
\mathfrak{u}_{0} \in H^{1}(\mathbb{R}), \quad v_{0} \in L^{\infty}(\mathbb{R}) \cap L^{1}(\mathbb{R}) \tag{3.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|v_{0}\right\|_{\infty}<c_{0} . \tag{3.5}
\end{equation*}
$$

As to the function $g$ we assume that $g \in C^{3}(\mathbb{R})$ and supp $g^{\prime} \subset(-M, M)$, with $0<$ $M<c_{0}$, satisfying

$$
\begin{equation*}
\left|\left\{v \in \mathbb{R}: f_{v v}(t, v)-k g^{\prime \prime \prime}(v)=0\right\}\right|=0, \quad \forall k, t \geq 0, \tag{3.6}
\end{equation*}
$$

where $|\{\cdots\}|$ denotes the one-dimensional Lebesgue measure of the set $\{\cdots\}$.
Observe that from (2.9) and (3.4) it follows that $|\mathfrak{u}|^{2} \in H^{1}((0, T) \times \mathbb{R})$, for all $T>0$.

Definition 3.1. For all $T>0$, we say that

$$
(\mathfrak{u}, v) \in L^{2}\left((0, T) \times \mathbb{R} ; \mathbb{C}^{2}\right) \times\left(L^{1} \cap L^{\infty}\right)((0, T) \times \mathbb{R})
$$

is a weak solution of the problem (3.1)-(3.3) in $(0, T) \times \mathbb{R}$ if for all $\varphi \in C_{c}^{\infty}((-\infty, T) \times \mathbb{R})$ the following holds

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}} \mathfrak{u} \varphi_{t}-\mathfrak{a u} \varphi_{x}-i(\lambda U+\alpha g(v)) \mathfrak{u} \varphi d x d t+\int_{\mathbb{R}} \mathfrak{u}_{0} \varphi(0) d x=0 \\
& \int_{0}^{T} \int_{\mathbb{R}} v \varphi_{t}+\left(f(t, v)-\alpha g^{\prime}(v)|\mathfrak{u}|^{2}\right) \varphi_{x}+h(t, v) \varphi d x d t+\int_{\mathbb{R}} v_{0} \varphi(0) d x=0 \tag{3.7}
\end{align*}
$$

Moreover, for any convex $\eta \in C^{2}(\mathbb{R})$, we must have

$$
\begin{align*}
& \eta(v)_{t}+\left(\int_{0}^{v} f_{v}(t, \xi) \eta^{\prime}(\xi) d \xi-\alpha|\mathfrak{u}|^{2} \int_{0}^{v} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi\right)_{x}+h(t, v) \eta^{\prime}(v) \\
\leq & \alpha\left(\eta^{\prime}(v) g^{\prime}(v)-\int_{0}^{v} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{x} \tag{3.8}
\end{align*}
$$

in the sense of distributions in $(0, T) \times \mathbb{R}$.
We next state our existence result for the initial value problem (3.1)-(3.3).
Theorem 3.1. For all $T>0$, there exists a weak solution of the initial value problem (3.1)(3.3) in $(0, T) \times \mathbb{R}$. Furthermore, if $\left(\mathfrak{u}^{n}, v^{n}\right)$ is a sequence of such weak solutions of the system (3.1)-(3.3) with initial data $\left(\mathfrak{u}_{0}^{n}, v_{0}^{n}\right)$ uniformly bounded in $H^{1}(\mathbb{R}) \times\left(L^{1} \cap L^{\infty}\right)(\mathbb{R})$, converging in the sense of distributions to $\left(\mathfrak{u}_{0}, v_{0}\right) \in H^{1}(\mathbb{R}) \times\left(L^{1} \cap L^{\infty}\right)(\mathbb{R})$ then, by passing to a subsequence if necessary, $\left(\mathfrak{u}^{n}, v^{n}\right)$ converges in the sense of distributions to a weak solution of (3.1)-(3.3).

Proof. By (2.9) we see that (3.2) essentially decouples from (3.1). Therefore we can first solve (3.2) and then plug the solution of (3.2) into (3.1). Further, since $U$ is also determined by the $\mathfrak{u}_{0}$, by Theorem 2.1, we see that once we have the solution of (3.2), the solution of (3.1) is immediate. We can use the vanishing viscosity method to solve (3.2). More specifically, we approximate the solution of (3.2) by solving the problem

$$
\begin{align*}
& v_{t}+\partial_{x} f(t, v)+h^{\varepsilon}(t, v)=\left(g^{\prime}(v)|\mathfrak{u}|^{2}\right)_{x}+\varepsilon v_{x x}  \tag{3.9}\\
& v(0, x)=v_{0}^{\varepsilon}(x) \tag{3.10}
\end{align*}
$$

where $h^{\varepsilon}(t, v)=h(t,(1-\varepsilon) v), v_{0}^{\varepsilon}=v_{0} * \rho_{\varepsilon}$, where $\rho_{\varepsilon}$ is a standard mollifying kernel, for $0<\varepsilon \ll 1$ such that $\pm h\left(t, \pm(1-\varepsilon) c_{0}\right)>0$, respectively, which is possible by the hypotheses on $h$. Also, because of the assumption on $\operatorname{supp} g^{\prime}$, we can apply a standard maximum principle argument to deduce that the solution $v^{\varepsilon}$ of (3.9)(3.10) satisfies

$$
\begin{equation*}
\left|v^{\varepsilon}(t, x)\right| \leq c_{0} \quad \text { for all } \quad(t, x) \in(0, \infty) \times \mathbb{R} \tag{3.11}
\end{equation*}
$$

Using this a priori estimate, the solution of (3.9)-(3.10) follows easily by a standard fixed point argument as explained in several text books, e.g., in [19, Chapter 3] (see also [8]).

Given $\eta \in C^{2}(\mathbb{R})$ convex, multiplying (3.9) by $\eta^{\prime}$ and making trivial rearrangements we obtain

$$
\begin{align*}
& \eta\left(v^{\varepsilon}\right)_{t}+\left(\int_{0}^{v^{\varepsilon}(t, x)} f_{v}(t, \xi) \eta^{\prime}(\xi) d \xi-\alpha|\mathfrak{u}|^{2} \int_{0}^{v^{\varepsilon}(t, x)} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi\right)_{x}  \tag{3.12}\\
& \quad+h^{\varepsilon}\left(t, v^{\varepsilon}\right) \eta^{\prime}\left(v^{\varepsilon}\right) \\
= & \varepsilon\left(\eta\left(v^{\varepsilon}\right)\right)_{x x}-\varepsilon \eta^{\prime \prime}\left(v^{\varepsilon}\right)\left|v_{x}^{\varepsilon}\right|^{2}+\alpha\left(\eta^{\prime}\left(v^{\varepsilon}\right) g^{\prime}\left(v^{\varepsilon}\right)-\int_{0}^{v^{\varepsilon}(t, x)} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{x} .
\end{align*}
$$

Taking a strictly convex $\eta$, for instance, $\eta(v)=\frac{1}{2} v^{2}$, using the uniform boundedness (3.9) of $v^{\varepsilon}$ and the fact that $\left(|\mathfrak{u}|^{2}\right)_{x} \in L^{2}((0, T) \times \mathbb{R})$, for any $T>0$, integrating (3.12) on $(0, t) \times \mathbb{R}$, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}}\left(v^{\varepsilon}(t)\right)^{2} d x+\int_{(0, t) \times \mathbb{R}}{ }^{\varepsilon}\left|v_{x}^{\varepsilon}\right|^{2} d x d t \\
\leq & \int_{\mathbb{R}}\left(v_{0}^{\varepsilon}\right)^{2} d x+\int_{(0, t) \times \mathbb{R}}\left(|\mathfrak{u}|^{2}\right)_{x}^{2} d x d t+C \int_{(0, t) \times \mathbb{R}}\left|v^{\varepsilon}\right|^{2} d x d t \tag{3.13}
\end{align*}
$$

which, by using Gronwall's inequality, gives the uniform boundedness of $v^{\varepsilon}$ in $L^{\infty}\left((0, T) ; L^{2}(\mathbb{R})\right)$, for all $T>0$, and also

$$
\begin{equation*}
\left.\int_{(0, T) \times \mathbb{R}} \varepsilon v_{x}^{\varepsilon}\right|^{2} d x d t \leq C(T) \tag{3.14}
\end{equation*}
$$

with $C(T)>0$ independent of $\varepsilon$. Let us denote

$$
q_{\eta}\left(t, v^{\varepsilon} ;|\mathfrak{u}|^{2}\right):=\int_{0}^{v^{\varepsilon}(t, x)} f_{v}(t, \xi) \eta^{\prime}(\xi) d \xi-\alpha|\mathfrak{u}|^{2} \int_{0}^{v^{\varepsilon}(t, x)} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi .
$$

From (3.14), it follows in a by now standard way that, for all $\eta \in C^{2}(\mathbb{R})$,

$$
\eta\left(v^{\varepsilon}\right)_{t}+\partial_{x} q_{\eta}\left(t, v^{\varepsilon} ;|\mathfrak{u}|^{2}\right) \quad \text { belongs to a compact in } W_{\text {loc }}^{-1,2}((0, T) \times \mathbb{R}) .
$$

Applying Tartar's compensated compactness argument in [29], using the nondegeneracy condition (3.6), we obtain the convergence in $L_{\text {loc }}^{1}((0, \infty) \times \mathbb{R})$ of a subsequence of $v^{\varepsilon}$, also denoted $v^{\varepsilon}$, to a function $v \in\left(L^{1} \cap L^{\infty}\right)((0, T) \times \mathbb{R})$, for all $T>0$. The latter then clearly satisfies the second integral equation in (3.7) and (3.8).

We then use the obtained limit function $v$ in (3.1) and also the fact that $U$ is determined by the initial data $\mathfrak{u}_{0}$, by Theorem 2.1. We find a weak solution $\mathfrak{u}$ of (3.1), using Duhamel's principle, by solving the integral equation

$$
\begin{equation*}
\mathfrak{u}(t)=S\left(t-t_{0}\right) \mathfrak{u}\left(t_{0}\right)-\int_{t_{0}}^{t} S(t-s) i(\lambda U(s)+\alpha g(v(s))) \mathfrak{u}(s) d s \tag{3.15}
\end{equation*}
$$

where $S(t)$ is the unitary group generated by $\mathfrak{a} \frac{\partial}{\partial x}$, which is a skew-adjoint operator with domain $H^{1}(\mathbb{R})$, that is, $S(t)=\exp \left(\mathfrak{a} \frac{\partial}{\partial x}\right) t$. Using the fact that $(\lambda U(s)+$ $\alpha g(v(s))) \in L^{\infty}((0, \infty) \times \mathbb{R})$, we easily obtain a solution of (3.15) in $C\left(\left[0, T_{0}\right] ; L^{2}(\mathbb{R})\right)$, with $t_{0}=0$, by a fixed point argument, for $T_{0}>0$ small enough, whose smallness depends only on $\|(\lambda U+\alpha g(v))\|_{\infty}$. We then extend the solution using the same argument, for $t_{0}=T_{0}, 2 T_{0}, 3 T_{0}, \cdots$. By the semigroup property we then obtain a solution $\mathfrak{u} \in C\left([0, \infty) ; L^{2}(\mathbb{R})\right)$ to

$$
\begin{equation*}
\mathfrak{u}(t)=S(t) \mathfrak{u}_{0}-\int_{0}^{t} S(t-s) i(\lambda U(s)+\alpha g(v(s))) \mathfrak{u}(s) d s \tag{3.16}
\end{equation*}
$$

for all $t>0$. It is then standard to check that this solution of (3.16) satisfies the first integral equation in (3.7).

The second part of the statement follows by noticing that, under the assumptions in the statement, it follows that $\left(\left|\mathfrak{u}^{n}\right|^{2}\right)$, passing to a subsequence if necessary, converges in $L^{2}((0, T) \times \mathbb{R})$, $v^{n}$ is bounded in $\left(L^{1} \cap L^{\infty}\right)((0, T) \times \mathbb{R})$, and the fact that the inequalities obtained from (3.8) applied to ( $\mathfrak{u}^{n}, v^{n}$ ) imply, in a by now standard way, using the compactness of the embedding $\mathcal{M}_{\text {loc }}((0, T) \times \mathbb{R}) \Subset$ $W_{\text {loc }}^{-1, p}((0, T) \times \mathbb{R})$, for some $1<p<2$, where $\mathcal{M}_{\text {loc }}((0, T) \times \mathbb{R})$ is the space of measures of locally finite variation, and interpolation between $W_{\mathrm{loc}}^{-1, p}((0, T) \times \mathbb{R})$ and
$W^{-1, \infty}((0, T) \times \mathbb{R})$ (see, e.g., [25]), that

$$
\eta\left(v^{n}\right)_{t}+\partial_{x} q_{\eta}\left(t, v^{n} ;\left|\mathfrak{u}^{n}\right|^{2}\right) \in \text { compact in } W_{\mathrm{loc}}^{-1,2}((0, T) \times \mathbb{R}) .
$$

Therefore, we can apply again Tartar's compensated compactness arguments in [29], and the final assertion follows.

## 4 Application to the augmented Born-Infeld equations

In this section we consider the interaction between short waves governed by a massless nonlinear Dirac equation with long waves governed by the augmented Born-Infeld (ABI) equations, an extension of the Born-Infeld equations introduced by Brenier in [4], the latter being a nonlinear version of the Maxwell equations of the electromagnetism.

The Born-Infeld equations (cf. [4], see also, e.g., [26]) are obtained from the energy density $h$ given by

$$
h=\sqrt{1+B^{2}+D^{2}+|B \times D|^{2}}
$$

where $|\cdot|$ denotes the Euclidean norm, $B$ and $D$ are fields in $\mathbb{R}^{3}$ related with the magnetic and electric fields, $H$ and $E$, respectively, by the expressions

$$
E=\frac{\partial h}{\partial D}=\frac{D+B \times P}{h}, \quad H=\frac{\partial h}{\partial B}=\frac{B-D \times P}{h},
$$

where

$$
P=D \times B
$$

is the Poynting vector. The BI equations are

$$
\begin{align*}
& \partial_{t} D+\nabla \times\left(\frac{-B+D \times P}{h}\right)=\partial_{t} B+\nabla \times\left(\frac{D+B \times P}{h}\right)=0,  \tag{4.1}\\
& \nabla \cdot D=\nabla \cdot B=0,
\end{align*}
$$

and the energy density satisfies the additional conservation law

$$
\begin{equation*}
\partial_{t} h+\nabla \cdot P=0 . \tag{4.2}
\end{equation*}
$$

As remarked in [4], $h$ is a strictly convex function of $B$ and $D$ only in a neighborhood of the origin, not in the large, and it is not clear that the BI equations
are hyperbolic in the large. Nevertheless, clearly $h$ is a global convex function of $B, D$ and $P=B \times D$. Motivated by this observation, the following new evolution equation is obtained for $P$ in [4]:

$$
\begin{equation*}
\partial_{t} P+\nabla \cdot\left(\frac{P \otimes P-B \otimes B-D \otimes D}{h}\right)=\nabla\left(\frac{1}{h}\right) . \tag{4.3}
\end{equation*}
$$

The $10 \times 10$ system formed by Eqs. (4.1)-(4.3) is the so called augmented BornInfeld (ABI) system. The hyperbolicity of the ABI system is proven in [4], where it is shown that

$$
\begin{equation*}
S(D, B, P, h)=\frac{1+B^{2}+D^{2}+P^{2}}{2 h}, \quad h>0 \tag{4.4}
\end{equation*}
$$

is convex entropy for the ABI system. More specifically, smooth solutions of the ABI system also satisfy the additional conservation law

$$
\begin{equation*}
\partial_{t} S+\nabla \cdot \frac{S P}{h}=\nabla \cdot\left\{\frac{P=D \times B+(B \cdot P) B+(D \cdot P) D}{h^{2}}\right\} . \tag{4.5}
\end{equation*}
$$

Here, we are concerned with the plane waves of the ABI system, that is, solutions that, with respect to the space variable $x=\left(x_{1}, x_{2}, x_{3}\right)$, do not depend on $x_{2}, x_{3}$. Therefore, it follows for these solutions that

$$
\partial_{t} B_{1}=\partial_{t} D_{1}=0, \quad \partial_{1} B_{1}=\partial_{1} D_{1}=0,
$$

which immediately follows from (4.1), which implies that $B_{1}$ and $D_{1}$ are constant. Let us define the positive constant $Z$ such that $Z^{2}=1+B_{1}^{2}+D_{1}^{2}$. The $8 \times 8 \mathrm{ABI}$ system is as follows:

$$
\begin{align*}
& \partial_{t} h+\partial_{1} P_{1}=0,  \tag{4.6}\\
& \partial_{t} P_{1}+\partial_{1}\left(\frac{P_{1}^{2}-Z^{2}}{h}\right)=0,  \tag{4.7}\\
& \partial_{t} D_{2}+\partial_{1}\left(\frac{B_{3}+D_{2} P_{1}-D_{1} P_{2}}{h}\right)=0,  \tag{4.8}\\
& \partial_{t} D_{3}+\partial_{1}\left(\frac{-B_{2}+D_{3} P_{1}-D_{1} P_{2}}{h}\right)=0,  \tag{4.9}\\
& \partial_{t} B_{2}+\partial_{1}\left(\frac{-D_{3}+B_{2} P_{1}-D_{1} P_{3}}{h}\right)=0,  \tag{4.10}\\
& \partial_{t} B_{3}+\partial_{1}\left(\frac{D_{2}+B_{3} P_{1}-B_{1} P_{3}}{h}\right)=0, \tag{4.11}
\end{align*}
$$

$$
\begin{align*}
& \partial_{t} P_{2}+\partial_{1}\left(\frac{P_{1} P_{2}-D_{1} D_{2}-B_{1} B_{2}}{h}\right)=0,  \tag{4.12}\\
& \partial_{t} P_{3}+\partial_{1}\left(\frac{P_{1} P_{3}-D_{1} D_{3}-B_{1} B_{3}}{h}\right)=0 . \tag{4.13}
\end{align*}
$$

We first observe that (4.6) and (4.7) form a $2 \times 2$ system decoupled from the remaining 6 equations of the ABI system. In fact, (4.6)-(4.7) describes the evolution of an isentropic gas often called Chaplygin gas. It is a linearly degenerate system, which is also the case of the whole ABI system. Since we want to describe the interaction of the long waves governed by the ABI system with short waves governed by a nonlinear Dirac equation, and the latter must be formulated in the Lagrangian coordinates of the long waves, we pass system (4.6)-(4.13) to Lagrangian coordinates as follows. Let us denote

$$
\tau=\frac{1}{h}, \quad v=\frac{P_{1}}{h}, \quad \tilde{D}_{i}=\frac{D_{i}}{h}, \quad \tilde{B}_{i}=\frac{B_{i}}{h}, \quad \tilde{P}_{i}=\frac{P_{i}}{h}, \quad i=2,3 .
$$

We then get

$$
\begin{align*}
& \partial_{t} \tau-\partial_{y} v=0,  \tag{4.14}\\
& \partial_{t} v-\partial_{y}\left(Z^{2} \tau\right)=0,  \tag{4.15}\\
& \partial_{t} \tilde{D}_{2}+\partial_{y}\left(\tilde{B}_{3}-D_{1} \tilde{P}_{2}\right)=0,  \tag{4.16}\\
& \partial_{t} \tilde{D}_{3}-\partial_{y}\left(\tilde{B}_{2}+D_{1} \tilde{P}_{3}\right)=0,  \tag{4.17}\\
& \partial_{t} \tilde{B}_{2}-\partial_{y}\left(\tilde{D}_{3}+B_{1} \tilde{P}_{2}\right)=0,  \tag{4.18}\\
& \partial_{t} \tilde{B}_{3}+\partial_{y}\left(\tilde{D}_{2}-B_{1} \tilde{P}_{3}\right)=0,  \tag{4.19}\\
& \partial_{t} \tilde{P}_{2}-\partial_{y}\left(D_{1} \tilde{D}_{2}+B_{1} \tilde{B}_{2}\right)=0,  \tag{4.20}\\
& \partial_{t} \tilde{P}_{3}-\partial_{y}\left(D_{1} \tilde{D}_{3}+B_{1} \tilde{B}_{3}\right)=0 . \tag{4.21}
\end{align*}
$$

Hence, recalling that $D_{1}$ and $B_{1}$ are constants, we see that the plane waves of the ABI system are described by a linear hyperbolic system with constant coefficients in Lagrangian coordinates. Moreover, introducing the Riemann invariant variables $\theta=v+Z \tau$ and $\zeta=v-Z \tau$ Eqs. (4.14) and (4.15) may be replaced by

$$
\begin{align*}
& \partial_{t} \theta-Z \partial_{y} \theta=0,  \tag{4.22}\\
& \partial_{t} \zeta+Z \partial_{y} \zeta=0 . \tag{4.23}
\end{align*}
$$

The physical region is $h \geq 1$, which is equivalent to $\theta-\zeta \leq 2 Z$.
We propose to model the interaction of the electromagnetic waves governed by the ABI equations with short waves governed by a nonlinear Dirac equation
by the following system:

$$
\begin{align*}
& \mathfrak{u}_{t}=\mathfrak{a} \mathfrak{u}_{y}-i\left(\lambda U+\alpha_{1} g_{1}(\zeta)+\alpha_{2} g_{2}(\theta)\right) \mathfrak{u},  \tag{4.24}\\
& \theta_{t}-Z \theta_{y}=\alpha_{1}\left(g_{1}^{\prime}(\theta)|\mathfrak{u}|^{2}\right)_{y^{\prime}}  \tag{4.25}\\
& \zeta_{t}+Z \zeta_{y}=\alpha_{2}\left(g_{2}^{\prime}(\zeta)|\mathfrak{u}|^{2}\right)_{y^{\prime}} \tag{4.26}
\end{align*}
$$

where $U$ is as in (1.2), $g_{1}, g_{2} \in C^{3}(\mathbb{R})$ such that for certain $a \leq b \leq c+2 Z \leq d+2 Z$, $\operatorname{supp} g_{1}^{\prime} \subset[a, b], \operatorname{supp} g_{2}^{\prime} \subset[c, d]$.

Observe that in Lagrangian coordinates, the variables $\tilde{D}_{i}, \tilde{B}_{i}, \tilde{P}_{i}, i=2,3$, are not affected by the interactions with the short waves and keep being described by Eqs. (4.16)-(4.21). However, the corresponding variables in Eulerian coordinates, $D_{i}, B_{i}, P_{i}, i=2,3$, are also affected by those interactions. More specifically, let us define

$$
\begin{aligned}
& \gamma_{1}\left(h, P_{1}\right)=\frac{\alpha_{1}}{2 Z} g_{1}^{\prime}\left(\frac{P_{1}}{h}+\frac{Z}{h}\right)-\frac{\alpha_{2}}{2 Z} g_{2}^{\prime}\left(\frac{P_{1}}{h}-\frac{Z}{h}\right), \\
& \gamma_{2}\left(h, P_{1}\right)=\frac{\alpha_{1}}{2} g_{1}^{\prime}\left(\frac{P_{1}}{h}+\frac{Z}{h}\right)+\frac{\alpha_{2}}{2} g_{2}^{\prime}\left(\frac{P_{1}}{h}-\frac{Z}{h}\right) .
\end{aligned}
$$

Then, in Eulerian coordinates, the ABI equations through the interactions with the short waves become

$$
\begin{aligned}
& \partial_{t} h+\partial_{1} P_{1}=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) h|\mathfrak{u}|^{2}\right), \\
& \partial_{t} P_{1}+\partial_{1}\left(\frac{P_{1}^{2}-Z^{2}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) P_{1}|\mathfrak{u}|^{2}\right)+\partial_{1}\left(\gamma_{2}\left(h, P_{1}\right)|\mathfrak{u}|^{2}\right), \\
& \partial_{t} D_{2}+\partial_{1}\left(\frac{B_{3}+D_{2} P_{1}-D_{1} P_{2}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) D_{2}|\mathfrak{u}|^{2}\right), \\
& \partial_{t} D_{3}+\partial_{1}\left(\frac{-B_{2}+D_{3} P_{1}-D_{1} P_{2}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) D_{3}|\mathfrak{u}|^{2}\right), \\
& \partial_{t} B_{2}+\partial_{1}\left(\frac{-D_{3}+B_{2} P_{1}-D_{1} P_{3}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) B_{2}|\mathfrak{u}|^{2}\right), \\
& \partial_{t} B_{3}+\partial_{1}\left(\frac{D_{2}+B_{3} P_{1}-B_{1} P_{3}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) B_{3}|\mathfrak{u}|^{2}\right), \\
& \partial_{t} P_{2}+\partial_{1}\left(\frac{P_{1} P_{2}-D_{1} D_{2}-B_{1} B_{2}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) P_{2}|\mathfrak{u}|^{2}\right), \\
& \partial_{t} P_{3}+\partial_{1}\left(\frac{P_{1} P_{3}-D_{1} D_{3}-B_{1} B_{3}}{h}\right)=\partial_{1}\left(\gamma_{1}\left(h, P_{1}\right) P_{3}|\mathfrak{u}|^{2}\right) .
\end{aligned}
$$

Thus, once we get a solution to (4.24)-(4.26), together with a solution to (4.16)(4.21), we get, in particular, also a solution to the above forced ABI system with interaction forces in Eulerian coordinates, by using the inverse Lagrangian transformation, which is nonsingular in the region $h>0$. Therefore, henceforth we will no longer mention the ABI system in Eulerian coordinates but only concentrate on solving the initial value problem for (4.24)-(4.26).

We then prescribe the initial conditions

$$
\begin{equation*}
\mathfrak{u}(0)=\mathfrak{u}_{0}, \quad \theta(0)=\theta_{0}, \quad \zeta(0)=\zeta_{0} \tag{4.27}
\end{equation*}
$$

with $\mathfrak{u}_{0} \in H^{1}(\mathbb{R}), \theta_{0}, \zeta_{0} \in\left(L^{1} \cap L^{\infty}\right)(\mathbb{R})$, so that

$$
\begin{equation*}
a<\theta_{0}<b, \quad c<\zeta_{0}<d . \tag{4.28}
\end{equation*}
$$

We also assume the following non-degeneracy condition on $g_{1}, g_{2}$ :

$$
\begin{equation*}
\left|\left\{\theta \in[a, b]: g_{1}^{\prime \prime \prime}(\theta)=0\right\}\right|=0=\left|\left\{\zeta \in[c, d]: g_{2}^{\prime \prime \prime}(\zeta)=0\right\}\right| . \tag{4.29}
\end{equation*}
$$

Definition 4.1. For all $T>0$, we say that

$$
(\mathfrak{u}, \theta, \zeta) \in L^{2}\left((0, T) \times \mathbb{R} ; \mathbb{C}^{2}\right) \times\left(L^{\infty}((0, T) \times \mathbb{R})\right)^{2}
$$

is a weak solution of the problem (4.24)-(4.27) in $(0, T) \times \mathbb{R}$ if for all $\varphi \in C_{c}^{\infty}((-\infty, T) \times \mathbb{R})$ the following holds:

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}} \mathfrak{u} \varphi_{t}-\mathfrak{a u} \varphi_{x}-i\left(\lambda U+\alpha_{1} g_{1}(\theta)+\alpha_{2} g_{2}(\zeta)\right) \mathfrak{u} \varphi d x d t+\int_{\mathbb{R}} \mathfrak{u}_{0} \varphi(0) d x=0, \\
& \int_{0}^{T} \int_{\mathbb{R}} \theta \varphi_{t}+\left(Z \theta-\alpha_{1} g_{1}^{\prime}(\theta)|\mathfrak{u}|^{2}\right) \varphi_{x} d x d t+\int_{\mathbb{R}} \theta_{0} \varphi(0) d x=0,  \tag{4.30}\\
& \int_{0}^{T} \int_{\mathbb{R}} \zeta \varphi_{t}+\left(Z \zeta-\alpha_{2} g_{2}^{\prime}(\zeta)|\mathfrak{u}|^{2}\right) \varphi_{x} d x d t+\int_{\mathbb{R}} \theta_{0} \varphi(0) d x=0 .
\end{align*}
$$

Moreover, for any convex $\eta \in C^{2}(\mathbb{R})$, we have

$$
\begin{align*}
& \left(\eta(\theta)_{t}-\left(\mathrm{Z} \mathrm{\eta}(\theta)+\alpha_{1}|\mathfrak{u}|^{2} \int_{0}^{\theta} \eta^{\prime}(\xi) g_{1}^{\prime \prime}(\xi) d \xi\right)_{x}\right)|\mathfrak{u}|^{2} \\
\leq & \left(\alpha_{1}\left(\eta^{\prime}(\theta) g_{1}^{\prime}(\theta)-\int_{0}^{\theta} \eta^{\prime}(\xi) g_{1}^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{x}\right)\left||\mathfrak{u}|^{2},\right. \\
& \left(\eta(\zeta)_{t}+\left(Z \eta(\zeta)-\alpha_{2}|\mathfrak{u}|^{2} \int_{0}^{\zeta} \eta^{\prime}(\xi) g_{2}^{\prime \prime}(\xi) d \xi\right)_{x}\right)|\mathfrak{u}|^{2}  \tag{4.31}\\
\leq & \left(\alpha_{2}\left(\eta^{\prime}(\zeta) g_{2}^{\prime}(\zeta)-\int_{0}^{\zeta} \eta^{\prime}(\xi) g_{2}^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{x}\right)\left||\mathfrak{u}|^{2}\right.
\end{align*}
$$

in the sense of the distributions where, for $\ell \in W_{\mathrm{loc}}^{-1,2}((0, T) \times \mathbb{R}), \ell\left\lfloor|\mathfrak{u}|^{2} \in \mathcal{D}^{\prime}((0, T) \times \mathbb{R})\right.$ is defined by $\left.\left.\langle\ell||\mathfrak{u}|^{2}, \varphi\right\rangle=\left.\langle\ell,| \mathfrak{u}\right|^{2} \varphi\right\rangle$, for $\varphi \in C_{c}^{\infty}((0, T) \times \mathbb{R})$.
Remark 4.1. We remark that the restricted form of the entropy inequalities in (4.31) is due to the fact that the system (4.24)-(4.26) becomes linear where $|\mathfrak{u}|^{2}=0$. On the other hand, if $|\mathfrak{u}|^{2}>0$, the non-degeneracy condition (4.29) ensures the nonlinear stability of the system, as we will see below. We also observe that, by the Remark 2.1, if $\mathfrak{u}_{0}$ satisfies (2.10) then $|\mathfrak{u}|^{2}>0$ everywhere and the apparent restriction in (4.31) is imaterial.

We then have the following theorem concerning the existence of a weak solution to the problem (4.24)-(4.27).
Theorem 4.1. Given $T>0$, for all $\alpha_{1}, \alpha_{2}>0$, there exists a weak solution of the initial value problem (4.24)-(4.27), $(\mathfrak{u}, \theta, \zeta) \in L^{2}([0, T] \times \mathbb{T}) \times\left(L^{\infty}([0, T] \times \mathbb{R})\right)^{2}$. Furthermore, if $\left(\mathfrak{u}^{n}, \theta^{n}, \zeta^{n}\right)$ is a sequence of such weak solutions of (4.24)-(4.27) with initial data $\left(\mathfrak{u}_{0}^{n}, \theta_{0}^{n}, \zeta_{0}^{n}\right)$ uniformly bounded in $H^{1}(\mathbb{R}) \times\left(\left(L^{1} \cap L^{\infty}\right)(\mathbb{R})\right)^{2}$, converging in the sense of distributions to $\left(\mathfrak{u}_{0}, \theta_{0}, \zeta_{0}\right) \in H^{1}(\mathbb{R}) \times\left(\left(L^{1} \cap L^{\infty}\right)(\mathbb{R})\right)^{2}$ then, by passing to a subsequence if necessary, $\left(\mathfrak{u}^{n}, \theta^{n}, \zeta^{n}\right)$ converges in the sense of distributions to a weak solution of (4.24)-(4.27).

Proof. 1. The proof is very similar to the proof of Theorem 3.1, we only point out some points where the proof differs slightly from that one. Again, we apply Theorem 2.1 from which it follows that $|\mathfrak{u}|^{2}$ is determined by $\mathfrak{u}_{0}$. So, first we approximate the solution of (4.25)-(4.26) by solving the problem

$$
\begin{align*}
& \theta_{t}-Z \theta_{y}=\alpha_{1}\left(g_{1}^{\prime}(\theta)|\mathfrak{u}|^{2}\right)_{y}+\varepsilon \theta_{y y},  \tag{4.32}\\
& \zeta_{t}+Z \zeta_{y}=\alpha_{2}\left(g_{2}^{\prime}(\zeta)|\mathfrak{u}|^{2}\right)_{y}+\varepsilon \zeta_{y y},  \tag{4.33}\\
& \theta(0, x)=\theta_{0}^{\varepsilon}(x),  \tag{4.34}\\
& \zeta(0, x)=\zeta_{0}^{\varepsilon}(x), \tag{4.35}
\end{align*}
$$

where $\theta_{0}^{\varepsilon}=\rho_{\varepsilon} * \theta_{0}, \zeta_{0}^{\varepsilon}=\rho_{\varepsilon} * \zeta_{0}$, with $\rho_{\varepsilon}$ as before. Denoting $\theta^{\varepsilon}, \zeta^{\varepsilon}$ the solution of (4.32)-(4.35), by the assumption that $\operatorname{supp} g_{1}^{\prime} \subset[a, b]$, supp $g_{2}^{\prime} \subset[c, d]$, and (4.28), using standard maximum principle arguments, we deduce the a priori estimate

$$
\begin{equation*}
a \leq \theta(t, x) \leq b, \quad c \leq \zeta(t, x) \leq d . \tag{4.36}
\end{equation*}
$$

Again, for $\eta \in C^{2}(\mathbb{R})$ convex we get

$$
\begin{equation*}
\eta\left(\theta^{\varepsilon}\right)_{t}-\left(\int_{0}^{\theta^{\varepsilon}(t, y)} Z \xi^{\prime}(\xi) d \xi-\alpha_{1}|\mathfrak{u}|^{2} \int_{0}^{\theta^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g^{\prime \prime}(\xi) d \xi\right)_{y} \tag{4.37}
\end{equation*}
$$

$$
\begin{align*}
= & \varepsilon\left(\eta\left(\theta^{\varepsilon}\right)\right)_{y y}-\varepsilon \eta^{\prime \prime}\left(\theta^{\varepsilon}\right)\left|\theta_{y}^{\varepsilon}\right|^{2}+\alpha_{1}\left(\eta^{\prime}\left(\theta^{\varepsilon}\right) g_{1}^{\prime}\left(\theta^{\varepsilon}\right)-\int_{0}^{\theta^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g_{1}^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{y^{\prime}} \\
& \eta\left(\zeta^{\varepsilon}\right)_{t}+\left(\int_{0}^{\zeta^{\varepsilon}(t, y)} Z \xi^{\prime} \eta^{\prime}(\xi) d \xi-\alpha_{2}|\mathfrak{u}|^{2} \int_{0}^{\tau^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g_{2}^{\prime \prime}(\xi) d \xi\right)_{y}  \tag{4.38}\\
= & \varepsilon\left(\eta\left(\zeta^{\varepsilon}\right)\right)_{y y}-\varepsilon \eta^{\prime \prime}\left(\zeta^{\varepsilon}\right)\left|\zeta_{y}^{\varepsilon}\right|^{2}+\alpha_{2}\left(\eta^{\prime}\left(\zeta^{\varepsilon}\right) g_{2}^{\prime}\left(\zeta^{\varepsilon}\right)-\int_{0}^{\zeta^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g_{2}^{\prime \prime}(\xi) d \xi\right)\left(|\mathfrak{u}|^{2}\right)_{y} .
\end{align*}
$$

Again, for all $T>0$, and get

$$
\begin{equation*}
\int_{(0, T) \times \mathbb{R}} \varepsilon\left(\left|\theta_{y}^{\varepsilon}\right|^{2}+\left|\zeta_{y}^{\varepsilon}\right|^{2}\right) d y d t \leq C(T) \tag{4.39}
\end{equation*}
$$

for some $C(T)>0$ independent of $\varepsilon$. Denoting

$$
\begin{aligned}
& q_{\eta}^{1}\left(\theta ;|\mathfrak{u}|^{2}\right):=\int_{0}^{\theta^{\varepsilon}(t, y)}-Z \xi \eta^{\prime}(\xi) d \xi-\alpha_{1}|\mathfrak{u}|^{2} \int_{0}^{\theta^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g_{1}^{\prime \prime}(\xi) d \xi, \\
& q_{\eta}^{2}\left(\zeta ;|\mathfrak{u}|^{2}\right):=\int_{0}^{\zeta^{\varepsilon}(t, y)} Z \xi^{\prime} \eta^{\prime}(\xi) d \xi-\alpha_{2}|\mathfrak{u}|^{2} \int_{0}^{\tau^{\varepsilon}(t, y)} \eta^{\prime}(\xi) g_{2}^{\prime \prime}(\xi) d \xi .
\end{aligned}
$$

Again, from (4.39), it follows, for all $\eta \in C^{2}(\mathbb{R})$,

$$
\begin{array}{ll}
\eta\left(\theta^{\varepsilon}\right)_{t}+\partial_{x} q_{\eta}^{1}\left(\theta^{\varepsilon} ;|\mathfrak{u}|^{2}\right) & \text { belongs to a compact in } W_{\mathrm{loc}}^{-1,2}((0, T) \times \mathbb{R}), \\
\eta\left(\zeta^{\varepsilon}\right)_{t}+\partial_{x} q_{\eta}^{2}\left(\zeta^{\varepsilon} ;|\mathfrak{u}|^{2}\right) & \text { belongs to a compact in } W_{\mathrm{loc}}^{-1,2}((0, T) \times \mathbb{R}) .
\end{array}
$$

Again, applying Tartar's compensated compactness argument in [29], using the non-degeneracy condition (4.29), we obtain the convergence in the sense of distributions in $(0, \infty) \times \mathbb{R})$ of a subsequence of $\left(\theta^{\varepsilon}, \zeta^{\varepsilon}\right)$, also denoted $\left(\theta^{\varepsilon}, \zeta^{\varepsilon}\right)$, to a pair of functions

$$
(\theta, \zeta) \in\left(\left(L^{1} \cap L^{\infty}\right)((0, T) \times \mathbb{R})\right)^{2} \quad \text { for all } \quad T>0
$$

The convergence is in $L_{\text {loc }}^{1}$ on the set $\left\{(t, y):|\mathfrak{u}|^{2}>0\right\}$, where the Young measure generated by the referred subsequence reduces to a Dirac measure. With $(\theta, \zeta)$ at hand, we solve the initial value problem for $\mathfrak{u}$ following the same procedures as in the last section.

The second part of the statement also follows as in the last section by noticing that a subsequence of $\left(\left|\mathfrak{u}^{n}\right|^{2}\right)$ converges in $L^{2}((0, T) \times \mathbb{R})$, and $\left(\theta^{n}, \zeta^{n}\right)$ is bounded in $\left(L^{1} \cap L^{\infty}\right)((0, T) \times \mathbb{R})$, and the fact that the inequalities obtained from (4.31) applied to $\left(\mathfrak{u}^{n}, \theta^{n}, \zeta^{n}\right)$ imply, as explained in the last section, that

$$
\eta\left(\theta^{n}\right)_{t}+\partial_{x} q_{\eta}^{1}\left(\theta^{n} ;\left|\mathfrak{u}^{n}\right|^{2}\right) \quad \text { belongs to a compact in } W_{\text {loc }}^{-1,2}((0, T) \times \mathbb{R}),
$$

$$
\eta\left(\zeta^{n}\right)_{t}+\partial_{x} q_{\eta}^{1}\left(\zeta^{n} ;\left|\mathfrak{u}^{n}\right|^{2}\right) \quad \text { belongs to a compact in } W_{\text {loc }}^{-1,2}((0, T) \times \mathbb{R}) .
$$

Therefore, as in the last section, we can apply again Tartar's compensated compactness arguments in [29], to conclude the proof of the final assertion.
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