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#### Abstract

Bulk-surface partial differential equations (BS-PDEs) are prevalent in many applications such as cellular, developmental and plant biology as well as in engineering and material sciences. Novel numerical methods for BS-PDEs in three space dimensions (3D) are sparse. In this work, we present a bulk-surface virtual element method (BS-VEM) for bulk-surface reaction-diffusion systems, a form of semilinear parabolic BS-PDEs in 3D. Unlike previous studies in two space dimensions (2D), the 3D bulk is approximated with general polyhedra, whose outer faces constitute a flat polygonal approximation of the surface. For this reason, the method is restricted to the lowest order case where the geometric error is not dominant. The BS-VEM guarantees all the advantages of polyhedral methods such as easy mesh generation and fast matrix assembly on general geometries. Such advantages are much more relevant than in 2D. Despite allowing for general polyhedra, general nonlinear reaction kinetics and general surface curvature, the method only relies on nodal values without needing additional evaluations usually associated with the quadrature of general reaction kinetics. This latter is particularly costly in 3D. The BS-VEM as implemented in this study retains optimal convergence of second order in space.
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## 1 Introduction

Bulk-surface partial differential equations (BS-PDEs) arise from a wide variety of real-life problems. They describe many natural problems including, but are not limited to, the formation of spatial patterning in developmental biology [46], cell polarisation in molecular and cellular biology [18, 26, 33, 45, 50], fluid dynamics [17, 20, 44], the formation of an appressorium by the infection of the fungus Magnaporthe grisea causing rice blast [52], spine growth in sea urchins [43], root formation and food uptake in plant biology [5], and so on. Given the complex nature of BS-PDEs, their numerical treatment is generally not trivial, in particular in three space dimensions (3D). Hence, developing novel numerical methods and constructing stable and accurate algorithms to approximate their numerical solutions becomes crucially important, given their rapid applications to areas such as biomedical engineering, fluid dynamics, materials science, biology, cancer biology, image processing, astrophysics and battery modeling, to mention just a few examples.

Given $d \in \mathbb{N}$ denoting the number of space dimensions, a bulk-surface reactiondiffusion system (BS-RDS) comprises of $m \in \mathbb{N}$ reaction-diffusion equations (RDEs) posed in the bulk domain $\Omega \subset \mathbb{R}^{d}(d \geq 2)$ coupled, through either linear or non-linear mixed Robin-type boundary conditions, with $n \in \mathbb{N}$ surface RDEs posed on the manifold $\Gamma:=\partial \Omega$. The generalised BS-RDS takes the following form:

$$
\begin{cases}\dot{u}_{i}-d_{u, i} \Delta u_{i}=q_{i}\left(u_{1}, \cdots, u_{m}\right), & x \in \Omega ;  \tag{1.1}\\ \dot{v}_{j}-d_{v, j} \Delta_{\Gamma} v_{j}+\sum_{k=1}^{m} \eta_{j k} \nabla u_{k} \cdot v=r_{j}\left(u_{1}, \cdots, u_{m}, v_{1}, \cdots, v_{n}\right), & x \in \Gamma ; \\ \nabla u_{i} \cdot v=s_{i}\left(u_{1}, \cdots, u_{m}, v_{1}, \cdots, v_{n}\right), & x \in \Gamma,\end{cases}
$$

for $i=1, \cdots, m, j=1, \cdots, n$ and $t \in[0, T]$, where $T>0$ is the final time. In the above, $\dot{u}_{i}$ and $\dot{v}_{j}$ denote partial time derivatives. The functions $q_{i}, r_{j}, s_{i}$ are nonlinear reaction kinetics, $d_{u, i}, d_{v, j}>0$ are the diffusion coefficients and $\eta_{j k}>0$ are coupling coefficients fulfilling $\sum_{j=1}^{n} \eta_{j k}=d_{u, k}$ for all $k=1, \cdots, m$, which can be interpreted as a balance law across bulk and surface, see [46]. In (1.1), $\Delta$ and $\Delta_{\Gamma}$ denote the Laplace and Laplace-Beltrami operators respectively, while $v: \Gamma \rightarrow \mathbb{R}^{d}$ is the outward unit normal vector field on $\Gamma$ (see [35] for full definitions). The model comprises several time-dependent BS-PDE models currently existing in the literature, see for example [33, 46, 51]. The BS-VEM builds substantially on the virtual element method (VEM), which in turn, is an extension of the well-known finite element method (FEM) for the numerical approximation of PDEs on flat [8] and 3D domains [49] as well as on surfaces [38].

Several element-based numerical methods have been developed for the spatial discretisation of BS-PDEs; current-state-of-the-art methods existing in the literature include classical finite elements [31, 42, 46, 47], cut finite elements [20], discontinuous Galerkin methods [24], kernel collocation methods [23] and trace finite elements [41]. We seek to contribute to this area by developing the bulk-surface virtual element method (BS-VEM)
for the spatial discretisation of coupled systems of BS-PDEs in 3D $(d=3)$. The methodology we are proposing combines the classical VEM for bulk equations [10] posed in bulk domains with the surface virtual element method (SVEM) [38] for the surface equations posed on closed manifolds. This method is a substantial extension of our previous work on the two-dimensional $(d=2)$ BS-VEM introduced in [34]. Unlike our previous work presented in [34] where the surface PDEs were solved using the surface finite element method, in this work, we employ virtual elements for both bulk and surface PDEs. The BS-VEM we propose relies on an arbitrary polyhedral discretisation of the bulk domain, while the surface polygonation is taken as the boundary of the bulk polyhedration thereby giving rise to a polygonal approximation of the surface. Crucial in this regard is the property that the $2 D$ VEM space on each $2 D$ face is the trace of the $3 D$ VEM space on a polyhedral element, i.e. higher dimensional VEM spaces are constructed recursively from lower dimensional spaces. To demonstrate the generality and applicability of our numerical approach, we apply the BS-VEM to the BS-RDS (1.1). The BS-RDSs cover a wide range of models prevalently studied in the literature, see for instance [26, 33, 46].

The main novelty of our study is devoted to numerical error analysis. It turns out that the simultaneous presence of non-tetrahedral elements in the bulk and surface introduce approximation errors which provide new challenges for the numerical analysis of the BSPDEs. We note that the surface approximation error cannot be neglected in the context of BS-PDEs, because the surface itself is the domain for the surface PDEs. We prove that, in space, the BS-VEM possesses optimal second-order convergence provided the exact solution is $H^{2+\frac{3}{4}}$ in the bulk domain and $H^{2}$ on the surface. It must be observed that this requirement is more than the usual $H^{2}$ regularity required by the BS-FEM [42] for both in the bulk and on the surface. Furthermore, this requirement is also more than the $H^{2+1 / 4}$ regularity required by the BS-VEM in the 2D case [34]. The rationale for this is due to Sobolev embeddings being more restrictive in 3D. The novelty here is that our analysis requires this higher regularity assumption only in the simultaneous presence of a curved boundary $\Gamma$ and non-tetrahedral elements that touch the surface. Otherwise, our results encompass well-known cases in the literature, see for instance [42] in the case of tetrahedral BSFEM, and [1] for the case of polyhedral VEM in the absence of curvature in the boundary $\Gamma$. It must be pointed out that such extra regularity comes for free in most models and applications, where the domains are smooth and the solutions are infinitely differentiable. We also point out that, even if the surface is two dimensional, we require no extra regularity for the surface species, while in the 2D case we had required $H^{2+1 / 4}$ regularity in the two-dimensional bulk. This point out the joint role of dimensionality and bulk-surface dichotomy in the error analysis.

A by-product of our numerical error analysis is that the bulk-VEM of lowest polynomial order $k=1$ possesses optimal convergence in the presence of curved boundaries. Even in the special case of simplicial elements (FEM), the error analysis of boundary data is not trivial and is provided in [7]. For general polyhedral elements (VEM), a first work in this direction is [16], where suitable algebraic corrections in the method guarantee optimal convergence even in the presence of curved boundaries. As an alternative approach, the
work in [13] uses curved elements in the 2D case, while 3D VEM elements with curved faces were introduced in [28] for PDEs of mixed form. In this work, we obtain similar results in the low order case $k=1$ by harnessing, in a novel way, the geometric error estimates of bulk-surface polyhedral domains [31]. The BS-VEM proposed here, which does not need algebraic corrections nor curved elements, is fully practical since it relies on vertex-wise degrees of freedom without renouncing optimal convergence.

As in the 2D case [34], our analysis relies on the Stein extension operator as an alternative to the lifting operator commonly adopted in the analysis of SPDEs [30] and BS-PDEs [31]. This choice is dictated by the crucial property that the Stein extension of a function preserves its $W^{m, p}$ class, while lifting does not. The usage of the Stein extension leads to the $H^{2+\frac{3}{4}}$ regularity required for the exact solution in the bulk.

The proposed BS-VEM has all the benefits of polyhedral meshes, summarised as follows. (I) The usage of polyhedra allows for the generation of cut cubic meshes, which for suitable cases is faster than the generation of unstructured tetrahedral meshes, see [34]35]. (II) On such cut cubic meshes, VEM matrix assembly is most likely to be quicker than on unstructured tetrahedral meshes because most elements are equal cubes where the VEM local matrices are known in closed form [34,35]. Of course one could as well apply FEM on cut cubic meshes by considering a sub-tetrahedrisation, but this procedure is discouraged, especially for large-scale or CAD applications where mesh generation takes the vast majority of the computational time of the whole solution process [25]. Similar results are obtained in the literature through other methods, such as trace [41] or cut FEMs [20]. (III) A curved portion of the boundary can be approximated with a single element with many faces. (IV) Thanks to the special treatment of the nonlinear reaction kinetics which we have adapted from [1], the method relies only on nodal values, thus avoiding quadratures on general polyhedra, which can be particularly costly in 3D. This means that the method combines the generality of polyhedral methods with the immediate treatment of nonlinearities of pointwise methods such as lumped finite elements [36]37]. The BS-VEM lends itself to other advantages due to its polyhedral nature, such as (V) efficient meshadaptive algorithms or (VI) mesh pasting, see for instance [21]. Some of these aspects form part of our current and future studies.

Hence, the structure of our paper is as follows. In Section 2 , we introduce the BS-PDE model to be addressed in the present work: a semi-linear parabolic BS-RDS. We then introduce in the same section the strong and weak formulations of the BS-RDS. In Section 3., we (i) introduce the approximation of the bulk and surface domains based on polyhedral bulk-surface meshes which are the key ingredients for the BS-VEM, (ii) recap the geometric error estimates of polyhedral bulk-surface meshes, (iii) define suitable function spaces and discrete bilinear forms thereby showing their approximation properties and (iv) present the spatial discretisation of the considered BS-PDE problem. In Section 4. we carry out the stability and convergence error analysis. Specifically, our main result is the optimal second-order spatial convergence of the BS-VEM in $L^{2}$ norms, both in the bulk and on the surface (Theorem 4.3). In Section 5 we present the IMEX-Euler timediscretisation of the semi-linear parabolic PDE problem. Section 6 demonstrates compu-
tationally the optimal orders of convergence (i.e. second order in space and first order in time) of the BS-VEM-IMEX Euler by presenting two examples: (i) a linear parabolic BS-PDE and (ii) a BS-RDS with activator-depleted reaction kinetics. Both of these BSPDEs are solved on the unit sphere. We draw conclusions of our work and present future challenges in Section 7. In Appendix A we provide some basic definitions and results required to carry out numerical error analysis.

## 2 Coupled bulk-surface reaction-diffusion systems

Let $\Omega \subset \mathbb{R}^{3}$ be an open domain such that its boundary $\Gamma=\partial \Omega$ is a smooth manifold. Let $u(x, t)$ and $v(x, t)$ be the bulk and surface variables obeying the following bulk-surface reaction-diffusion system (BS-RDS):

$$
\begin{cases}\dot{u}-d_{u} \Delta u=q(u), & x \in \Omega, t \in[0, T] ;  \tag{2.1}\\ \dot{v}-d_{v} \Delta_{\Gamma} v+d_{u} \nabla u \cdot v=r(u, v), & x \in \Gamma, t \in[0, T] ; \\ d_{u} \nabla u \cdot v=s(u, v), & x \in \Gamma, t \in[0, T] ; \\ u(x, 0)=u_{0}(x), & x \in \Omega ; \\ v(x, 0)=v_{0}(x), & x \in \Gamma,\end{cases}
$$

where the regularity of $\Gamma, u_{0}, v_{0}, q, r$, and $s$ is stated below. System (2.1) is the special case of system (1.1) when $m=n=1$. Throughout this work, we will analyse the system (2.1) for ease of presentation. Without loss of generality, the proposed analysis applies to the general case (1.1). To derive a weak formulation of problem (2.1), we multiply the first two equations of (2.1) by two test functions $\varphi \in L^{2}\left([0, T] ; H^{1}(\Omega)\right)$ and $\psi \in L^{2}\left([0, T] ; H^{1}(\Gamma)\right)$, respectively. Then we apply Green's formula in the bulk $\Omega$, Green's formula on the curved manifold $\Gamma$ (see [30]), we substitute the third equation of (2.1) into the second and we exploit the fact that $\Gamma$ has an empty one-dimensional boundary. We obtain the following formulation: find $u \in L^{2}\left([0, T] ; H^{1}(\Omega)\right), v \in L^{2}\left([0, T] ; H^{1}(\Gamma)\right)$ with $\dot{u} \in L^{2}\left([0, T] ; H^{-1}(\Omega)\right)$, $\dot{v} \in L^{2}\left([0, T] ; H^{-1}(\Gamma)\right)$ such that

$$
\left\{\begin{array}{l}
\int_{\Omega} \dot{u} \varphi+d_{u} \int_{\Omega} \nabla u \cdot \nabla \varphi=\int_{\Omega} q(u) \varphi+\int_{\Gamma} s(u, v) \varphi ;  \tag{2.2}\\
\int_{\Gamma} \dot{v} \psi+d_{v} \int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \psi+\int_{\Gamma} s(u, v) \psi=\int_{\Gamma} r(u, v) \psi,
\end{array}\right.
$$

for all $\varphi \in L^{2}\left([0, T] ; H^{1}(\Omega)\right), \psi \in L^{2}\left([0, T] ; H^{1}(\Gamma)\right)$. For the remainder of this work we will adopt the following set of assumptions to ensure that the numerical method is well-posed and stable.

Assumption 1 (Regularity of domain, kinetics, and initial data for problem (2.2)). We assume that:

- $\Gamma$ is a $\mathcal{C}^{3}$ surface, the functions $q(\cdot), r(\cdot, \cdot), s(\cdot, \cdot)$ are globally Lipschitz.
- The initial datum $\left(u_{0}, v_{0}\right)$ fulfils $u_{0} \in H^{2}(\Omega), \operatorname{Tr}\left(u_{0}\right) \in H^{2}(\Gamma)$ and $v_{0} \in H^{2}(\Gamma)$.

The proposed convergence result (Theorem 4.3) holds true if the exact solution is sufficiently regular. Since, to the best of our knowledge, regularity results for nonlinear BS-PDEs are mostly an uncharted territory, for our purposes we will conjecture that the solution is sufficiently regular, thereby providing some arguments to support our conjecture. A full proof is outside the scope of this work.

Conjecture 1 (Existence, uniqueness, and regularity for problem (2.1)). In addition to Assumption 1, assume that the bulk initial datum $u_{0}$ fulfils $u_{0} \in H^{2+\frac{3}{4}}(\Omega)$, then there exists a unique solution $(u, v)$ to problem (2.1) that fulfils

$$
\begin{equation*}
u, \dot{u} \in L^{2}\left([0, T] ; H^{2+\frac{3}{4}}(\Omega)\right) \quad \text { and } \quad \operatorname{Tr}(u), \operatorname{Tr}(\dot{u}), v, \dot{v} \in L^{2}\left([0, T] ; H^{2}(\Gamma)\right) . \tag{2.3}
\end{equation*}
$$

Arguments. The following arguments support our conjecture. (I) For a stationary elliptic counterpart of the BS-RDS (2.1), an $H^{2}(\Omega) \times H^{2}(\Gamma)$ regularity result is known [31, Theorem 3.2]. (II) For bulk-only PDEs on flat domains, high regularity in Bochner spaces follows from the well-known parabolic regularity theory [3]. (III) Standard energy arguments apply straight away to problem (2.1) yielding bounds of the type

$$
\begin{aligned}
& u \in L^{\infty}\left([0, T] ; H^{1}(\Omega)\right), \quad \dot{u} \in L^{2}\left([0, T] ; L^{2}(\Omega)\right) ; \\
& v \in L^{\infty}\left([0, T] ; H^{1}(\Gamma)\right), \quad \dot{v} \in L^{2}\left([0, T] ; L^{2}(\Gamma)\right) .
\end{aligned}
$$

In many applications, assuming globally Lipschitz kinetics is too restrictive and models with non-globally Lipschitz kinetics require ad-hoc analysis, see for instance [33]. However, there are notable examples of BS-RDS models with globally Lipschitz kinetics, such as the wave pinning model studied in [26]. In this work, we shall assume that the weak BS-RDS (2.2) has a unique and sufficiently regular solution $(u, v)$.

## 3 The bulk-surface virtual element method

In this section we introduce the bulk-surface virtual element method (BS-VEM) for BSRDSs in 3D of the form (2.1), thereby extending the 2D counterpart introduced in [34] and the 3D elliptic counterpart introduced in [35]. To this end, we start by recalling from [35] the theory of bulk-surface meshes.

### 3.1 Polyhedral bulk-surface meshes

The starting point is the approximation of the geometry. The reader is referred to [35] for complete details. Let $h>0$ be a positive number called meshsize. The bulk domain $\Omega$ is approximated with a polyhedral domain $\Omega_{h}$ composed of a collection $\mathcal{E}_{h}$ of non-degenerate and non-overlapping polyhedra whose diameters do not exceed $h$. It therefore holds that $\Omega_{h}=\cup_{E \in \mathcal{E}_{h}} E$. The polyhedral bulk domain $\Omega_{h}$ induces a polygonal approximation $\Gamma_{h}$


Figure 1: An illustration of (a) the continuous domain, (b) the discrete domain and their related notations.
of $\Gamma$, defined by $\Gamma_{h}=\partial \Omega_{h}$. We can write $\Gamma_{h}=\cup_{F \in \mathcal{F}_{h}} F$, where $\mathcal{F}_{h}$ is a collection of faces. We assume that the meshes $\Omega_{h}$ and $\Gamma_{h}$ fulfil suitable regularity assumptions as detailed in [35]. Let $\Omega_{B}$ be the discrete narrow band, made up of the polyhedral elements of $E \in \mathcal{E}_{h}$ that touch the boundary $\Gamma_{h}$. See Fig. 1 for an illustration.

Let $x_{i}, i=1, \cdots, N \in \mathbb{N}$ be the nodes of $\Omega_{h}$ and assume that the nodes of $\Gamma_{h}$ are $x_{k}$, $k=1, \cdots, M<N$, i.e. the first $M$ nodes of $\Omega_{h}$. The reduction matrix $R \in \mathbb{R}^{N \times M}$ is the upper trapezoidal matrix whose entries $R_{i k}$ are defined as

$$
R_{i k}= \begin{cases}\delta_{i k} & \text { for } i=1, \cdots, M ;  \tag{3.1}\\ 0 & \text { for } i=M+1, \cdots, N,\end{cases}
$$

for all $k=1, \cdots, M$, where $\delta_{i k}$ is the Kronecker symbol. The usefulness of $R$ stems from the following properties: (i) for any $\boldsymbol{v} \in \mathbb{R}^{N}, R^{T} \boldsymbol{v} \in \mathbb{R}^{M}$ is the vector with the first $M$ entries of $v$, and (ii) for any $\boldsymbol{w} \in \mathbb{R}^{M}, R \boldsymbol{w} \in \mathbb{R}^{N}$ is the vector whose first $M$ entries are those of $\boldsymbol{w}$ and the other $N-M$ entries are 0 . We will use the matrix $R$ to formulate the BS-VEM in matrix form. We conclude this section by recalling that suitable bulk-surface polyhedral meshes constructed by cutting a uniform cubic mesh can accelerate mesh generation in suitable cases, see [34|35]. Another advantage is the possibility of accurately representing a heavily curved portion of the boundary by a single element with many edges and faces.

### 3.2 Variational crime

We report from our paper [35] the geometric error analysis of polyhedral bulk-surface meshes.

Lemma 3.1 (Parametrisation of geometry). The following statements hold true:

1. There exists a homeomorphism $G: \Omega_{h} \rightarrow \Omega$ such that $G \in W^{1, \infty}\left(\Omega_{h}\right)$ and

$$
\begin{align*}
& \left\|J_{G}-I\right\|_{0, \infty, \Omega_{B}} \leq C h ;  \tag{3.2}\\
& \left\|\operatorname{det}\left(J_{G}\right)-1\right\|_{0, \infty, \Omega_{B}} \leq C h ;  \tag{3.3}\\
& \|G-I\|_{0, \infty, \Omega_{B}} \leq C h^{2} ;  \tag{3.4}\\
& \left.G\right|_{\Gamma_{h}}=\left.\boldsymbol{a}\right|_{\Gamma_{h}} ;  \tag{3.5}\\
& \left.G\right|_{\Omega_{h} \backslash \Omega_{B}}=I, \tag{3.6}
\end{align*}
$$

where $U$ is a sufficiently narrow open neighborhood of $\Gamma$ and $a: U \rightarrow \Gamma$ is the normal projection onto $\Gamma$ (see [35]), $J_{G}$ is the Jacobian of $G, I$ is the identity matrix, and $C>0$ is a constant that depends on $\Gamma$ and on the shape regularity of the mesh, see [35] for further details.
2. Even if restricted to a single element $E \in \mathcal{\mathcal { E } _ { h }}, G$ might not be a diffeomorphism (i.e. its first derivatives might be discontinuous) unless $E$ is a tetrahedron.

Definition 3.1 (Bulk- and surface-lifting operators). Given $V: \Omega_{h} \rightarrow \mathbb{R}$ and $W: \Gamma_{h} \rightarrow \mathbb{R}$, their lifts are defined by $V^{\ell}:=V \circ G^{-1}$ and $W^{\ell}:=W \circ G^{-1}$, respectively. Conversely, given $v: \Omega \rightarrow \mathbb{R}$ and $w: \Gamma \rightarrow \mathbb{R}$, their inverse lifts are defined by $v^{-\ell}:=v \circ G$ and $w^{-\ell}:=w \circ G$, respectively, with $G: \Omega_{h} \rightarrow \Omega$ being the mapping defined in Lemma 3.1.

On one hand, the relations (3.2)-(3.6) of Lemma 3.1 ensure that polyhedral meshes possess the correct approximation properties in terms of convergence rate, analogously to the special case of simplicial meshes (see [31]). On the other hand, the second statement of Lemma 3.1 implies that the $H^{s}(\Omega), s>1$, regularity class of functions is not preserved under the action of the lifting operators in Definition 3.1, thus motivating the line of analysis adopted throughout this work.

Lemma 3.2 (Equivalence of norms under lifting). There exist two constants $C>c>0$ depending on $\Gamma$ and on the shape regularity of the mesh (see [35]) such that

$$
\begin{align*}
& c\left\|V^{\ell}\right\|_{0, \Omega} \leq\|V\|_{0, \Omega_{h}} \leq C\left\|V^{\ell}\right\|_{0, \Omega}, \quad \forall V \in L^{2}\left(\Omega_{h}\right) ;  \tag{3.7}\\
& c\left|V^{\ell}\right|_{1, \Omega} \leq|V|_{1, \Omega_{h}} \leq C\left|V^{\ell}\right|_{1, \Omega}, \quad \forall V \in H^{1}\left(\Omega_{h}\right) ;  \tag{3.8}\\
& c\left\|W^{\ell}\right\|_{0, \Gamma} \leq\|W\|_{0, \Gamma_{h}} \leq C\left\|W^{\ell}\right\|_{0, \Gamma}, \quad \forall V \in L^{2}\left(\Gamma_{h}\right) ;  \tag{3.9}\\
& c\left|W^{\ell}\right|_{1, \Gamma} \leq|W|_{1, \Gamma_{h}} \leq C\left|W^{\ell}\right|_{1, \Gamma}, \quad \forall V \in H^{1}\left(\Gamma_{h}\right) . \tag{3.10}
\end{align*}
$$

Lemma 3.3 (Geometric error of lifting). There exists $C>0$, depending on $\Gamma$ and on the shape
regularity of the mesh (see 35]) such that for all $u, \varphi \in H^{1}(\Omega)$ and $v, \psi \in H^{1}(\Gamma)$ :

$$
\begin{align*}
& \left|\int_{\Omega} \nabla u \cdot \nabla \varphi-\int_{\Omega_{h}} \nabla u^{-\ell} \cdot \nabla \varphi^{-\ell}\right| \leq C h|u|_{1, \Omega_{B}^{\ell}}|\varphi|_{1, \Omega_{B}^{\ell}} ;  \tag{3.11}\\
& \left|\int_{\Omega} u \varphi-\int_{\Omega_{h}} u^{-\ell} \varphi^{-\ell}\right| \leq C h\|u\|_{0, \Omega_{B}^{\ell}}\|\varphi\|_{0, \Omega_{B}^{\ell} ;}  \tag{3.12}\\
& \left|\int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \psi-\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} v^{-\ell} \cdot \nabla_{\Gamma_{h}} \psi^{-\ell}\right| \leq C h^{2}|v|_{1, \Gamma}|\psi|_{1, \Gamma} ;  \tag{3.13}\\
& \left|\int_{\Gamma} v \psi-\int_{\Gamma_{h}} v^{-\ell} \psi^{-\ell}\right| \leq C h^{2}\|v\|_{0, \Gamma}\|\psi\|_{0, \Gamma} \tag{3.14}
\end{align*}
$$

Lemma 3.4 (Geometric error of the Stein extension [35]). There exist $C>0$ depending on $\Omega$ and the shape regularity of the mesh such that

$$
\begin{align*}
& \left\|\tilde{u}-u^{-\ell}\right\|_{0, \Omega_{h}} \leq C h^{2}\|u\|_{2+\frac{1}{4}, \Omega^{\prime}} \quad \forall u \in H^{2+\frac{1}{4}}(\Omega) ;  \tag{3.15}\\
& \left|\tilde{u}-u^{-\ell}\right|_{1, \Omega_{h}} \leq C h^{3 / 2}\|u\|_{2, \Omega}+C h\|u\|_{2+\frac{3}{4}, \Omega^{\prime}} \quad \forall u \in H^{2+\frac{3}{4}}(\Omega), \tag{3.16}
\end{align*}
$$

where $\tilde{u}$ is the Stein extension of $u$ (see Theorem A.3).
Even if a full proof of Lemma 3.4 can be found in [35], estimates (3.15)-(3.16) are heuristically justified as follows. In (3.16), the superconvergence of the term $\|u\|_{2, \Omega}$ of order $\frac{3}{2}$ is due to the pointwise error $\tilde{u}(\boldsymbol{x})-u^{-\ell}(x)$ vanishing for any $x \in \Omega_{h} \backslash \Omega_{B}$, where $\Omega_{B}$ is the discrete narrow band defined in Section 3.1. In both estimates, the extra regularity in the terms $\|u\|_{2+\frac{1}{4}, \Omega}$ and $\|u\|_{2+\frac{3}{4}, \Omega}$ serves to provide sufficient Hölder continuity to estimate the aforementioned pointwise error in $\Omega_{B}$.

### 3.3 Virtual element spaces and operators

Here, we recall from [2] all the definitions of the discrete spaces and operators required in the BS-VEM and their basic approximation error estimates. Throughout this Section let $E \in \mathcal{E}_{h}$ be any 3D element and $F \in \mathcal{F}_{h}$ be any face.

### 3.3.1 Construction of the discrete function spaces

The starting point is the following boundary space on faces:

$$
\begin{equation*}
\mathbb{B}(\partial F):=\left\{v \in \mathcal{C}^{0}(\partial F) \mid v_{\mid e} \in \mathbb{P}_{1}(e), \forall e \in \operatorname{edges}(F)\right\}, \tag{3.17}
\end{equation*}
$$

then the preliminary space on faces is defined by

$$
\begin{equation*}
\widetilde{\mathbb{V}}(F):=\left\{v \in H^{1}(F) \mid v_{\mid \partial F} \in \mathbb{B}(\partial F) \wedge \Delta v \in \mathbb{P}_{1}(F)\right\} . \tag{3.18}
\end{equation*}
$$

The $H^{1}$ projector on faces $\Pi_{F}^{\nabla}: \widetilde{\mathbb{V}}(F) \rightarrow \mathbb{P}_{1}(F)$ is defined, for any $u \in \widetilde{\mathbb{V}}(F)$, by

$$
\begin{equation*}
\int_{F} \nabla\left(v-\Pi_{F}^{\nabla} v\right) \cdot \nabla p=0, \quad \forall p \in \mathbb{P}_{1}(F) \wedge \int_{\partial F}\left(v-\Pi_{F}^{\nabla} v\right)=0 \tag{3.19}
\end{equation*}
$$

The enhanced space on faces is defined by

$$
\begin{equation*}
\mathbb{V}(F):=\left\{v \in \widetilde{\mathbb{V}}(F) \mid \int_{F}\left(v-\Pi_{F}^{\nabla} v\right) p=0, \forall p \in \mathbb{P}_{1}(F)\right\} . \tag{3.20}
\end{equation*}
$$

We can now start the construction of the 3D spaces. The boundary space on polyhedra is defined by ${ }^{\text {t }}$

$$
\begin{equation*}
\mathbb{B}(\partial E):=\left\{u \in \mathcal{C}^{0}(\partial E) \mid u_{\mid F} \in \mathbb{V}(F), \forall F \in \operatorname{faces}(E)\right\} . \tag{3.21}
\end{equation*}
$$

After that, the construction continues exactly as in the 2D case addressed above. The preliminary space on polyhedra is defined by

$$
\begin{equation*}
\widetilde{\mathbb{V}}(E):=\left\{u \in H^{1}(E) \mid u_{\mid \partial E} \in \mathbb{B}(\partial E) \wedge \Delta u \in \mathbb{P}_{1}(E)\right\} . \tag{3.22}
\end{equation*}
$$

The $H^{1}$ projector on polyhedra $\Pi_{E}^{\nabla}: \widetilde{\mathbb{V}}(E) \rightarrow \mathbb{P}_{1}(E)$ is defined, for any $u \in \mathbb{V}(E)$, by

$$
\begin{equation*}
\int_{E} \nabla\left(u-\Pi_{E}^{\nabla} u\right) \cdot \nabla q=0, \quad \forall q \in \mathbb{P}_{1}(E) \wedge \int_{\partial E}\left(v-\Pi_{E}^{\nabla} v\right)=0 \tag{3.23}
\end{equation*}
$$

The enhanced space on polyhedra is finally defined by

$$
\begin{equation*}
\mathbb{V}(E):=\left\{u \in \widetilde{\mathbb{V}}(E) \mid \int_{E}\left(u-\Pi_{E}^{\nabla} u\right) p=0, \forall p \in \mathbb{P}_{1}(E)\right\} . \tag{3.24}
\end{equation*}
$$

From elliptic regularity, it holds that $\mathbb{V}(F) \subset H^{\frac{3}{2}+\varepsilon}(F)$ and $\mathbb{V}(E) \subset H^{1+\varepsilon}(E)$ for $\varepsilon>0$ sufficiently small depending on $F$ and $E$, as opposed to the tetrahedral FEM case where the discrete function spaces are piecewise analytic. This lack of regularity in the discrete function spaces constitutes an additional challenge in the analysis of nonlinearities and further motivates our line of proof. The $L^{2}$ projectors $\Pi_{F}^{0}: \mathbb{V}(F) \rightarrow \mathbb{P}_{1}(F)$ and $\Pi_{E}^{0}: \mathbb{V}(E) \rightarrow \mathbb{P}_{1}(E)$ are defined, for any $v \in \mathbb{V}(F)$ and $u \in \mathbb{V}(E)$, as follows:

$$
\begin{array}{ll}
\int_{F}\left(v-\Pi_{F}^{0} v\right) p=0, & \forall p \in \mathbb{P}_{1}(F) ; \\
\int_{E}\left(u-\Pi_{E}^{0} u\right) q=0, & \forall q \in \mathbb{P}_{1}(E) . \tag{3.26}
\end{array}
$$

Since this work is confined to the lowest order VEM, it holds that $\Pi_{F}^{0}=\Pi_{F}^{\nabla}$ and $\Pi_{E}^{0}=\Pi_{E}^{\nabla}$, see [2], but we still need the definitions (3.25)-(3.26). As proven in [2], the vertex-wise values constitute a unisolvent set of degrees of freedom (DOF) in $\mathbb{V}(F)$ and $\mathbb{V}(E)$, defined as follows $\ddagger$ :

$$
\begin{align*}
\operatorname{dof}(v) & =\{v(P) \mid P \in \operatorname{vertexes}(F)\},  \tag{3.27}\\
\operatorname{dof}(u) & =\{u(P) \mid P \in \operatorname{vertexes}(E)\}, \tag{3.28}
\end{align*} \quad \forall u \in \mathbb{V}(E) ;
$$

${ }^{\dagger}$ From elliptic regularity and Sobolev embeddings we have that $\mathbb{V}(F) \subset H^{\frac{3}{2}+\varepsilon}(F) \subset H^{1+\varepsilon}(F) \hookrightarrow \mathcal{C}^{0}(F)$, which implies that the definition of $\mathbb{B}(\partial E)$ in 3.21) is well-posed.
$\ddagger$ In higher order VEM spaces, which are outside the scope of this study, the DOFs are not only of pointwise type.

We define global VEM spaces by matching the DOFs across elements. To this end, let $\mathrm{S}_{\Gamma}$ be the 1 -skeleton of $\Gamma_{h}$ and $\mathrm{S}_{\Omega}$ be the 2-skeleton of $\Omega_{h}$, defined respectively by

$$
\begin{equation*}
\mathrm{S}_{\Gamma}:=\bigcup_{F \in \mathcal{F}_{h}} \partial F, \quad \text { and } \quad \mathrm{S}_{\Omega}:=\bigcup_{E \in \mathcal{E}_{h}} \partial E . \tag{3.29}
\end{equation*}
$$

The global spaces $\mathbb{V}_{\Gamma}$ and $\mathbb{V}_{\Omega}$ are then defined as

$$
\begin{align*}
& \mathbb{V}_{\Gamma}=\left\{v \in H^{1}\left(\Gamma_{h}\right) \mid v_{\mid S_{\Gamma}} \in \mathcal{C}^{0}\left(\mathrm{~S}_{\Gamma}\right) \wedge v_{\mid F} \in \mathbb{V}(F), \forall F \in \mathcal{F}_{h}\right\}  \tag{3.30}\\
& \mathbb{V}_{\Omega}=\left\{u \in H^{1}\left(\Omega_{h}\right) \mid u_{\mid S_{\Omega}} \in \mathcal{C}^{0}\left(\mathrm{~S}_{\Omega}\right) \wedge u_{\mid E} \in \mathbb{V}(E), \forall E \in \mathcal{E}_{h}\right\} . \tag{3.31}
\end{align*}
$$

With the notation introduced in Section 3.1, the Lagrangian bases $\left\{\psi_{i}\right\}_{i=1}^{M} \subset \mathbb{V}_{\Gamma}$ and $\left\{\varphi_{i}\right\}_{i=1}^{N} \subset \mathbb{V}_{\Omega}$ are uniquely defined by $\psi_{i}\left(\boldsymbol{x}_{j}\right)=\delta_{i j}$ for all $i, j=1, \cdots, M$ and $\varphi_{k}\left(\boldsymbol{x}_{l}\right)=\delta_{k l}$ for all $k, l=1, \cdots, N$.

### 3.3.2 Interpolation and projection

The following definition provides a compact notation when summing over all elements, while avoiding functions that are multiply defined on the junction between elements.
Definition 3.2 (Broken Hilbert norms). Given $s \in\{1,2\}$ and two collections of functions $v=\left\{v_{F} \in H^{s}(F) \mid F \in \mathcal{F}_{h}\right\}$ and $u=\left\{u_{E} \in H^{s}(E) \mid E \in \mathcal{E}_{h}\right\}$, we define the broken Hilbert seminorms of order $s$ as follows:

$$
|v|_{s, \Gamma_{h}, b}:=\left(\sum_{F \in \mathcal{F}_{h}}\left|v_{F}\right|_{s, F}^{2}\right)^{\frac{1}{2}} \quad \text { and } \quad|u|_{s, \Omega_{h}, b}:=\left(\sum_{E \in \mathcal{E}_{h}}\left|u_{E}\right|_{s, E}^{2}\right)^{\frac{1}{2}},
$$

The following result provides optimal error estimates for the piecewise polynomial projection of piecewise $H^{1}$ functions on polytopal meshes.

Proposition 3.1 (Projection error on polynomials [2]). For $s \in\{1,2\}$, given two collections of functions $v=\left\{v_{F} \in H^{s}(F) \mid F \in \mathcal{F}_{h}\right\}$ and $u=\left\{u_{E} \in H^{s}(E) \mid E \in \mathcal{E}_{h}\right\}$, there exist $v_{\pi} \in \prod_{F \in \mathcal{F}_{h}} \mathbb{P}_{1}(F)$ and $u_{\pi} \in \prod_{E \in \mathcal{E}_{h}} \mathbb{P}_{1}(E)$ such that

$$
\begin{align*}
& \left\|v-v_{\pi}\right\|_{0, \Gamma_{h}}+h\left|v-v_{\pi}\right|_{1, \Gamma_{h}, b} \leq C h^{s}|v|_{s, \Gamma_{h}, b} ;  \tag{3.32}\\
& \left\|u-u_{\pi}\right\|_{0, \Omega_{h}}+h\left|u-u_{\pi}\right|_{1, \Omega_{h}, b} \leq C h^{s}|u|_{s, \Omega_{h}, b}, \tag{3.33}
\end{align*}
$$

where $C$ is a constant that depends only on the shape regularity of the mesh.
We now analyse the properties of VEM interpolants and projectors. Let $I_{F}: H^{2}(F) \rightarrow$ $\mathbb{V}(F)$ and $I_{E}: H^{2}(E) \rightarrow \mathbb{V}(E)$ be the element-wise VEM interpolant operators. Let $I_{\Gamma}: \Pi_{F \in \mathcal{F}_{h}} H^{2}(F) \rightarrow \Pi_{F \in \mathcal{F}_{h}} \mathbb{V}(F)$ and $I_{\Omega}: \Pi_{E \in \mathcal{E}_{h}} H^{2}(E) \rightarrow \Pi_{E \in \mathcal{E}_{h}} \mathbb{V}(E)$ be the corresponding (possibly discontinuous) global interpolant operators. Let $\Pi_{\Gamma}^{0}: \Pi_{F \in \mathcal{F}_{h}} \mathbb{V}(F) \rightarrow \Pi_{F \in \mathcal{F}_{h}} \mathbb{P}_{1}(F)$ and $\Pi_{\Omega}^{0}: \Pi_{E \in \mathcal{E}_{h}} \mathbb{V}(E) \rightarrow \Pi_{E \in \mathcal{E}_{h}} \mathbb{P}_{1}(E)$ be the discontinuous global projection operators that correspond to the local projector $\Pi_{F}^{0}$ and $\Pi_{E}^{0}$ defined in (3.25)-(3.26).

Proposition 3.2 (Stability of VEM $L^{2}$ projectors). The $L^{2}$ projection operators $\Pi_{E}^{0}$ and $\Pi_{F}^{0}$ fulfil, for any $v \in \mathbb{V}(F)$ and $u \in \mathbb{V}(E)$, the following stability bounds

$$
\begin{align*}
& \left\|\Pi_{F}^{0} v\right\|_{0, F} \leq\|v\|_{0, F} \quad \text { and } \quad\left|\Pi_{F}^{0} v\right|_{1, F} \leq|v|_{1, F} ;  \tag{3.34}\\
& \left\|\Pi_{E}^{0} u\right\|_{0, E} \leq\|u\|_{0, E} \quad \text { and } \quad\left|\Pi_{E}^{0} u\right|_{1, E} \leq|u|_{1, E} . \tag{3.35}
\end{align*}
$$

Proof. The bounds on the left of (3.34)-(3.35) follow by testing (3.25)-(3.26) with $p=\Pi_{F}^{0} v$ and $q=\Pi_{E}^{0} u$ and using the Cauchy-Schwarz inequality. The bounds on the right of (3.34)(3.35) are obtained by testing (3.19) and (3.23) by $v=\Pi_{F}^{\nabla} v$ and $u=\Pi_{E}^{\nabla} u$, using the CauchySchwarz inequality and then noting that $\Pi_{F}^{V}=\Pi_{F}^{0}$ and $\Pi_{E}^{\nabla}=\Pi_{E}^{0}$ as discussed above.

Proposition 3.3 (VEM interpolation error [2]). Given two collections of functions $v=\left\{v_{F} \in\right.$ $\left.H^{2}(F) \mid F \in \mathcal{F}_{h}\right\}$ and $u=\left\{u_{E} \in H^{2}(E) \mid E \in \mathcal{\mathcal { E } _ { h }}\right\}$, then it holds that

$$
\begin{align*}
& \left\|v-I_{\Gamma}(v)\right\|_{0, \Gamma_{h}}+h\left|v-I_{\Gamma}(v)\right|_{1, \Gamma_{h}, b} \leq C h^{2}|v|_{2, \Gamma_{h}, b} ;  \tag{3.36}\\
& \left\|u-I_{\Omega}(u)\right\|_{0, \Omega_{h}}+h\left|u-I_{\Omega}(u)\right|_{1, \Omega_{h}, b} \leq C h^{2}|u|_{2, \Omega_{h}, b} \tag{3.37}
\end{align*}
$$

respectively, where $C>0$ depends only on the shape regularity of the mesh.

As opposed to Proposition 3.1, Proposition 3.3 does not include the case when the Hilbert regularity of the interpolated function is $s=1$. This is a consequence of the interpolant operators $I_{\Omega}$ and $I_{\Gamma}$ being well-defined if and only if the interpolated function is continuous, which in turn requires $v \in H^{1+\varepsilon}$ in two dimensions (on faces) and $u \in H^{\frac{3}{2}+\varepsilon}$ in three dimensions (on polyhedra), for any $\varepsilon>0$. Notably, in three dimensions not even $\mathbb{V}_{\Omega}$ functions themselves are regular enough to be interpolated, an issue that is easily overcome by noting that, on $\mathbb{V}_{\Omega}$ itself, the interpolant acts as the identity. Another dissimilarity from the $L^{2}$ projectors is that VEM interpolants $I_{\Gamma}$ and $I_{\Omega}$ are not stable in $L^{2}$, i.e. they do not fulfil analogous bounds as (3.34)-3.35). Instead, they fulfil $\mathcal{O}\left(h^{2}\right)$-perturbed stability estimates thanks to (3.36)-3.37) combined with the triangle inequality, but only if the interpolated function is $\mathrm{H}^{2}$. In short, VEM interpolants are only conditionally stable. Notably, on the class of Lipschitz-transformed VEM functions, which is not even contained in $H^{2}$, VEM interpolants exhibit a stable behaviour as illustrated in the following Lemma.

Lemma 3.5 (Stability of VEM interpolants on Lipschitz-transformed VEM spaces). Given $\mu \in \mathbb{N}$ and given two Lipschitz functions $s:\left(\mathbb{V}_{\Gamma}\right)^{\mu} \rightarrow \mathbb{R}$ and $r:\left(\mathbb{V}_{\Omega}\right)^{\mu} \rightarrow \mathbb{R}$, there exists $C>0$ depending on the shape regularity of $\Omega_{h}$, on the Lipschitz constants of $s, r$ and on the values $s(\mathbf{0})$, $r(\mathbf{0})$ such that, for all $V_{1}, \cdots, V_{\mu} \in \mathbb{V}_{\Gamma}, v_{1}, \cdots, v_{\mu} \in \mathcal{C}^{0}\left(\Gamma_{h}\right), U_{1}, \cdots, U_{\mu} \in \mathbb{V}_{\Omega}$, and $u_{1}, \cdots, u_{\mu} \in$

$$
\begin{align*}
& \mathcal{C}^{0}\left(\Omega_{h}\right) \\
&\left\|I_{\Gamma}\left(s\left(V_{1}, \cdots, V_{\mu}\right)-s\left(v_{1}, \cdots, v_{\mu}\right)\right)\right\|_{0, \Gamma_{h}}^{2} \leq C \sum_{i=1}^{\mu}\left\|V_{i}-I_{\Gamma} v_{i}\right\|_{0, \Gamma_{h}}^{2} ;  \tag{3.38}\\
&\left\|I_{\Omega}\left(r\left(U_{1}, \cdots, U_{\mu}\right)-r\left(u_{1}, \cdots, u_{\mu}\right)\right)\right\|_{0, \Omega_{h}}^{2} \leq C \sum_{i=1}^{\mu}\left\|U_{i}-I_{\Omega} u_{i}\right\|_{0, \Omega_{h}}^{2} ;  \tag{3.39}\\
&\left\|I_{\Gamma}\left(s\left(V_{1}, \cdots, V_{\mu}\right)\right)\right\|_{0, \Gamma_{h}}^{2} \leq C\left(\sum_{i=1}^{\mu}\left\|V_{i}\right\|_{0, \Gamma_{h}}^{2}+1\right) ;  \tag{3.40}\\
&\left\|I_{\Omega}\left(r\left(U_{1}, \cdots, U_{\mu}\right)\right)\right\|_{0, \Omega_{h}}^{2} \leq C\left(\sum_{i=1}^{\mu}\left\|U_{i}\right\|_{0, \Omega_{h}}^{2}+1\right) . \tag{3.41}
\end{align*}
$$

Proof. A proof of $(3.38)-(\sqrt[3.39]{ })$ is given in [40, Lemma 5] for $\mu=1$, the extension to $\mu \in \mathbb{N}$ is trivial. The stability estimates $(3.40)-(\sqrt{3.41)}$ follow from $(3.38)-(\sqrt{3.39})$, respectively, by choosing $v_{i}=0$ and $u_{i}=0$ for all $i=1, \cdots, \mu$ and using the triangle inequality.

### 3.3.3 Discrete bilinear forms

To provide a discrete formulation of problem (2.2), we consider the discrete bilinear forms $m_{F}: \mathbb{V}(F) \times \mathbb{V}(F) \rightarrow \mathbb{R}, a_{F}: \mathbb{V}(F) \times \mathbb{V}(F) \rightarrow \mathbb{R}, m_{E}: \mathbb{V}(E) \times \mathbb{V}(E) \rightarrow \mathbb{R}$ and $a_{E}: \mathbb{V}(E) \times \mathbb{V}(E) \rightarrow \mathbb{R}$ defined as follows:

$$
\begin{align*}
& m_{F}(v, w)=\int_{F} \Pi_{F}^{0} v \Pi_{F}^{0} w+h_{F}^{2}\left\langle\operatorname{dof}\left(v-\Pi_{F}^{0} v\right), \operatorname{dof}\left(w-\Pi_{F}^{0} w\right)\right\rangle ;  \tag{3.42}\\
& a_{F}(v, w)=\int_{F} \nabla \Pi_{F}^{\nabla} v \cdot \nabla \Pi_{F}^{\nabla} w+\left\langle\operatorname{dof}\left(v-\Pi_{F}^{\nabla} v\right), \operatorname{dof}\left(w-\Pi_{F}^{\nabla} w\right)\right\rangle ;  \tag{3.43}\\
& m_{E}(u, z)=\int_{E} \Pi_{E}^{0} u \Pi_{E}^{0} z+h_{E}^{3}\left\langle\operatorname{dof}\left(u-\Pi_{E}^{0} u\right), \operatorname{dof}\left(z-\Pi_{E}^{0} z\right)\right\rangle  \tag{3.44}\\
& a_{E}(u, z)=\int_{E} \nabla \Pi_{E}^{\nabla} u \cdot \nabla \Pi_{E}^{\nabla} z+h_{E}\left\langle\operatorname{dof}\left(u-\Pi_{E}^{\nabla} u\right), \operatorname{dof}\left(z-\Pi_{E}^{\nabla} z\right)\right\rangle \tag{3.45}
\end{align*}
$$

for all $v, w \in \mathbb{V}(F)$ and $u, z \in \mathbb{V}(E)$, where $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product. Let $m_{h}^{\Gamma}: \mathbb{V}_{\Gamma} \times \mathbb{V}_{\Gamma} \rightarrow \mathbb{R}, a_{h}^{\Gamma}: \mathbb{V}_{\Gamma} \times \mathbb{V}_{\Gamma} \rightarrow \mathbb{R}, m_{h}^{\Omega}: \mathbb{V}_{\Omega} \times \mathbb{V}_{\Omega} \rightarrow \mathbb{R}$, and $a_{h}^{\Omega}: \mathbb{V}_{\Omega} \times \mathbb{V}_{\Omega} \rightarrow \mathbb{R}$ be the corresponding global forms. Let $A_{\Gamma}=\left(a_{k, l}^{\Gamma}\right) \in \mathbb{R}^{M \times M}$ and $A_{\Omega}=\left(a_{i, j}^{\Omega}\right) \in \mathbb{R}^{N \times N}$ be the stiffness matrices, let $M_{\Gamma}=\left(m_{k, l}^{\Gamma}\right) \in \mathbb{R}^{M \times M}$ and $M_{\Omega}=\left(m_{i, j}^{\Omega}\right) \in \mathbb{R}^{N \times N}$ be the mass matrices, and let $K_{\Gamma}=\left(\kappa_{k, l}^{\Gamma}\right) \in \mathbb{R}^{M \times M}$ and $K_{\Omega}=\left(\kappa_{i, j}^{\Omega}\right) \in \mathbb{R}^{N \times N}$ be the consistency matrices defined as follows:

$$
\begin{array}{llll}
a_{k, l}^{\Gamma}:=a_{h}^{\Gamma}\left(\psi_{k}, \psi_{l}\right), & m_{k, l}^{\Gamma}:=m_{h}^{\Gamma}\left(\psi_{k}, \psi_{l}\right), & \kappa_{k, l}^{\Gamma}:=\int_{\Gamma_{h}} \Pi_{\Gamma}^{0} \psi_{k} \Pi_{\Gamma}^{0} \psi_{l}, & k, l=1, \cdots, M ; \\
a_{i, j}^{\Omega}:=a_{h}^{\Omega}\left(\varphi_{i}, \varphi_{j}\right), & m_{i, j}^{\Omega}:=m_{h}^{\Omega}\left(\varphi_{i}, \varphi_{j}\right), & \kappa_{i, j}^{\cap}:=\int_{\Omega_{h}} \Pi_{\Omega}^{0} \varphi_{i} \Pi_{\Omega}^{0} \varphi_{j}, & i, j=1, \cdots, N . \tag{3.47}
\end{array}
$$

Proposition 3.4 (Stability and consistency [2]|). The bilinear forms $m_{F}, a_{F}, m_{E}$, and $a_{E}$ are consistent, i.e. for all $v \in \mathbb{V}(F)$ and $u \in \mathbb{V}(E)$

$$
\begin{array}{lll}
a_{F}(v, p)=\int_{F} \nabla v \cdot \nabla p ; & \text { and } \quad m_{F}(v, p)=\int_{F} v p, & \forall p \in \mathbb{P}_{1}(F) ; \\
a_{E}(u, q)=\int_{E} \nabla u \cdot \nabla q ; & \text { and } \quad m_{E}(u, q)=\int_{E} u q, & \forall q \in \mathbb{P}_{1}(E) . \tag{3.49}
\end{array}
$$

Furthermore, the bilinear forms $m_{F}, a_{F}, m_{E}$, and $a_{E}$ are stable, meaning that there exist two constants $0<c<C$ depending on the shape regularity of the mesh such that, for all $v \in \mathbb{V}(F)$ and $u \in \mathbb{V}(E)$

$$
\begin{align*}
& c|v|_{1, F}^{2} \leq a_{F}(v, v) \leq C|v|_{1, F}^{2} \quad \text { and } \quad c\|v\|_{0, F}^{2} \leq m_{F}(v, v) \leq C\|v\|_{0, F}^{2} ;  \tag{3.50}\\
& c|u|_{1, E}^{2} \leq a_{E}(u, u) \leq C|u|_{1, E}^{2} \quad \text { and } \quad c\|u\|_{0, E}^{2} \leq m_{E}(u, u) \leq C\|u\|_{0, E}^{2} . \tag{3.51}
\end{align*}
$$

### 3.4 The spatially discrete formulation

We are now ready to introduce the bulk-surface virtual element discretisation of the weak BS-RDS (2.2), which is: find $U \in H^{1}\left([0, T] ; \mathbb{V}_{\Omega}\right), V \in H^{1}\left([0, T] ; \mathbb{V}_{\Gamma}\right)$ such that

$$
\left\{\begin{array}{l}
m_{h}^{\Omega}(\dot{U}, \varphi)+d_{u} a_{h}^{\Omega}(U, \varphi)=\int_{\Omega_{h}} I_{\Omega}(q(U)) \Pi^{0} \varphi+\int_{\Gamma_{h}} I_{\Gamma}(s(U, V)) \Pi^{0} \varphi ;  \tag{3.52}\\
m_{h}^{\Gamma}(\dot{V}, \psi)+d_{v} a_{h}^{\Gamma}(V, \psi)=\int_{\Gamma_{h}} I_{\Gamma}(r(U, V)-s(U, V)) \Pi^{0} \psi
\end{array}\right.
$$

for all $\varphi \in L^{2}\left([0, T] ; \mathbb{V}_{\Omega}\right), \psi \in L^{2}\left([0, T] ; \mathbb{V}_{\Gamma}\right)$. The discrete initial conditions are prescribed as the VEM interpolants of the exact initial conditions, that is

$$
\begin{equation*}
U_{0}=I_{\Omega}\left(u_{0}\right), \quad \text { and } \quad V_{0}=I_{\Gamma}\left(v_{0}\right), \tag{3.53}
\end{equation*}
$$

which are well-defined thanks to the regularity of $u_{0}$ and $v_{0}$, see Assumption 1 .
Remark 3.1 (Formulation of the method). The treatment of the right-hand side in the method (3.52) is an adaptation of the approach proposed in [1] and is specifically devised to ensure at once

- computability;
- the method only relies on nodal values (degrees of freedom) regardless of the functional form of the nonlinear functions $q, r, s$, thereby avoiding costly quadratures on general polyhedra and polygons;
- optimal convergence. In fact, thanks to the stability of VEM interpolants on Lipschitztransformed VEM spaces (Lemma 3.5), we will be able to show that the interpolants appearing in the nonlinearities of the discrete formulation (3.52) are quadratically accurate in the meshsize even if the $\mathbb{V}(\Omega)$ and $\mathbb{V}(\Gamma)$ functions are not $H^{2}$ on nonconvex elements.

Remark 3.2 (Extension to higher order). A consequence of Lemma 3.1 is that, to achieve higher order spatial convergence, it is necessary to adopt curved elements. The main challenge in devising a higher order BS-VEM resides in the definition of the spaces $\mathbb{V}_{\Omega}$ and $\mathbb{V}_{\Gamma}$ themselves. For the bulk space $\mathbb{V}_{\Omega}$, the problem was successfully addressed in different contexts., i.e. in 2D [13] and 3D for a Darcy problem in mixed form [28]. For 3D differential operators in standard form, to the best of our knowledge, the problem is open. For the surface space $\mathbb{V}_{\Gamma}$, a parametric VEM relying on explicit knowledge of local charts was proposed in [6]. An additional challenge is that we require $\mathbb{V}_{\Gamma}$ to be the trace of $\mathbb{V}_{\Omega}$, hence (i) the two spaces cannot be constructed independently from each other and (ii) $\mathbb{V}_{\Omega}$ must be constructed in such a way that in its trace $\mathbb{V}_{\Gamma}$, the Laplace-Beltrami operator is computable.

## 4 Stability and convergence analysis

By adapting the techniques used in [34] to the present 3D context, we prove stability estimates for the spatially discrete problem (3.52) in the following Lemma.

Lemma 4.1 (Stability estimates for the spatially discrete BS-RDS (3.52). There exists $C>0$ depending on $\Omega$, on the kinetics $q, r, s$, and on the shape regularity of the mesh such that

$$
\begin{align*}
& \sup _{t \in[0, T]}\left(\|U\|_{0, \Omega_{h}}^{2}+\|V\|_{0, \Gamma_{h}}^{2}\right)+\int_{0}^{T}\left(|U|_{1, \Omega_{h}}^{2}+|V|_{1, \Gamma_{h}}^{2}\right) \\
& \leq C\left(1+\left\|U_{0}\right\|_{0, \Omega_{h}}^{2}+\left\|V_{0}\right\|_{0, \Gamma_{h}}^{2}\right) \exp (C T) ;  \tag{4.1}\\
& \\
& \sup _{t \in[0, T]}\left(|U|_{1, \Omega_{h}}^{2}+|V|_{1, \Gamma_{h}}^{2}\right)+\int_{0}^{T}\left(\|\dot{U}\|_{0, \Omega_{h}}^{2}+\|\dot{V}\|_{0, \Gamma_{h}}^{2}\right)  \tag{4.2}\\
& \leq C\left(1+\left\|U_{0}\right\|_{1, \Omega_{h}}^{2}+\left\|V_{0}\right\|_{1, \Gamma_{h}}^{2}\right) \exp (C T) .
\end{align*}
$$

Proof. The proof relies on standard energy techniques. By (i) choosing $\varphi=U$ and $\psi=V$ in (3.52) and summing over the equations, (ii) estimating the nonlinearities with (3.40)-3.41) and (iii) using Proposition 3.2, Cauchy-Schwarz and Young's inequalities we have

$$
\begin{align*}
& \quad \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(m_{h}^{\Omega}(U, U)+m_{h}^{\Gamma}(V, V)\right)+d_{u} a_{h}^{\Omega}(U, U)+d_{v} a_{h}^{\Gamma}(V, V) \\
& \leq C\left(1+\|U\|_{0, \Omega_{h}}^{2}+\|V\|_{0, \Gamma_{h}}^{2}\right)+c\left\|U_{\mid \Gamma_{h}}\right\|_{0, \Gamma_{h},}^{2} \tag{4.3}
\end{align*}
$$

with $c>0$ being arbitrarily small, thanks to Young's inequality. By applying the trace inequality (A.3) to the rightmost term in (4.3) and then using (3.8), (3.50)-(3.51), we can
choose $c$ such that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(m_{h}^{\Omega}(U, U)+m_{h}^{\Gamma}(V, V)\right)+d_{u} a_{h}^{\Omega}(U, U)+d_{v} a_{h}^{\Gamma}(V, V) \\
\leq & C\left(1+\|U\|_{0, \Omega_{h}}^{2}+\|V\|_{0, \Gamma_{h}}^{2}\right)+\frac{d_{u}}{2} a_{h}^{\cap}(U, U) . \tag{4.4}
\end{align*}
$$

By using (3.51)-(3.50) into (4.4) we have

$$
\begin{align*}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(m_{h}^{\Omega}(U, U)+m_{h}^{\Gamma}(V, V)\right) \leq & C\left(m_{h}^{\Omega}(U, U)+m_{h}^{\Gamma}(V, V)\right) \\
& +C-\frac{d_{u}}{2} a_{h}^{\Omega}(U, U)-d_{v} a_{h}^{\Gamma}(V, V) \tag{4.5}
\end{align*}
$$

An application of Grönwall's lemma to (4.5) yields

$$
\begin{align*}
& \sup _{t \in[0, T]}\left(m_{h}^{\cap}(U, U)+m_{h}^{\Gamma}(V, V)\right) \\
\leq & \left(1+m_{h}^{\cap}\left(U_{0}, U_{0}\right)+m_{h}^{\Gamma}\left(V_{0}, V_{0}\right)\right) \exp (C T) \\
& -1-\int_{0}^{T}\left(\frac{d_{u}}{2} a_{h}^{\Omega}(U, U)+d_{v} a_{h}^{\Gamma}(V, V)\right) \exp \{C(T-t)\} \mathrm{d} t \tag{4.6}
\end{align*}
$$

which yields (4.1) after using (3.8). Similarly, by choosing $\varphi=\dot{U}$ and $\psi=\dot{V}$ in (3.52) and summing over the equations we have

$$
\begin{align*}
& m_{h}^{\Omega}(\dot{U}, \dot{U})+m_{h}^{\Gamma}(\dot{V}, \dot{V})+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(d_{u} a_{h}^{\Omega}(U, U)+d_{v} a_{h}^{\Gamma}(V, V)\right) \\
\leq & C\left(1+\|U\|_{0, \Omega_{h}}^{2}+\|V\|_{0, \Gamma_{h}}^{2}\right)+C a_{h}^{\Omega}(U, U)+\frac{1}{2}\left(m_{h}^{\Omega}(\dot{U}, \dot{U})+m_{h}^{\Gamma}(\dot{V}, \dot{V})\right), \tag{4.7}
\end{align*}
$$

where we have exploited the Lipschitz continuity of $q, r, s$, Young's inequality and 3.50(3.51). From (4.7) we get

$$
\begin{align*}
& \frac{1}{2}\left(m_{h}^{\cap}(\dot{U}, \dot{U})+m_{h}^{\Gamma}(\dot{V}, \dot{V})\right)+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(d_{u} a_{h}^{\cap}(U, U)+d_{v} a_{h}^{\Gamma}(V, V)\right) \\
\leq & C\left(a_{h}^{\Omega}(U, U)+a_{h}^{\Gamma}(V, V)\right)+C\left(1+\|U\|_{0, \Omega_{h}}^{2}+\|V\|_{0, \Gamma_{h}}^{2}\right) . \tag{4.8}
\end{align*}
$$

By applying Grönwall's lemma and then using (3.50)-(3.51) we obtain (4.2).
To derive error estimates for the spatially discrete solution (3.52) we need suitable bulk- and surface-Ritz projections that we had introduced in [35], where the reader is referred for details on the proofs.
Definition 4.1 (Surface-Ritz projection). The surface-Ritz projection of a function $v \in H^{1}(\Gamma)$ is the unique function $\mathcal{R} v \in \mathbb{V}_{\Gamma}$ such that

$$
\begin{equation*}
a_{h}^{\Gamma}(\mathcal{R} v, \psi)=\int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \psi^{\ell} \quad \forall \psi \in \mathbb{V}_{\Gamma}, \quad \text { and } \quad \int_{\Gamma_{h}} \mathcal{R} v=\int_{\Gamma} v \tag{4.9}
\end{equation*}
$$

Theorem 4.1 (Error bound for the surface-Ritz projection). There exists $C>0$ depending only on $\Gamma$ such that, for any $v \in H^{2}(\Gamma)$, the surface-Ritz projection $\mathcal{R} v$ fulfils

$$
\begin{equation*}
\left\|v-(\mathcal{R} v)^{\ell}\right\|_{0, \Gamma}+h\left\|v-(\mathcal{R} v)^{\ell}\right\|_{1, \Gamma} \leq C h^{2}\|v\|_{2, \Gamma} . \tag{4.10}
\end{equation*}
$$

Proof. The proposed surface-Ritz projection is a combination of the Ritz projections for the SFEM [32] and VEM [56], respectively. A complete proof for the $H^{1}$ estimate can be found in [38], while the $L^{2}$ estimate follows from the $H^{1}$ estimate combined with a standard Aubin-Nitsche argument.

Definition 4.2 (Bulk-Ritz projection). The bulk-Ritz projection of a function $u \in H^{1}(\Omega)$ is the unique function $\mathcal{R} u \in \mathbb{V}_{\Omega}$ such that

$$
\begin{equation*}
a_{h}^{\Omega}(\mathcal{R} u, \psi)=\int_{\Omega} \nabla u \cdot \nabla \psi^{\ell} \quad \forall \psi \in \mathbb{V}_{\Omega}, \quad \text { and } \quad \mathcal{R} u_{\mid \Gamma_{h}}=I_{\Gamma}\left(u^{-\ell}\right) . \tag{4.11}
\end{equation*}
$$

Theorem 4.2 (Error bounds for the bulk-Ritz projection). If the surface $\Gamma$ is $\mathcal{C}^{3}$, then for any $u \in H^{2+\frac{3}{4}}(\Omega)$ with $\operatorname{Tr}(u) \in H^{2}(\Gamma)$ and for $h$ sufficiently small, it holds that

$$
\begin{align*}
& \left\|u-(\mathcal{R} u)^{\ell}\right\|_{0, \Omega}+h\left|u-(\mathcal{R} u)^{\ell}\right|_{1, \Omega} \leq C h^{2}\left(\|u\|_{2, \Omega}+\|u\|_{2+\frac{3}{4}, \Omega}\right),  \tag{4.12}\\
& \left\|u-(\mathcal{R} u)^{\ell}\right\|_{0, \Gamma}+h\left|u-(\mathcal{R} u)^{\ell}\right|_{1, \Gamma} \leq C h^{2}\|u\|_{2, \Gamma}, \tag{4.13}
\end{align*}
$$

with $C$ depending on $\Omega$ and on the shape regularity of the mesh (see [35]). In (4.12), the term in $H^{2+\frac{3}{4}}(\Omega)$ norm arises only in the simultaneous presence of a curved surface $\Gamma$ and non-tetrahedral bulk elements that touch $\Gamma$.

Proof. The proof is analogous to the proofs of [34, Theorems 4 and 5], except for the exponent $2+\frac{3}{4}$ in (4.12) instead of the exponent $2+\frac{1}{4}$ appearing in its 2D counterpart, as a consequence of (3.15)-(3.16).

The following theorem shows optimal quadratic convergence in the Bochner norm $L^{2}\left([0, T] ; L^{2}(\Omega) \times L^{2}(\Gamma)\right)$ for the spatially discrete BS-RDS 3.52$)$. The theorem is the 3D counterpart of [34, Theorem 6] and contains substantial modifications due to the different spatial discretisation of the surface equations in 3D.

Theorem 4.3 (Convergence of the BS-VEM). Under Conjecture 1, the solution $(U, V)$ of (3.52) fulfils the following error estimate

$$
\begin{equation*}
\left\|u-U^{\ell}\right\|_{L^{2}\left([0, T] ; L^{2}(\Omega)\right)}+\left\|v-V^{\ell}\right\|_{L^{2}\left([0, T] ; L^{2}(\Gamma)\right)} \leq C h^{2} \tag{4.14}
\end{equation*}
$$

where $C$ depends on $\Omega$, the diffusion coefficient $d_{u}$, the functions $q, r, s$, the shape regularity of the mesh, the final time $T$ and on the following norms:

- $\|(u, \dot{u})\|_{L^{2}\left([0, T] ; H^{2}(\Omega)\right)},\|(v, \dot{v}, \operatorname{Tr}(u), \operatorname{Tr}(\dot{u}))\|_{L^{2}\left([0, T] ; H^{2}(\Gamma)\right)}$ in any case;
- $\|(u, \dot{u})\|_{L^{2}\left([0, T] ; H^{\left.2+\frac{3}{4}(\Omega)\right)}\right.}$ only in the simultaneous presence of a curved surface $\Gamma$ and nontetrahedral bulk elements that touch $\Gamma$.

Proof. We split the error in terms of $\rho_{u}, \rho_{v}, \theta_{u}, \theta_{v}$ defined as follows

$$
\begin{equation*}
(u, v)-\left(U^{\ell}, V^{\ell}\right)=\underbrace{\left((u, v)-(\mathcal{R} u, \mathcal{R} v)^{\ell}\right)}_{\left(\rho_{u}, \rho_{v}\right)}+\underbrace{((\mathcal{R} u, \mathcal{R} v)-(U, V))^{\ell}}_{\left(\theta_{u}, \theta_{v}\right)} \tag{4.15}
\end{equation*}
$$

From (4.10), (4.12) and (4.13), since the Ritz projections commute with time derivatives, we have that

$$
\begin{align*}
& \left\|\left(\operatorname{Tr}\left(\rho_{u}\right), \operatorname{Tr}\left(\dot{\rho}_{u}\right), \rho_{v}, \dot{\rho}_{v}\right)\right\|_{0, \Gamma} \leq C h^{2}\|(\operatorname{Tr}(u), \operatorname{Tr}(\dot{u}), v, \dot{v})\|_{2, \Gamma} ;  \tag{4.16}\\
& \left\|\left(\rho_{u}, \dot{\rho}_{u}\right)\right\|_{0, \Omega} \leq h^{2}\left(\|(u, \dot{u})\|_{2, \Omega}+\|(u, \dot{u})\|_{2+\frac{3}{4}, \Omega}\right) . \tag{4.17}
\end{align*}
$$

We are left to estimate the norms of $\theta_{u}$ and $\theta_{v}$. By using (2.1), (3.52), (4.11) and (4.15) we have the following error equation

$$
\begin{align*}
& m_{h}^{\Omega}\left(\dot{\theta}_{u}^{-\ell}, \varphi\right)+d_{u} a_{h}^{\Omega}\left(\theta_{u}^{-\ell}, \varphi\right)+m_{h}^{\Gamma}\left(\dot{\theta}_{v}^{-\ell}, \psi\right)+d_{v} a_{h}^{\Gamma}\left(\theta_{v}^{-\ell}, \psi\right) \\
&= m_{h}^{\Omega}(\dot{U}, \varphi)-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi)+d_{u} a_{h}^{\Omega}(U, \varphi)-d_{u} a_{h}^{\Omega}(\mathcal{R} u, \varphi) \\
&+m_{h}^{\Gamma}(\dot{V}, \psi)-m_{h}^{\Gamma}(\mathcal{R} \dot{v}, \psi)+d_{v} a_{h}^{\Gamma}(V, \psi)-d_{v} a_{h}^{\Gamma}(\mathcal{R} v, \psi) \\
&= \int_{\Omega_{h}} I_{\Omega}(q(U)) \Pi_{\Omega}^{0} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi)-d_{u} a_{h}^{\Omega}(\mathcal{R} u, \varphi)+\int_{\Gamma_{h}} I_{\Gamma}(s(U, V)) \Pi_{\Gamma}^{0} \operatorname{Tr}(\varphi) \\
&+\int_{\Gamma_{h}} I_{\Gamma}(r(U, V)) \Pi_{\Gamma}^{0} \psi-m_{h}^{\Gamma}(\mathcal{R} \dot{v}, \psi)-d_{v} a_{h}^{\Gamma}(\mathcal{R} v, \psi)-\int_{\Gamma_{h}} I_{\Gamma}(s(U, V)) \Pi_{\Gamma}^{0} \psi \\
&= \underbrace{T_{T_{5}}^{\int_{\Omega_{h}} I_{\Omega}(q(U)) \Pi_{\Omega}^{0} \varphi-\int_{\Omega} q(u) \varphi^{\ell}}}_{T_{T_{1}} \dot{u} \varphi^{\ell}-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi)} \\
&+\underbrace{\int_{\Gamma} \dot{v} \psi^{\ell}-m_{h}^{\Gamma}(\mathcal{R} \dot{v}, \psi)}_{T_{3}}+\underbrace{}_{T_{T_{4}}^{\int_{\Gamma_{h}} I_{\Gamma}(r(U, V)) \Pi_{\Gamma}^{0} \psi-\int_{\Gamma} r(u, v) \psi^{\ell}}} \\
&+\underbrace{\operatorname{Tr} \varphi-\psi)-\int_{\Gamma}(s(u, v))(\operatorname{Tr}(\varphi)-\psi)^{\ell}}_{\int_{\Gamma_{h}} I_{\Gamma}(s(U, V)) \Pi_{\Gamma}^{0}} \tag{4.18}
\end{align*}
$$

We now estimate terms $T_{1}$ through $T_{5}$ on the right hand side of (4.18) in turn. For $T_{1}$ we
use (A.2) from the Appendix, (3.12) and (4.17):

$$
\begin{align*}
T_{1} & =\int_{\Omega}\left(\dot{u}-(\mathcal{R} \dot{u})^{\ell}\right) \varphi^{\ell}+\int_{\Omega}(\mathcal{R} \dot{u})^{\ell} \varphi^{\ell}-\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi+\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi) \\
& \leq\left\|\dot{u}-(\mathcal{R} \dot{u})^{\ell}\right\|_{0, \Omega}\left\|\varphi^{\ell}\right\|_{0, \Omega}+C h\left\|(\mathcal{R} \dot{u})^{\ell}\right\|_{0, \Omega_{B}^{\ell}}\left\|\varphi^{\ell}\right\|_{0, \Omega_{B}^{\ell}}+\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi) \\
& \leq\left\|\dot{u}-(\mathcal{R} \dot{u})^{\ell}\right\|_{0, \Omega}\left\|\varphi^{\ell}\right\|_{0, \Omega}+C h^{2}\left\|(\mathcal{R} \dot{u})^{\ell}\right\|_{1, \Omega}\left\|\varphi^{\ell}\right\|_{1, \Omega}+\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi) \\
& \leq C h^{2}\left(\|\dot{u}\|_{2, \Omega}+\|\dot{u}\|_{2+\frac{3}{4}, \Omega}\right)\left\|\varphi^{\ell}\right\|_{1, \Omega}+\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi) . \tag{4.19}
\end{align*}
$$

We estimate the last term in (4.19) using (A.2), (A.4), (3.7), (3.15), (3.33), (3.49) and (4.17):

$$
\begin{align*}
\int_{\Omega_{h}} \mathcal{R} \dot{u} \varphi-m_{h}^{\Omega}(\mathcal{R} \dot{u}, \varphi) & =\int_{\Omega_{h}}\left(\mathcal{R} \dot{u}-\dot{\tilde{u}}_{\pi}\right) \varphi-m_{h}^{\Omega}\left(\mathcal{R} \dot{u}-\dot{\tilde{u}}_{\pi}, \varphi\right) \\
& \leq\left\|\mathcal{R} \dot{u}-\dot{u}_{\pi}\right\|_{0, \Omega_{h}}\|\varphi\|_{0, \Omega_{h}} \\
& \leq C\left(\left\|\dot{\rho}_{u}\right\|_{0, \Omega}+\left\|\dot{u}^{-\ell}-\dot{\tilde{u}}\right\|_{0, \Omega_{h}}+\left\|\dot{\tilde{u}}-\dot{\tilde{u}}_{\pi}\right\|_{0, \Omega_{h}}\right)\left\|\varphi^{\ell}\right\|_{0, \Omega} \\
& \leq C h^{2}\left(\|\dot{u}\|_{2, \Omega}+\|\dot{u}\|_{2+\frac{3}{4}, \Omega}\right)\left\|\varphi^{\ell}\right\|_{0, \Omega} . \tag{4.20}
\end{align*}
$$

By combining (4.19) and (4.20) we get

$$
\begin{equation*}
T_{1} \leq C h^{2}\left(\|\dot{u}\|_{2, \Omega}+\|\dot{u}\|_{2+\frac{3}{4}, \Omega}\right)\left\|\varphi^{\ell}\right\|_{1, \Omega} . \tag{4.21}
\end{equation*}
$$

We estimate $T_{2}$ by adapting the approach used in [1, Theorem 4.2]. From A.2], (3.12), (3.15), (3.35), (3.37), (3.39) and (4.17), we have that

$$
\begin{align*}
T_{2}= & \int_{\Omega_{h}} I_{\Omega}(q(U)-q(\tilde{u})) \Pi_{\Omega}^{0} \varphi+\int_{\Omega_{h}}\left(I_{\Omega} q(\tilde{u})-q(\tilde{u})\right) \Pi_{\Omega}^{0} \varphi \\
& +\int_{\Omega_{h}}\left(q(\tilde{u})-q\left(u^{-\ell}\right)\right) \Pi_{\Omega}^{0} \varphi+\int_{\Omega_{h}} q\left(u^{-\ell}\right) \Pi_{\Omega}^{0} \varphi-\int_{\Omega} q(u)\left(\Pi_{\Omega}^{0} \varphi\right)^{\ell} \\
\leq & C\left\|U-I_{\Omega} \tilde{u}\right\|\left\|\Pi_{\Omega}^{0} \varphi\right\|_{0, \Omega_{h}}+C h^{2}\|q(\tilde{u})\|_{2, \Omega_{h}}\left\|\Pi_{\Omega}^{0} \varphi\right\|_{0, \Omega_{h}} \\
& +C h^{2}\|u\|_{2+\frac{1}{4}, \Omega}\left\|\Pi_{\Omega}^{0} \varphi\right\|_{0, \Omega_{h}}+C h\|q(u)\|_{0, \Omega_{B}^{\ell}} \|\left(\Pi_{\Omega}^{0} \varphi \varphi^{\ell} \|_{0, \Omega_{B}^{\ell}}\right. \\
\leq & C\left(\|U-u\|_{0, \Omega_{h}}+\|u-\tilde{u}\|_{0, \Omega_{h}}+\left\|\tilde{u}-I_{\Omega} \tilde{u}\right\|_{0, \Omega_{h}}\right)\|\varphi\|_{0, \Omega_{h}} \\
& +C h^{2}\left(\|\tilde{u}\|_{2, \Omega_{h}}+1\right)\|\varphi\|_{0, \Omega_{h}}+C h^{2}\|u\|_{2+\frac{1}{4}, \Omega}\|\varphi\|_{0, \Omega_{h}}+C h^{2}\left(\|u\|_{1, \Omega}+1\right)\left\|\varphi^{\ell}\right\|_{1, \Omega} \\
\leq & C\left(\left\|\theta_{u}\right\|_{0, \Omega}+h^{2}\|u\|_{2, \Omega}+h^{2}\|u\|_{2+\frac{3}{4}, \Omega}\right)\left\|\varphi^{\ell}\right\|_{1, \Omega} . \tag{4.22}
\end{align*}
$$

As for $T_{3}$, from (A.2), (3.9), (3.14), (3.48) and (4.16) we have that

$$
\begin{align*}
T_{3} & =\int_{\Gamma} \dot{v} \psi^{\ell}-\int_{\Gamma_{h}} \dot{v}^{-\ell} \psi+\int_{\Gamma_{h}} \dot{v}^{-\ell} \psi-\int_{\Gamma_{h}} \mathcal{R} \dot{v} \psi+\int_{\Gamma_{h}} \mathcal{R} \dot{v} \psi-m_{h}^{\Gamma}(\mathcal{R} \dot{v}, \psi) \\
& \leq C h^{2}\|\dot{v}\|_{0, \Gamma}\left\|\psi^{\ell}\right\|_{0, \Gamma}+C\left\|\dot{\rho}_{v}\right\|_{0, \Gamma}\left\|\psi^{\ell}\right\|_{0, \Gamma} \leq C h^{2}\|\dot{v}\|_{2, \Gamma}\left\|\psi^{\ell}\right\|_{0, \Gamma} . \tag{4.23}
\end{align*}
$$

To estimate $T_{4}$ we proceed as in (4.22). Specifically, from (3.14), (3.34), (3.36), (3.38), and (4.16), we have that

$$
\begin{equation*}
T_{4} \leq C\left\|\left(\theta_{u}, \theta_{v}\right)\right\|_{0, \Gamma}\left\|\psi^{\ell}\right\|_{0, \Gamma}+C h^{2}\|(u, v)\|_{2, \Gamma}\left\|\psi^{\ell}\right\|_{0, \Gamma} . \tag{4.24}
\end{equation*}
$$

We estimate $T_{5}$ as in (4.24) by also using (A.3):

$$
\begin{align*}
T_{5} & \leq C\left(\left\|\left(\theta_{u}, \theta_{v}\right)\right\|_{0, \Gamma}+C h^{2}\|(u, v)\|_{2, \Gamma}\right)\left\|\operatorname{Tr}\left(\varphi^{\ell}\right)-\psi^{\ell}\right\|_{0, \Gamma} \\
& \leq C\left(\left\|\left(\theta_{u}, \theta_{v}\right)\right\|_{0, \Gamma}+C h^{2}\|(u, v)\|_{2, \Gamma}\right)\left(\left\|\varphi^{\ell}\right\|_{1, \Omega}+\left\|\psi^{\ell}\right\|_{0, \Gamma}\right) . \tag{4.25}
\end{align*}
$$

By substituting (4.21)-(4.25) into the error equation (4.18), using Young's inequality and choosing $\varphi^{\ell}=\theta_{u}, \psi^{\ell}=\theta_{v}$ we have

$$
\begin{align*}
& \quad \frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta_{u}\right\|_{0, \Omega}^{2}+d_{u}\left|\theta_{u}\right|_{1, \Omega}^{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta_{v}\right\|_{0, \Gamma}^{2}+d_{v}\left|\theta_{v}\right|_{1, \Gamma}^{2} \\
& \leq C\left(U, u, \dot{u}, v, \dot{v}, d_{u}\right)\left(h^{4}+\left\|\theta_{u}\right\|_{0, \Omega}^{2}+\left\|\theta_{v}\right\|_{0, \Gamma}^{2}\right)+d_{u}\left|\theta_{u}\right|_{1, \Omega}^{2} \tag{4.26}
\end{align*}
$$

From the stability estimates (4.1)-(4.2), $\|U\|_{1, \Omega_{h}}$ can be bounded in terms of the norms of the initial data $\left\|U_{0}\right\|_{1, \Omega_{h}}$ and $\left\|V_{0}\right\|_{1, \Gamma_{h}}$, which in turn depend on the exact initial condition $\left(u_{0}, v_{0}\right)$ thanks to (3.53). We can then remove the dependence of $C$ on $U$ in (4.26) obtaining

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta_{u}\right\|_{0, \Omega}^{2}+\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta_{v}\right\|_{0, \Gamma}^{2} \leq C\left(u, \dot{u}, v, \dot{v}, d_{u}\right)\left(h^{4}+\left\|\theta_{u}\right\|_{0, \Omega}^{2}+\left\|\theta_{v}\right\|_{0, \Gamma}^{2}\right) \tag{4.27}
\end{equation*}
$$

where $C\left(u, \dot{u}, v, \dot{v}, d_{u}\right)$ is a linear combination of the norms of the arguments between brackets. Thanks to (2.3), such a time-dependent linear combination $C\left(u, \dot{u}, v, \dot{v}, d_{u}\right)$ appearing in (4.27) fulfils

$$
\begin{equation*}
\int_{0}^{T} C\left(u, \dot{u}, v, \dot{v}, d_{u}\right) \mathrm{d} t<+\infty . \tag{4.28}
\end{equation*}
$$

By applying Grönwall's lemma to (4.27), accounting for the $h^{2}$-accuracy of the initial conditions (3.53) and exploiting (4.28), we get the desired estimate (4.14).

Remark 4.1 (Optimal convergence for bulk-only PDEs). If the function $s$ in (2.1) depends only on $u$, i.e. $s=s(u)$, then the first equation in (2.1) becomes completely decoupled from the surface PDE and takes the form

$$
\begin{cases}\dot{u}-d_{u} \Delta u=q(u), & x \in \Omega, t \in[0, T] ;  \tag{4.29}\\ \nabla u \cdot v-s(u)=0, & x \in \Gamma, t \in[0, T],\end{cases}
$$

a reaction-diffusion PDE endowed with general nonlinear Robin boundary conditions. Thanks to the usage of completely distinct and decoupled Ritz projections in the bulk domain $\Omega$ and on the surface $\Gamma$, the proposed analysis applies to the bulk PDE problem
(4.29) and implies that bulk VEM in 3D retain optimal convergence in the presence of a curved boundary $\Gamma$. This result, albeit intuitive, lacked a rigorous justification in the literature. In the special case of tetrahedral meshes (FEM), the result was proven in [7]. As for VEM, previous works addressed the geometric variational crime through the usage of curved elements (see [13] for the 2D case and [28] for a mixed formulation of the Darcy problem in 3D) or through algebraic corrections in the method [16].

## 5 Time discretisation

In this section we will show a matrix-vector formulation of the spatially discrete formulation (3.52), and then we will show a simple and effective time discretisation scheme. By expressing the time-dependent semi-discrete solution $(U, V)$ in the Lagrange bases

$$
U(x, t)=\sum_{i=1}^{N} \lambda_{i}(t) \varphi_{i}(x), \quad x \in \Omega_{h} ; \quad \text { and } \quad V(x, t)=\sum_{k=1}^{M} \mu_{k}(t) \psi_{k}(x), \quad x \in \Gamma_{h}
$$

where $\lambda_{i}(0)=U_{0}\left(\boldsymbol{x}_{i}\right)$ and $\mu_{k}(0)=V_{0}\left(\boldsymbol{x}_{k}\right)$ according to the initial condition (3.53). By using the consistency properties (3.50)-(3.51) in the approximation of the reaction kinetics, the fully discrete problem can be written as an $(M+N) \times(M+N)$ nonlinear ODE system in matrix form:

$$
\left\{\begin{array}{l}
M_{\Omega} \dot{\boldsymbol{\lambda}}+A_{\Omega} \boldsymbol{\lambda}=K_{\Omega} q(\boldsymbol{\lambda})+R K_{\Gamma} s\left(R^{T} \boldsymbol{\lambda}, \boldsymbol{\mu}\right)  \tag{5.1}\\
M_{\Gamma} \dot{\boldsymbol{\mu}}+A_{\Gamma} \boldsymbol{\mu}=K_{\Gamma}\left(r\left(R^{T} \boldsymbol{\lambda}, \boldsymbol{\mu}\right)-s\left(R^{T} \boldsymbol{\lambda}, \boldsymbol{\mu}\right)\right) .
\end{array}\right.
$$

In the above, $\boldsymbol{\lambda}(t):=\left(\lambda_{i}, \cdots, \lambda_{N}\right)^{T} \in \mathbb{R}^{N}, \boldsymbol{\mu}(t):=\left(\mu_{1}, \cdots, \mu_{M}\right)^{T} \in \mathbb{R}^{M}$, while $M_{\Gamma}, M_{\Omega}, A_{\Gamma}$, $A_{\Omega}, K_{\Gamma}$, and $K_{\Omega}$ are the mass, stiffness, and consistency matrices defined in (3.46)-3.47). For the time discretisation of the spatially discrete formulation (5.1) of the BS-RDS (2.1) we use the IMEX (IMplicit-EXplicit) Euler method. The method approximates diffusion terms implicitly and reaction- and boundary-terms explicitly, see for instance [36]. The method is first-order accurate, but combines unconditional stability for the diffusion and an immediate treatment of arbitrarily nonlinear kinetics. Given the timestep $\tau>0$ we consider the equally spaced discrete times $t_{n}:=n \tau$, for $n=0, \cdots, N_{T}$, with $N_{T}:=\left\lceil\frac{T}{\tau}\right\rceil$. For $n=0, \cdots, N_{T}$ the method looks for $\lambda^{n}$ and $\boldsymbol{\mu}^{n}$ meant to approximate the spatially discrete solution $(\boldsymbol{\lambda}(t), \boldsymbol{\mu}(t))$ at time $t_{n}$. By proceeding as in [34], the IMEX Euler time discretisation of (5.1) yields the following sequence of linear systems

$$
\left\{\begin{array}{l}
\left(M_{\Omega}+\tau K_{\Omega}\right) \lambda^{n+1}=M_{\Omega} \lambda^{n}+\tau K_{\Omega} q\left(\lambda^{n}\right)+\tau R K_{\Gamma} s\left(R^{T} \lambda^{n}, \boldsymbol{\mu}^{n}\right) ;  \tag{5.2}\\
\left(M_{\Gamma}+\tau K_{\Gamma}\right) \boldsymbol{\mu}^{n+1}=M_{\Gamma} \boldsymbol{\mu}^{n}+\tau K_{\Gamma}\left(r\left(R^{T} \lambda^{n}, \boldsymbol{\mu}^{n}\right)-s\left(R^{T} \lambda^{n}, \boldsymbol{\mu}^{n}\right)\right),
\end{array}\right.
$$

for $n=0, \cdots, N_{T}-1$, where $R$ is the reduction matrix defined in (3.1), where $\lambda^{0}=\lambda(0)$ and $\boldsymbol{\mu}^{0}=\boldsymbol{\mu}(0)$.

## 6 Numerical examples

We provide two numerical examples to illustrate our findings. In the first example, we test the convergence rate of the BS-VEM for a linear BS-PDE whose solution is known in closed form. The second example shows the application of the BS-VEM to the simulation of bulk-surface Turing patterns in a BS-RDS known in the literature. As discussed in [46], BS-RDSs in 3D constitute a useful mathematical framework for the simulation of diverse biological processes, such as cell motility, regenerative medicine, tissue engineering and more. In both experiments, the computations are carried out with our own MATLAB implementation of the BS-VEM. For illustrative purposes, each linear system is solved with MATLAB's mldivide solver based on LU factorisation, significantly accelerated through MATLAB's built-in function symamd, dedicated to the reordering of the unknowns.

### 6.1 A linear bulk-surface PDE: convergence

We numerically solve the following linear parabolic BS-PDE on the unit sphere $\Omega$ in 3D:

$$
\begin{cases}\dot{u}-\Delta u=-u & \text { in } \Omega \times[0, T] ;  \tag{6.1}\\ \dot{v}-\Delta_{\Gamma} v+\nabla u \cdot n=9 u+8 v & \text { on } \partial \Omega \times[0, T] ; \\ \nabla u \cdot n=u+v & \text { on } \partial \Omega \times[0, T],\end{cases}
$$

for final time $T=0.25$, whose exact solution is given by $u(x, y, z, t)=x y z e^{-t}$ for $(x, y, z, t) \in$ $\Omega \times[0, T]$ and $v(x, y, z, t)=2 x y z e^{-t}$ for $(x, y, z, t) \in \partial \Omega \times[0, T]$. The initial condition of (6.1) is the exact solution $(u, v)$ evaluated at $t=0$. We consider a sequence of four cubic meshes, $i=1, \cdots, 4$, with meshsizes $h_{i}=\sqrt{3} \cdot 2^{-i}$. The $i$-th mesh is obtained by subdividing each dimension of the cube $[-1,1]^{3}$ into $2^{i+1}$ intervals, thereby producing a cubic bounding mesh. From the cubic mesh we obtain a bulk-surface mesh of the sphere, shown in Fig. 2, as described in [35]. Correspondingly, we choose timesteps $\tau_{i}=2^{-2-2 i}, i=1,2,3,4$, that decrease quadratically with the meshsize. On each mesh we solve the discrete problem, we compute the error in $L^{2}(\Omega) \times L^{2}(\Gamma)$ norm at the final time $T=0.25$ and the respective convergence rate. As shown in Table 1, the convergence in $L^{2}(\Omega) \times L^{2}(\Gamma)$ norm is optimal, i.e. quadratic in space. Moreover, since the timesteps $\tau_{i}$ decrease quadratically with the meshsizes $h_{i}$, the experiment also implies linear convergence in time, which is also optimal for the IMEX Euler scheme. The numerical solution at the final time obtained on the finest mesh is plotted in Fig. 2. We remark that the number of spatial degrees of freedom grows cubically with $i$, i.e. $N=\mathcal{O}\left(i^{3}\right)$, while the number of timesteps grows quadratically with $i$, i.e. $N_{T}=\mathcal{O}\left(i^{2}\right)$. Then, on the $i$-th mesh we solve $\mathcal{O}\left(i^{2}\right)$ linear systems of dimension $\mathcal{O}\left(i^{3}\right)$, hence the sudden increase in computational cost (reported in seconds for the execution time) between $i=3$ and $i=4$, see Table 1. It is outside the scope of this work to consider the usage of second-order time integrators or more efficient linear solvers. This forms part of our current research program.

Table 1: Linear parabolic BS-PDE 6.1) on the unit sphere $\Omega$ in 3D. By applying the BS-VEM-IMEX Euler scheme on a sequence of four meshes with decreasing meshsize $h$ and timestep $\tau$, we observe optimal quadratic spatial convergence in $L^{2}(\Omega) \times L^{2}(\Gamma)$ norm. Computational times in seconds required for the time integration are shown. $N_{T}$ is the number of linear systems of dimension $N$ that are solved on each mesh $i$.

| $i$ | $N$ | $h$ | $\tau$ | $L^{2}(\Omega) \times L^{2}(\Gamma)$ <br> error | convergence <br> rate | Time (s) | $N_{T}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 53 | 0.8660 | $6.2500 \mathrm{e}-02$ | $4.8329 \mathrm{e}-01$ | - | 0.00884 | 4 |
| 2 | 445 | 0.4330 | $1.5625 \mathrm{e}-02$ | $1.5106 \mathrm{e}-01$ | 1.6778 | 0.01404 | 16 |
| 3 | 3089 | 0.2165 | $3.9062 \mathrm{e}-03$ | $4.3741 \mathrm{e}-02$ | 1.7881 | 0.27196 | 64 |
| 4 | 21465 | 0.1083 | $9.7656 \mathrm{e}-04$ | $1.1473 \mathrm{e}-02$ | 1.9308 | 34.65810 | 256 |


(a) Bulk-surface mesh of the sphere obtained from cubic bounding box.

(b) $U$ component of the numerical solution in the bulk.

(c) $V$ component of the numerical solution on the surface.

Figure 2: Linear parabolic BS-PDE $\sqrt{6.1}$ on the unit sphere $\Omega$ in 3D. The problem is solved on a sequence of bulk-surface meshes composed mostly of cubes like in (a) for $N=445$. The $U$ and $V$ components of the numerical solution obtained on the finest mesh for $i=4$ with $N=40381$ nodes and timestep $\tau=1.5625 e-2$ are shown in (b) and (c).

### 6.2 A bulk-surface reaction-diffusion model on the sphere

We show the application of the BS-VEM to the following four-species coupled BS-RDS in 3D with activator-depleted kinetics considered in [46]:

$$
\begin{cases}\dot{u}-\Delta u=\gamma_{\Omega} f(u, v) & \text { in } \Omega \times[0, T] ;  \tag{6.2}\\ \dot{v}-d_{\Omega} \Delta v=\gamma_{\Omega} g(u, v) & \text { in } \Omega \times[0, T] ; \\ \dot{r}-\Delta_{\Gamma} r=\gamma_{\Gamma}\left(f(r, s)-h_{1}(u, v, r, s)\right) & \text { in } \partial \Omega \times[0, T] ; \\ \dot{s}-d_{\Gamma} \Delta_{\Gamma} s=\gamma_{\Gamma}\left(g(r, s)-h_{2}(u, v, r, s)\right) & \text { in } \partial \Omega \times[0, T] ; \\ \nabla u \cdot \boldsymbol{n}=\gamma_{\Gamma} h_{1}(u, v, r, s) & \text { on } \partial \Omega \times[0, T] ; \\ d_{\Omega} \nabla v \cdot n=\gamma_{\Gamma} h_{2}(u, v, r, s) & \text { on } \partial \Omega \times[0, T],\end{cases}
$$

where $f(u, v):=a-u+u^{2} v, g(u, v):=b-u^{2} v, h_{1}(u, v, r, s):=\alpha_{1} r-\beta_{1} u-\kappa_{1} v$, and $h_{2}(u, v, r, s):=$ $\alpha_{2} s-\beta_{2} u-\kappa_{2} v$. As shown in [47], the following is a spatially homogeneous steady state for system (6.2):

$$
\begin{equation*}
\left(u^{*}, v^{*}, r^{*}, s^{*}\right):=\left(a+b, \frac{b}{(a+b)^{2}}, a+b, \frac{b}{(a+b)^{2}}\right) . \tag{6.3}
\end{equation*}
$$

The steady state (6.3) is Turing unstable under specific conditions on the parameters, which are met by the following parameter choice:

$$
\begin{align*}
& a=0.1 ; \quad b=0.9 ; \quad \alpha_{1}=\frac{5}{12} ; \quad \alpha_{2}=5 ; \quad \beta_{1}=\frac{5}{12} ; \quad \beta_{2}=0 ; \quad \kappa_{1}=0 ; \quad \kappa_{2}=5 ;  \tag{6.4}\\
& d_{\Omega}=10 ; \quad d_{\Gamma}=10 ; \quad \gamma_{\Omega}=55 ; \quad \gamma_{\Gamma}=55 .
\end{align*}
$$

Correspondingly, the steady state (6.3) becomes (1,0.9,1,0.9). We solve the problem on the unit sphere, approximated with a polyhedral mesh with $N=5749$ nodes, with final time $T=20$, timestep $\tau=2 e-4$, and initial data given as small spatially random perturbations of amplitude $1 e-3$ around the equilibrium (6.3). As we can see in Fig. 3 , the solution at the time $T=20$ is a pattern with multiple symmetries. Specifically, the surface components $(r, s)$ possess six spot patterns located at the vertexes of a cube. The bulk components (u,v), instead, show four "tunnels" connecting the top spot of $(r, s)$ to the four equatorial spots of $(r, s)$ and an internal spot that matches the bottom spot of $(r, s)$.

## 7 Conclusions and future challenges

In this study, we have considered a bulk-surface virtual element method (BS-VEM) for the numerical approximation of coupled bulk-surface reaction-diffusion systems (BSRDSs). The proposed method combines a 3D virtual element method (VEM) for the bulk equations [1,10] with a surface virtual element method (SVEM) for the surface equations [38]. The special case of simplicial bulk-surface meshes encompasses the BS-FEM for BS-RDSs [46]. This work extends the work in [34], devoted to the 2D case.


Figure 3: Numerical solution of the BS-RDS $\sqrt{6.2}$ on the unit sphere, approximated with a polyhedral mesh with $N=5749$ nodes, at the final time $T=20$, with timestep $\tau=2 e-4$. Top row: bulk components $(U, V)$. Middle row: a cross-sectional view of the bulk components $(U, V)$. Bottom row: surface components $(R, S)$.

We have adopted the polyhedral bulk-surface meshes considered in [35] and we have used the corresponding geometric error estimates. Exactly as in the special case of the tetrahedral meshes used in the BSFEM, the geometric error is $\mathcal{O}(h)$ in the bulk (although confined to a $h$-narrow band) and $\mathcal{O}\left(h^{2}\right)$ on the surface, where $h$ is the meshsize.

We have carried out a full error analysis. Specifically, if the exact solution is $H^{2+\frac{3}{4}}(\Omega)$ in the bulk and $H^{2}(\Gamma)$ on the surface, the BS-VEM possesses optimal second-order convergence in space in $L^{2}$ norm. The present analysis combines the techniques used in [34] and [35] and contains suitable adaptations due to the simultaneous presence of nonlinearities, time dependence, and 3D.

From the properties of our bulk-Ritz projection we have drawn an additional consequence: the lowest order bulk-VEM in 3D [8] retains optimal convergence even in the simultaneous presence of curved boundaries and non-zero boundary conditions, a result that was not fully addressed in the literature, to the best of our knowledge.

We have provided two numerical examples to demonstrate (i) the optimal convergence in space and time and (ii) the simulation of Turing patterns in a known bulk-surface activator-inhibitor model system of four species.

The present work paves the way for future research directions. For instance, higher order convergence in space is an open problem. The analysis in this work indicates that the main challenge to this end is the geometric error, which could be addressed with curved 3D elements, following the seminal work in [28]. Another future direction is the extension to evolving domains. Both of these challenges form part of our current studies.
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## Appendix: Definitions and basic results

In this Appendix we provide preliminary definitions, results and notations adopted throughout the article. We start by introducing some notation on Lebesgue and Sobolev
spaces. If $p \in[1,+\infty]$, we denote by $L^{p}(\Omega)$ and $L^{p}(\Gamma)$ the usual Lebesgue spaces on $\Omega$ and $\Gamma$, with $\|\cdot\|_{0, p, \Omega}$ and $\|\cdot\|_{0, p, \Gamma}$ being the respective norms. If $m \in \mathbb{N}$ and $p \in[1,+\infty]$, we denote by $W^{m, p}(\Omega)$ and $W^{m, p}(\Gamma)$ the usual Sobolev spaces of integer order $m$ on $\Omega$ and $\Gamma$, with $\|\cdot\|_{m, p, \Omega}$ and $\|\cdot\|_{m, p, \Gamma}$ being the respective norms. Finally, for $s \in[0,+\infty)$ and $p \in[1,+\infty)$, we denote by $W^{s, p}(\Omega)$ and $W^{s, p}(\Gamma)$ the Sobolev Spaces of fractional order $s$ on $\Omega$ and $\Gamma$, with $\|\cdot\|_{s, p, \Omega}$ and $\|\cdot\|_{s, p, \Gamma}$ being the respective norms, see [35] for full definitions. In the notable case $p=2$, we adopt the usual notation $H^{s}:=W^{s, 2}$ and $\|\cdot\|_{s, \Omega}$ or $\|\cdot\|_{s, \Gamma}$ for the respective norms. The following results are used throughout the analysis.

Lemma A. 1 (Inclusion between fractional Sobolev spaces, [29|). Let $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with a $\mathcal{C}^{1}$ boundary ${ }^{\beta} \Gamma$, let $p \in[1,+\infty)$ and $s, s^{\prime} \in[0,+\infty)$ such that $s<s^{\prime}$. Then there exists $C>0$ depending on $\Omega$ and s such that

$$
\begin{equation*}
\|u\|_{s, p, \Omega} \leq C\|u\|_{s^{\prime}, p, \Omega} \tag{A.1}
\end{equation*}
$$

for all $u \in W^{s^{\prime}, p}(\Omega)$. Hence, $W^{s, p}(\Omega) \subset W^{s^{\prime}, p}(\Omega)$.
Theorem A. 1 (Narrow band trace inequality, [31]). For $\delta>0$ let $U_{\delta}$ be the narrow band of $\Gamma$ of width $\delta$ (see [35] for a full definition and Fig. 1(a) for an illustration). There exists $\mathrm{C}>0$ (depending on $\Omega$ ) such that if $\delta$ is sufficiently small (depending on $\Omega$ ), then any $u \in H^{1}(\Omega)$ fulfils

$$
\begin{equation*}
\|u\|_{0, U_{\delta}} \leq C \delta^{\frac{1}{2}}\|u\|_{1, \Omega} . \tag{A.2}
\end{equation*}
$$

Theorem A. 2 (Trace theorem, [53,|54]). Let $k \in \mathbb{N}, 1 / 2<s \leq k$ and assume that the boundary $\Gamma$ is a $\mathcal{C}^{k}$ surface TIT Then there exists a bounded operator $\operatorname{Tr}: H^{s}(\Omega) \rightarrow H^{s-1 / 2}(\Gamma)$, called the trace operator, such that $\operatorname{Tr}(u)=u_{\mid \Gamma}$. The trace operator fulfils

$$
\begin{equation*}
\|\operatorname{Tr}(u)\|_{s-\frac{1}{2}, \Gamma} \leq C\|u\|_{s, \Omega}, \quad \forall u \in H^{s}(\Omega) \tag{A.3}
\end{equation*}
$$

Theorem A. 3 (Stein extension theorem, [54. Chap. 6, Theorem 5]). Let $\Omega \subset \mathbb{R}^{3}$ have a Lipschitz boundary $\Gamma$, let $r \in \mathbb{N}$ and $p \in[1,+\infty]$. Then, there exists $C>0$, depending on $\Omega$ and $r$ but not on $p$, such that, for any $u \in W^{r, p}(\Omega)$, there exists $\tilde{u} \in W^{r, p}\left(\mathbb{R}^{3}\right)$ fulfilling $\tilde{u}_{\mid \Omega}=u$ and

$$
\begin{equation*}
\|\tilde{u}\|_{r, p, \mathbb{R}^{3}} \leq C\|u\|_{r, p, \Omega} . \tag{A.4}
\end{equation*}
$$
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