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Abstract. A computational code is developed for the numerical solution of one-
dimensional transient gas-liquid flows using drift-flux models, in isothermal and also
with phase change situations. For these two-phase models, classical upwind schemes
such as Roe- and Godunov-type schemes are generally difficult to derive and expen-
sive to use, since there are no treatable analytic expressions for the Jacobian matrix,
eigenvalues and eigenvectors of the system of equations. On the other hand, the high-
order compact finite difference scheme becomes an attractive alternative on these oc-
casions, as it does not make use of any wave propagation information from the system
of equations. The present paper extends the localized artificial diffusivity method for
high-order compact finite difference schemes to solve two-phase flows with discon-
tinuities. The numerical method has simple formulation, straightforward implemen-
tation, low computational cost and, most importantly, high-accuracy. The numeri-
cal methodology proposed is validated by solving several numerical examples given
in the literature. The simulations are sixth-order accurate and it is shown that the
proposed numerical method provides accurate approximations of shock waves and
contact discontinuities. This is an essential property for simulations of realistic mass
transport problems relevant to operations in the petroleum industry.
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1 Introduction

The investigation of gas-liquid flows has become increasingly important in engineer-
ing design and applications in petroleum, chemical, geothermal and nuclear industries.
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Mathematical modeling under steady-state and transient conditions is of great impor-
tance for flow prediction in terms of pressure, temperature, phase velocities and phase
holdups. It is possible to predict steady-state flow along hilly terrains, as well as in tran-
sient flows for shut-off or re-start the line. The design of a new line or the shut-off or
re-start lines requires the numerical solution of the mass, momentum and energy conser-
vation equations.

Due to the complexity of gas-liquid flows, different two-phase models have been pro-
posed in the literature to model the phenomena inherent to such flows [1, 39, 46]. A cat-
egory of models that has been widely used to simulate gas-liquid flows is the drift-flux
two-phase models. Several works in the literature use the drift-flux two-phase models
with the hypothesis of isothermal flow, so the model has three equations, being a mass
equation for each phase and a momentum equation for the gas-liquid mixture [32,38,56].
The latter results from the sum of the momentum equations for each phase, implying the
elimination of complex modeling interfacial terms. However, this introduces the need for
a closure law regarding the slip between the phases [57]. An advantage of the drift-flux
model is that the system of equation is intrinsically stable.

The complexity of the closure laws severely restricts the possibilities of constructing
numerical schemes that explicitly incorporate the physics of wave propagation into their
formulations [17, 19, 44]. This is due to the difficulties in obtaining an analytical expres-
sion of the Jacobian matrix through purely algebraic manipulations. Nevertheless, some
numerical schemes have been proposed for the isothermal drift-flux model. Romate [44]
presented an approximate Riemann solver of Roe using a fully numerical approach. Evje
and Fjelde [18] proposed an AUSM scheme that is not based on algebraic manipulation of
the Jacobian, but makes explicit use of the approximate eigenvalues associated with the
non-linear waves. Flåtten and Munkejord [22] derived a Roe-type Riemann solver with
a linearized form of the Jacobian matrix obtained analytically. However, the eigenvalues
were evaluated numerically. Santim and Rosa [45] also proposed a Roe-type Riemann
solver, presenting an approximate analytical form for both the Jacobian matrix and the
eigenvalues of the system. It is worth mentioning that all the numerical schemes men-
tioned above are at best second-order accurate.

To model the interfacial mass transfer between the phases it is necessary to add the en-
ergy conservation equation to the two-phase models. These models differ mainly in the
level of disequilibrium between the two phases that they are able to take into account.
The most complete model has seven equations [3], with an equation for the balances of
mass, momentum and energy for each phase, in addition to an advection equation for
the volume fraction. This model allows for the disequilibrium of pressure, temperature,
velocity and Gibbs free energy between phases. Adding some equilibrium hypothesis
reduces the number of equations needed in the two-phase models. The simplest model
is the homogeneous equilibrium model (HEM) [9], which assumes that the phases have
the same velocity and are in fully thermodynamic equilibrium. This model has three
equations referring to the gas-liquid mixture, being the mass, momentum and energy
conservation equations. One level of hierarchy above the HEM model is the homoge-
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neous relaxation model (HRM) [9, 16], which considers a gas-liquid mixture that it is
in thermodynamic equilibrium, but considers the chemical disequilibrium between the
phases. The system of equations is augmented by a fourth equation referring to the mass
conservation for one of the phases, where a source term models the mass transfer be-
tween the phases. Most of the two-phase models presented in the literature that consider
phase change use a single velocity for the phases in their formulations [10, 36, 47, 48].

In this paper, gas-liquid flows are treated using two drift-flux models: isothermal
and non-isothermal (with phase change). Since in this model the phase velocities dif-
fer, there is no exact or approximate expression for the eigenvalues and eigenvectors
of the system of equations [50]. Consequently, the use of classical high-order schemes
to capture discontinuities, such as WENO [28], also becomes computationally compli-
cated, since WENO reconstruction is often performed in the characteristic space to avoid
spurious oscillations [41]. On the other hand, an attractive alternative to capture dis-
continuities, using high-order compact finite difference schemes, has been proposed by
Cook and Cabot [13, 14]. The method is based on the idea of dynamically adding local-
ized artificial diffusivity when necessary, whereas a high-order compact finite difference
scheme resolves the broad range of scales in flows. The capability of this approach to
accurately treats shock-turbulence interaction was successfully demonstrated by several
authors [20, 30].

The objective of this paper is to extend high-order compact finite difference schemes
with the localized artificial diffusivity method to solve gas-liquid flows with two-phase
drift-flux models. To the best of our knowledge, there are no studies related to the drift-
flux two-phase models with the numerical methodology proposed. These numerical
methods are particularly interesting because of their simple formulation, straightforward
implementation, low computational cost and, most importantly, high-accuracy. The nu-
merical methodology proposed is validated by solving several numerical examples given
in the literature.

2 Two-phase flow models

The mathematical models that describe two-phase flows are conventionally obtained
through some averaging procedure, in order to avoid excessive computational complex-
ity. However, there is a significant loss of information associated with the averaging
process. Consequently, additional information must be provided to the system of equa-
tions in the form of closure laws. Different formulations of two-phase flow models can
be obtained based on different physical assumptions of the closure laws [1, 39, 46].

A general transient two-phase flow problem can be formulated using a two-fluid
model or a drift-flux model, depending on the degree of dynamic coupling between the
phases. In the two-fluid model, each phase is considered separately and the model is
formulated in terms of two sets of conservation laws that govern the mass, momentum
and energy balances of each phase. However, the introduction of two momentum equa-



50 A. Nascimento and E. Rosa / Adv. Appl. Math. Mech., 16 (2024), pp. 47-74

tions in the formulation of the two-fluid model presents difficulties due to mathematical
complications, and hyperbolicity may be lost due to the improper specification of inter-
facial interaction terms between the two-phases. The loss of hyperbolicity usually leads
to an ill-posed problem which, in turn, can produce instabilities in numerical calcula-
tions. Consequently, careful studies of the interfacial constitutive equations are generally
needed in the formulation of the two-fluid model [15, 46].

These difficulties associated with the two-fluid model can be significantly reduced
by formulating two-phase problems in terms of the drift-flux model. In this model, the
motion of the entire mixture is expressed by the momentum equation of the mixture
and relative motion between the phases is taken into account by a kinematic constitutive
equation. Although the complexity of the drift-flux model is an impediment to deriving
exact hyperbolicity conditions, the drift-flux model has been shown to be hyperbolic for
a reasonable range of parameters and fluid properties. Approximate hyperbolicity con-
ditions of the drift-flux model valid for the Zuber-Findlay law have been presented in the
literature [22,44]. The use of the drift-flux model is appropriate when the motions of two
phases are strongly coupled.

2.1 Isothermal drift-flux model

The drift-flux model is derived from the two-fluid model, where, in the momentum equa-
tion, the interfacial pressure is assumed to be the same for both phases. Next, the gas and
liquid momentum equations are added to produce a mixture momentum equation. Thus,
the drift-flux model for one-dimensional isothermal transient gas-liquid flow without
phase change consists of two mass equations (gas and liquid phases) and a momentum
equation (gas-liquid mixture) [22]:

∂

∂t
(
αρg
)
+

∂

∂x
(
αρgug

)
=0, (2.1a)

∂

∂t
[(1−α)ρl ]+

∂

∂x
[(1−α)ρlul ]=0, (2.1b)

∂

∂t
[
αρgug+(1−α)ρlul

]
+

∂

∂x

[
αρgu2

g+(1−α)ρlu2
l +p

]
= sm, (2.1c)

where the subscripts g and l refer to the gas and liquid phases, ρ is the density, α is the
void fraction, u is the velocity, and p is the common pressure for both phases. The source
term of the momentum equation sm includes terms of the frictional force of the mixture
on the wall and the gravitational force:

sm =− fTF
ρm|um|um

2D
−ρmgsin(θ), (2.2)

where ρm=αρg+(1−α)ρl is the mixture density, um=αug+(1−α)ul is the mixture velocity,
D is the internal diameter, g is the gravitational constant and θ is the pipe inclination
measured from the horizontal position.
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The two-phase friction factor fTF depends on the flow regime and is based on the
mixture Reynolds number Rem define as:

Rem =
ρm|um|D

µm
, (2.3)

where µm =αµg+(1−α)(1+2.5α)µl is the effective mixture viscosity [5].
For laminar flows (Rem≤2100) the two-phase friction factor will be given by

fTF =
64

Rem
. (2.4)

On the other hand, in turbulent flows with Rem >2100, the implicit correlation proposed
by Colebrook is used to calculate the two-phase friction factor:

1√
fTF

=−2log

(
ε/D
3.7

+
2.51

Rem
√

fTF

)
, (2.5)

where ε represents the equivalent roughness of the pipe. To calculate the two-phase
friction factor with this implicit correlation, an initial estimate was obtained with the
Haaland correlation:

1√
fTF

=−1.8log

[(
ε/D
3.7

)1.11

+
6.9

Rem

]
. (2.6)

2.1.1 Closure laws

Both gas and liquid can be considered to be compressible. Thus, the thermodynamic
state equations for the densities of the gas and liquid phases comes from the hypothesis
of isothermal flow with pressure equilibrium between the phases, in the form:

ρl =ρl,0+
p−pl,0

c2
l

and ρg =
p
c2

g
, (2.7)

where cl and cg are the speed of sound in the liquid and the gas, respectively, and ρl,0 and
pl,0 are given as constants.

The other closure law is the kinematic relation between the phases proposed by Zuber
and Findlay [57], which establishes a general expression in the form:

ug =C0[αug+(1−α)ul ]+vd, (2.8)

where C0 and vd are the so-called distribution parameter and drift velocity, respectively,
which depend on the flow pattern. The validity of the relation (2.8) is limited to bubble
and slug flow patterns. However, for these flow regimes, the Zuber and Findlay rela-
tion has been experimentally verified for a broad range of parameters proposed in the
literature [6, 8, 11, 23, 27].
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2.2 Adiabatic drift-flux model with phase change

As described in Section 2.1, the drift-flux model can be obtained from the two-fluid
model, where in particular, the pressures in both phases are assumed to be equal, i.e.,
pg= pl = p. Thus, the momentum equations for each phase can be combined into a single
momentum equation for the two-phase mixture. Additionally, with the assumption that
the phase temperatures are equal, Tg=Tl=T, the energy equations for each phase can also
be combined into an equation for the two-phase mixture. The resulting one-dimensional
drift-flux model is then given by

∂

∂t
(
αρg
)
+

∂

∂x
(
αρgug

)
=Γ, (2.9a)

∂

∂t
[(1−α)ρl ]+

∂

∂x
[(1−α)ρlul ]=−Γ, (2.9b)

∂

∂t
[
αρgug+(1−α)ρlul

]
+

∂

∂x

[
αρgu2

g+(1−α)ρlu2
l +p

]
= sm, (2.9c)

∂

∂t
[
αEg+(1−α)El

]
+

∂

∂x
[
αEgug+(1−α)Elul+um p

]
= se, (2.9d)

where Ek = ρk
(
ek+u2

k/2
)

is the total energy of each phase, which includes the specific
internal energy ek and the kinetic energy term u2

k/2. The term Γ corresponds to the mass
transfer between the phases. The source term of the momentum equation sm is the same
as already defined in Eq. (2.2), while the source term of the energy equation se only incor-
porates gravitational effects due to the weight of the two-phase mixture, and is defined
as follows:

se =−ρmumgsin(θ). (2.10)

The system of Eqs. (2.9a)-(2.9d) considers that the phases are in mechanical and thermal
equilibrium, but takes into account the chemical disequilibrium between the phases. The
phase change term Γ is usually expressed as [21]:

Γ=K(µl−µg), (2.11)

where µk are the chemical potentials of each phase and K is associated with a character-
istic relaxation time for mass transfer between phases. Since K> 0, the relaxation term
leads the phases asymptotically towards equilibrium in Gibbs free energy. The relaxation
term for a two-phase mixture depends on the interfacial area between the phases, making
its determination quite difficult [48].

To circumvent this difficulty, it can be considered that the mass transfer is instan-
taneous, i.e, the limit K→∞ (zero relaxation time) is taken, so that the relaxation for
thermodynamic equilibrium is immediate. This limit is equivalent to explicitly assuming
that µl = µg, so that this relation holds only in the two-phase region and the gas-liquid
mixture is in the saturation region. Since K→∞ and µl = µg, the product K(µl−µg) is
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an indefinite limit. However, this can be solved by adding the mass equations (2.9a) and
(2.9b), resulting in the following system of equations:

∂

∂t
[
αρg+(1−α)ρl

]
+

∂

∂x
[
αρgug+(1−α)ρlul

]
=0, (2.12a)

∂

∂t
[
αρgug+(1−α)ρlul

]
+

∂

∂x

[
αρgu2

g+(1−α)ρlu2
l +p

]
= sm, (2.12b)

∂

∂t
[
αEg+(1−α)El

]
+

∂

∂x
[
αEgug+(1−α)Elul+um p

]
= se. (2.12c)

The total mass of the mixture is conserved, although there is mass transfer between the
phases, a source term is not required to model the change phase, unlike what occurs in
the system (2.9a)-(2.9d). The system of Eqs. (2.12a)-(2.12c) is in mechanical and thermal
equilibrium, but a dynamic disequilibrium is introduced into the mixture. When ug =ul
is adopted, it reduces to the homogeneous equilibrium model (HEM), which is in full
thermodynamic equilibrium.

2.2.1 Closure laws

There are more dependent variables than equations in the system (2.12a)-(2.12c). Five
constitutive equations are required. One of them is the kinematic relation between the
phases, presented in Eq. (2.8). The other closure laws are obtained from the equation of
state used to calculate thermodynamic properties.

For each phase k = l, g, thermodynamic properties are calculated using the Noble-
Abel Stiffined Gas (NASG) equation of state [37]. Expressions for pressure p, density ρk,
specific internal energy ek and speed of sound ck for each phase are presented below:

p(ρk,ek)=ρk(γk−1)
(ek−qk)

1−ρkbk
−γk p∞,k, (2.13a)

ρk(p,T)=
p+p∞,k

(γk−1)Cv,kT+(p+p∞,k)bk
, (2.13b)

ek(p,T)=
(p+γk p∞,k)Cv,kT

p+p∞,k
+qk, (2.13c)

ck(p,ρk)=

√
γk(p+p∞,k)

ρk(1−ρkbk)
, (2.13d)

where the parameters γk, p∞,k, Cv,k, qk and bk are constant coefficients characteristic of
each fluid.

The saturation curve of a pure substance is obtained by equating the Gibbs free energy
of the phases, resulting in the following expression linking the saturation pressure and
temperature:

ln(p+p∞,g)=A+
(B+Ep)

T
+ClnT+Dln(p+p∞,l) (2.14)
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with

A=
Cp,l−Cp,g+q′g−q′l

Cp,g−Cv,g
, B=

ql−qg

Cp,g−Cv,g
, C=

Cp,g−Cp,l

Cp,g−Cv,g
, (2.15a)

D=
Cp,l−Cv,l

Cp,g−Cv,g
, E=

bl−bg

Cp,g−Cv,g
. (2.15b)

Two different fluids were used in the cases presented in this paper: water and refriger-
ant fluid R410a. Although R410a is a mixture of fluids, its behavior can be modeled as
an azeotrope fluid. The coefficients of the NASG equation of state are calculated fol-
lowing the procedure given by Métayer and Saurel [37], using property values from
REFPROP [34] as the reference property values. For water in the temperature range
[300−500K] and for R410a in the pressure range [1−2MPa], the NASG coefficients are
shown in Table 1 [42].

Table 1: NASG coefficients for water in the temperature range [300−500K] and for R410a in the pressure range
[1−2MPa].

Coefficients Water R410a
Liquid Vapor Liquid Vapor

Cp,k[J/(kg/K)] 4286 1317 1614 116
Cv,k[J/(kg/K)] 3631 857 1612 28
γk[−] 1.18 1.54 1.00 4.12
p∞,k[Pa] 6646×105 0 10390933 0
bk[m3/kg] 6.85×10−4 0 8.72×10−4 0
qk[J/kg] −1178108 2175724 −242795 391470
q′k[J/(kg.K)] 0 15620 0 10383

3 Numerical schemes

Both isothermal (2.1a)-(2.1c) and adiabatic (2.12a)-(2.12c) systems of equations of the
drift-flux two-phase flow models presented in Section 2 can be written in conservative
vector form as follows:

∂Q
∂t

+
∂F
∂x

=S, (3.1)

where the vectors of the conserved variables Q = Qm, fluxes F = Fm and source terms
S=Sm are, for the isothermal drift-flow model (m= iso):

Qiso =

q0
q1
q2

=
 αρg

(1−α)ρl
αρgug+(1−α)ρlul

, (3.2a)
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Fiso =

 f0
f1
f2

=
 αρgug

(1−α)ρlul
αρgu2

g+(1−α)ρlu2
l +p

, (3.2b)

Siso =

s0
s1
s2

=
 0

0
sm

, (3.2c)

and for the adiabatic drift-flow model with phase change (m= adi):

Qadi =

q0
q1
q2

=
 αρg+(1−α)ρl

αρgug+(1−α)ρlul
αEg+(1−α)El

, (3.3a)

Fadi =

 f0
f1
f2

=
 αρgug+(1−α)ρlul

αρgu2
g+(1−α)ρlu2

l +p
αEgug+(1−α)Elul+um p

, (3.3b)

Sadi =

s0
s1
s2

=
 0

sm
se

. (3.3c)

The systems of equations of the drift-flux two-phase models (3.1) can be integrated over a
control volume to produce a semi-discrete finite volume formulation. The most challeng-
ing part of solving this finite volume formulation is to determine an approximation for
the numerical flux Fi+1/2 at the cell interface. For an accurate numerical solution, it would
be desirable to have an upwind resolution of all the waves inherent in the two-phase
model, for example, building an approximate Riemann solver of Roe [43]. However, this
is relatively complex, even for simpler drift-flux two-phase models [22,45]. For the drift-
flux two-phase models considered in this paper, since ug 6=ul , there is no tractable exact
expression for the Jacobian matrix, as well as for the eigenvalues of the system of equa-
tions [50]. Consequently, the use of numerical schemes that only make explicit use of the
eigenvalues associated with nonlinear waves also becomes computationally complicated.

The high-order compact finite difference scheme, described in the next section, be-
comes an attractive alternative on these occasions, as it does not make use of any wave
propagation information from the system of equations.

3.1 High-order compact finite difference schemes

Compact schemes provide a finite difference approximation for the first derivative of the
fluxes (3.1) based on linear combinations of values centered on neighboring cells. These
schemes use a compact stencil and are characterized by a high spectral resolution [33].
For any scalar quantity f , the finite difference approximation of the first spatial derivative
at node i is obtained by following formula [33]:

α
∂ f
∂x

∣∣∣∣
i−1

+
∂ f
∂x

∣∣∣∣
i
+α

∂ f
∂x

∣∣∣∣
i+1

= a
fi+1− fi−1

2∆x
+b

fi+2− fi−2

4∆x
+c

fi+3− fi−3

6∆x
, (3.4)
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where α=1/3, a=14/9, b=1/9 and c=0 for the sixth-order scheme. At points close to the
domain boundaries, fifth-order one-sided formulas are utilized that retain the tridiagonal
form of the equation set [24]. For the lower boundary stencil:

∂ f
∂x

∣∣∣∣
i
+

3
2

∂ f
∂x

∣∣∣∣
i+1

=
1

∆x

(
−1

8
fi−1−

11
6

fi+
3
2

fi+1+
1
2

fi+2−
1
24

fi+3

)
. (3.5)

The upper boundary stencil can be obtained by flipping the lower boundary stencil and
switching the sign of the stencil coefficients on the right side of expression (3.5).

Compact finite difference schemes are non-dissipative and are thus known to be sus-
ceptible to failure due to increasing numerical instability. These difficulties originate from
a variety of sources, including mesh non-uniformity, approximate boundary conditions
and non-linearity [25]. Thus, to minimize errors from unresolved scales and preserve
the stability of the numerical schemes, a high-order compact low-pass spatial filtering
scheme [33] is applied to the conserved variables after each time step:

α f q̂i−1+ q̂i+α f q̂i+1=
4

∑
n=0

an

2
(qi+n+qi−n), (3.6)

where q̂i is the filtered quantity. An eighth-order filter is obtained with the following
coefficients [24]:

a0=
93+70α f

128
, a1=

7+18α f

16
, a2=

−7+14α f

32
, (3.7a)

a3=
1−2α f

16
, a4=

−1+2α f

128
, (3.7b)

with the coefficient α f being a free parameter that satisfies the inequality −0.5 < α f ≤
0.5. In this range, as the parameter α f is increased, the filtering is more localized to the
high wavenumbers. In this paper, the parameter α f is set to 0.49 unless otherwise noted.
High-order one-sided formulas given by Gaitonde and Visbal [24] are used for the near
boundary points.

Despite their high spectral resolution, high-order compact schemes cannot be applied
directly to flows that contain discontinuities. When high-order filters are applied to flows
that contain steep gradients, such as shock waves, contact surfaces and material inter-
faces, spurious non-physical oscillations are generated that make the simulation unstable.
This behavior, associated with the large stencil of the spatial filter, cannot be corrected by
a simple adjustment of the filter parameter α f [55]. Therefore, it is necessary to carry out a
special treatment to extend numerical algorithms to problems involving discontinuities.

3.2 Localized Artificial Diffusivity (LAD) method

Cook and Cabot [13, 14] proposed an attractive method for capturing discontinuities
that properly removes spurious non-physical oscillations without damping the resolved
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scales of the flow. The method is based on the idea of locally adding grid-dependent ar-
tificial diffusivity based on a uniformly spaced Cartesian mesh by using high-derivative
functions. The capability of this approach to accurately treats shock-turbulence interac-
tion was successfully demonstrated by several authors [20, 30].

The LAD method consists of adding an artificial viscous term τ2 f to the momentum
and energy equations of the drift-flux two-phase models. This added term takes the form
of the viscous stress term of the Navier-Stokes equations:

τ2 f =µ2 f
∂um

∂x
, (3.8)

where µ2 f is a grid-dependent artificial viscosity. In order to maintain the high resolution
of the numerical scheme, the artificial dissipation introduced has the function of sup-
pressing only the unresolved high frequency scales in a given grid. This is achieved by
defining the grid-dependent artificial viscosity µ2 f proportional to a r-derivative of the
dilatation (∇·um) as follows [13, 30]:

µ2 f =Cµ2 f ρm fsw

∣∣∣∣∂r(∇·um)

∂xr

∣∣∣∣(∆x)r+2, (3.9)

where Cµ2 f is a dimensionless user-specified constant and r is a integer number. The
term fsw is a switching function (shock sensor) that is designed to remove unnecessary
artificial viscosity in the region without shocks and localize it near shock waves. This
term is defined following Kawai et al. [30] as fsw=H(−∇·um), where H is the Heaviside
function. To eliminate cusps introduced by the absolute value operator, a Gaussian filter
denoted by the overbar f is applied to the expression (3.9). The filter defined by Cook
and Cabot [13] has the form:

f i =
3565
10368

fi+
3091

12960
( fi+1+ fi−1)+

1997
25920

( fi+2+ fi−2)

+
149

12960
( fi+3+ fi−3)+

107
103680

( fi+4+ fi−4). (3.10)

At the near boundary points, for a non-periodic boundary condition, the value fi is mir-
rored across the domain boundaries [29].

The r-order of the dilatation derivative must be sufficiently high so that the artificial
viscosity term µ2 f is important in the location near the shock waves and close to zero in
the rest of the flow. In the present study, the order of the derivative is set to r= 4 [7, 14,
29, 31]. The fourth derivative is evaluated using a fourth-order compact finite difference
formula [33]:

1
4

∂4 f
∂x4

∣∣∣∣
i−1

+
∂4 f
∂x4

∣∣∣∣
i
+

1
4

∂4 f
∂x4

∣∣∣∣
i+1

=
3
2

(
fi+2−4 fi+1+6 fi−4 fi−1+ fi−2

∆x4

)
. (3.11)

At near boundary points, high-order one-sided explicit formulas given by Kawai and
Lele [29] are utilized. In the current study, the dimensionless user-specified constant is
set to Cµ2 f =1.5 unless otherwise stated.
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Since in the LAD method the artificial viscosity term is based only on the mixture
velocity derivative, contact discontinuities (density) are not detected by expression (3.9).
Often artificial mass diffusivity χ are added to the mass equations in order to capture
such contact discontinuities numerically. These terms are modeled following the work
of [20, 51] and are extended here for application in two-phase flows [2].

The artificial terms added to the gas (2.1a) and liquid (2.1b) mass equations of the
isothermal drift-flux model are:

Ag =χg
∂αρg

∂x
, χg =Cρg

cm

ρg

∣∣∣∣∂rαρg

∂xr

∣∣∣∣(∆x)r+1, (3.12a)

Al =χl
∂(1−α)ρl

∂x
, χl =Cρl

cm

ρl

∣∣∣∣∂r(1−α)ρl

∂xr

∣∣∣∣(∆x)r+1, (3.12b)

where the expression of the speed of sound of the mixture cm is given in [45]. Numerical
experiments led to the choice Cρg = Cρl = 0.1. The suggested values for the constants
of the LAD model are function of the spatial discretization and filtering scheme. These
values were adopted in this paper because they provided robust results in capturing
discontinuities, but may change for other implementations of the LAD method.

With the application of the LAD method in the isothermal drift-flux model (2.1a)-
(2.1c), the flux vector is written as:

F=

 f0
f1
f2

=
 αρgug−Ag

(1−α)ρlul−Al
αρgu2

g+(1−α)ρlu2
l +p−τ2 f

. (3.13)

Additionally, an artificial term for capturing contact discontinuities is also added to the
mixture mass equation of the drift-flux model with phase change:

Am =χm
∂ρm

∂x
and χm =Cχm

cm

ρm

∣∣∣∣∂rρm

∂xr

∣∣∣∣(∆x)r+1, (3.14)

where cm is the speed of sound of the mixture given by Eq. (3.21). Previous numerical
experiments showed that choosing Cχm = 0.05 was sufficient to capture contact discon-
tinuities. With the application of the LAD method in the system of equations of the
adiabatic drift-flux model with phase change (2.12a)-(2.12c), the flux vector becomes:

F=

 f0
f1
f2

=
 αρgug+(1−α)ρlul−Am

αρgu2
g+(1−α)ρlu2

l +p−τ2 f
αEgug+(1−α)Elul+(p−τ2 f )um

. (3.15)

The artificial diffusivity terms are inserted only in the calculation of the flux vector. The
system of equations of the drift-flux two-phase models to be solved remains the one
represented by the form (3.1), but with the flux vector defined by the expressions (3.13)
and (3.15), respectively. The LAD method, presented here, is used in conjunction with
the methodologies described in Section 3.1. Multidimensional extensions of the method
presented in non-Cartesian meshes are available in the literature [29].
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3.3 Temporal integration

After spatial discretization, the system of Eqs. (3.1) becomes a set of ordinary differential
equations (ODEs) that can be expressed in the form:

d
dt

Qi(t)=−δxFi+Si =L(Qi), (3.16)

where δxFi is the finite difference approximation of the spatial derivative of the flux vec-
tor. The numerical solution of the set of ODEs (3.16) is advanced in time using a third-
order explicit TVD Runge-Kutta method [49]:

Qn+1/3
i =Qn

i +∆tL(Qn
i ), (3.17a)

Qn+2/3
i =

3
4

Qn
i +

1
4

Qn+1/3
i +

1
4

∆tL(Qn+1/3
i ), (3.17b)

Qn+1
i =

1
3

Qn
i +

2
3

Qn+2/3
i +

2
3

∆tL(Qn+2/3
i ). (3.17c)

The maximum stable time step is limited by the CFL condition in the form:

∆tCFL=CFL
∆x

λn
max

, (3.18)

where the eigenvalue λn
max represents the maximum characteristic velocity of the sys-

tem of equations at a given time level n. Although in drift-flux two-phase models the
possibility of obtaining an analytical expression of the Jacobian matrix is quite difficult,
it was possible to obtain approximate expressions for the eigenvalues of the isothermal
drift-flux model [45]. Thus, the approximate characteristic velocities of the system of
Eqs. (2.1a)-(2.1c) can then be calculated following the formulas presented by Santim and
Rosa [45].

As for the adiabatic drift-flux model with phase change, there is neither exact nor
approximate expression for the eigenvalues of the system of Eqs. (2.12a)-(2.12c) [50]. The
eigenvalue λn

max usually has the following form:

λmax= |umax|+cm, (3.19)

where umax is the maximum velocity between the phases and cm is the speed of sound
in the gas-liquid mixture. Considering the homogeneous equilibrium model (HEM) in
which ug = ul , Saurel et al. [48] obtained an expression for the speed of sound in the
gas-liquid mixture given by:

1
ρmc2

HEM
=

α

ρgc2
g
+

1−α

ρlc2
l
+T

[
αρg

Cp,g

(
∂sg

∂p

)2

sat
+
(1−α)ρl

Cp,l

(
∂sl

∂p

)2

sat

]
, (3.20)

where sk represents the specific entropy of each phase. The use of expression (3.20) for
numerical simulations is not efficient for computational reasons. In addition, this paper
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considers that each phase has its own velocity. In the present numerical formulation, the
speed of sound of the mixture is used only in the calculation of time step and artificial
diffusivity terms. Therefore, it is more convenient for computational purposes to adopt
as a reasonable estimate of the speed of sound of the mixture the expression proposed by
Wood [47] given in the form:

1
ρmc2

m
=

α

ρgc2
g
+

1−α

ρlc2
l

. (3.21)

The expression (3.21) is also valid for homogeneous flow in mechanical equilibrium, but
out of thermal and chemical equilibrium. Therefore, the speed of sound (3.21) must al-
ways be greater than the speed of sound given by expression (3.20) [21]. This is preferred
in numerical calculations, as better stability is guaranteed with this estimate.

When the LAD scheme is used, the maximum stable time step is limited not only by
the inviscid CFL condition (3.18), but also by the maximum viscosity and mass diffu-
sivity existing in the domain. Time scales associated with viscosity µ2 f (3.9) and mass
diffusivity χk (Eqs. (3.12a), (3.12b) and (3.14)) are given by [12]

∆tµ2 f =min
(

ρm∆x2

µ2 f

)
and ∆tχk =min

(
∆x2

χk

)
. (3.22)

The simulation time step is chosen to be [12]

∆t=min
{

∆tCFL,0.2∆tµ2 f ,0.2∆tχk

}
. (3.23)

4 Numerical simulations

In this section, the proposed numerical method is investigated in order to verify its ability
to produce accurate and non-oscillating solutions of pressure profiles, fluid velocities
and void fraction. Six numerical examples were selected from the literature to validate
the implemented methodology to solve isothermal and adiabatic gas-liquid flows with
phase change using drift-flux models.

All the computations in this paper have been performed using a CFL number of
CFL = 0.6 and a uniform mesh of 200 points, unless otherwise stated. For the numer-
ical solution of the drift-flux models, the sixth-order compact finite difference scheme
with the localized artificial diffusivity method is denoted by LAD-C6.

4.1 Isothermal gas-liquid flow

The numerical results presented in this subsection are obtained by solving the system
of Eqs. (2.1a)-(2.1c), where it is assumed that there is no mass transfer between the two
phases. The first test case is the two-phase shock tube problem, where the slip relation
parameters are initially assumed to be constant. The other cases include flow transition
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problems with more complex slip relations. The second case refers to the liquid single-
phase to gas-liquid two-phase transition. The third test case, in addition to initially con-
sidering the liquid single-phase to gas-liquid two-phase transition, also considers a re-
turn transition from gas-liquid two-phase to liquid single-phase flow.

Comparisons with the centred FORCE scheme [52] and the finite volume AUSM
scheme [35], both using second-order MUSCL reconstruction [54] will also be provided.
The comparison with the FORCE scheme is interesting because, like the LAD-C6 scheme,
the FORCE scheme does not make explicit use of wave propagation information in the
construction of the numerical flux. The AUSM scheme only makes explicit use of the
eigenvalues associated with nonlinear waves, so it is possible to apply it to solve the
isothermal drift-flux model using the approximate eigenvalues obtained by Santim and
Rosa [45]. Results with the MUSCL-FORCE and MUSCL-AUSM schemes are obtained
using the van Leer [53] limiter.

4.1.1 Two-phase shock tube

The gas-liquid shock tube problem considered consists of a shock-contact-shock solution.
This case was previously studied in references [17, 22], assuming that the density of the
liquid is constant ρl = 1000kg/m3 and neglecting the wall-friction force Fw, so that no
source terms are used in the model. In addition, the slip relation (2.8) is used with pa-
rameters C0=1.07 and vd=0.2162. The speed of sound in the gas phase is cg=

√
105m/s.

A horizontal tube of length 100m initially is separated in a left and right state at x0=50m.
The initial conditions are:

αL =0.55, αR =0.55, pL =80450.0Pa, pR =24282.0Pa, (4.1a)
ugL =12.659m/s, ugR =1.181m/s, ulL =10.370m/s, ulR =0.561m/s. (4.1b)

The numerical solution of the problem is obtained at time t=1.0s and the reference solu-
tion was given by Flåtten and Munkejord [22] with a proposed second-order Roe scheme.
Fig. 1 shows a comparison of the numerical results obtained with the reference solu-
tion. Overall, numerical schemes successfully capture all discontinuities and show good
agreement with the reference solution. In particular, this fact demonstrates the validity
of using the expressions of approximate eigenvalues from the system of equations [45] in
the MUSCL-AUSM scheme. The MUSCL-FORCE and MUSCL-AUSM schemes presents
non-oscillatory solutions for all variables. However, the MUSCL-FORCE scheme be-
comes more dissipative at contact discontinuities. The LAD-C6 scheme successfully cap-
tures the contact discontinuity and shock wave without generating significant spurious
oscillations.

4.1.2 Transition from liquid single-phase to gas-liquid two-phase flow

This numerical experiment, proposed by Evje and Fjelde [18], aims to verify whether the
numerical model can predict the displacement of a gas pocket in a liquid medium. For
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Figure 1: Numerical solution of the gas-liquid shock tube problem at time t=1.0s.

this, Evje and Fjelde [18] considered a more complex slip relation as a function of the void
fraction, similar to that used to model flows in the slug pattern. In this case:

C0=1.0, vd =vd(α)=0.5
√

1−α. (4.2)

The problem consists of a horizontal duct of length 1000m and internal diameter 0.1m.
Initially, the duct is filled with stagnant liquid, almost pure with α=1×10−5. Following
Evje and Fjelde [18], the physical properties of the gas and liquid used in the flow tran-
sition problems are given in Table 2 and a simple friction source term was assumed as
Fw =32umµm/D2.

The simulation details are specified as follows: the gas and liquid mass inflow rates
are linearly increased from zero to 0.02kg/s and 3kg/s, respectively during 10s, remain-
ing constant until the end of simulation at 250s. The variations in mass inflow rates over
time are summarized in Fig. 2. The outlet pressure is kept constant and equal to 1×105Pa.
The outflow velocities are obtained by imposing mass conservation of the gas-liquid mix-
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Figure 2: Case 1: Mass inflow rates as a function of time.

Table 2: Physical properties used in flow transition problems.

Gas Liquid
Speed of sound ck[m/s] 316 1000
Reference density ρk,0[kg/m3] − 1000
Reference pressure pk,0[Pa] − 1×105

Viscosity µk[Pa·s] 5×10−6 5×10−2

ture at the outlet. The reference numerical solution was given by Evje and Fjelde [18],
using a second order AUSM scheme with van Leer limiter.

Fig. 3 shows a comparison of the void fraction, pressure, gas velocity and liquid ve-
locity profiles with the results obtained by Evje and Fjelde [18]. It is observed that when
injecting the gas phase at the pipeline inlet, a gas pocket tends to form so that for the in-
stant of time t=250s, the gas reached approximately the middle of the pipe (see Fig. 3(a)).
This fact is reflected in the pressure distribution (Fig. 3(b)), where the difference in slope
of the pressure drop is due to the lower head loss of the gases. The results of the MUSCL-
AUSM and LAD-C6 schemes are in good agreement with the reference solution, and the
discontinuity of void fraction is described well where no oscillations are visible. It is clear
that the MUSCL-FORCE scheme is rather diffusive and strongly smears the contact dis-
continuity. The numerical results indicate that the numerical model is capable of dealing
with the transition from liquid single-phase to gas-liquid two-phase flow.

4.1.3 Transition from gas-liquid two-phase to liquid single-phase flow

This flow transition case, also provided by Evje and Fjelde [18], aims to verify the capacity
of the numerical model to capture the movement of the gas flow, created between liquid
pockets, along the pipeline. In order to evaluate the stability and convergence properties
for complex slip relations in the transition from gas-liquid two-phase to liquid single-
phase flow, the same relation (4.2) is used for the slip between phases.

The flow configurations are the same as defined in the previous case, changing only
the variation of the mass flow rates at the entrance of the pipeline. Fig. 4 summarizes the
variations in mass inflow rates over time. The gas and liquid mass flow rates increase
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Figure 3: Numerical results of liquid single-phase to gas-liquid two-phase transition problem at t=250s.
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Figure 4: Case 2: Mass inflow rates as a function of time.

from zero to 0.08kg/s and 12kg/s respectively in 10s. After 50s the gas mass flow rate
decreases to zero in 20s, while the liquid mass flow rate remains constant throughout the
whole simulation. The simulation ends at 175s.
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Figure 5: Numerical results of gas-liquid two-phase to liquid single-phase transition problem at t=175s.

Fig. 5 presents the results obtained with the MUSCL-FORCE, MUSCL-AUSM and
LAD-C6 schemes in comparison with the reference solution given by Evje and Fjelde [18]
at time t=175s. It is observed, from the void fraction profile (Fig. 5(a)), that the numerical
model is able to deal with the return to the liquid single-phase flow after a period of
gas-liquid two-phase flow. As in the previous case, an excellent agreement can be seen
between the results for the pressure distribution along the duct (Fig. 5(b)). However, it is
obvious that the MUSCL-FORCE scheme is not suitable for this kind of calculation due
to its smearing of volume-fraction waves. The result of the LAD-C6 scheme is slightly
better compared to the reference solution than the MUSCL-AUSM scheme, especially
for the gas and liquid velocities in Figs. 5(c) and 5(d) respectively. In particular, it is
observed that the LAD-C6 scheme does not introduce any oscillations at the transition
zones between gas-liquid two-phase flow and liquid single-phase flow.
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4.2 Adiabatic gas-liquid flow with phase change

This subsection deals with the gas-liquid flows with phenomena of condensation or va-
porization of a pure substance. The numerical results are obtained by solving the system
of Eqs. (2.12a)-(2.12c). To validate the transient numerical method, shock tube problems
containing liquid water and its own vapor, where phase change occurs, are considered.
Finally, an upward vertical gas-liquid flow of R410a in steady-state is also considered.
The numerical solutions of the MUSCL-FORCE and LAD-C6 schemes are compared only
in the shock tube problems.

4.2.1 Shock tube with a mixture containing mainly liquid water

The shock tube problem considered was proposed by Chiapolino et al. [10]. The authors
used the homogeneous relaxation model (HRM) and developed a relaxation algorithm
for the phase transition. The tube is 1m long and have an initial discontinuity located
at 0.5m. Following Chiapolino et al. [10], the homogeneous model was chosen for these
simulations, implying the choice of drift-flux parameters C0 =1.0 and vd =0.0 in the slip
relation (2.8). The thermodynamic properties of liquid water were evaluated using the
NASG equation of state. No source terms were considered in these simulations.

The initial conditions of the problem correspond to both saturated liquid and va-
por each time a two-phase mixture is present initially. Given the initial pressures and
mass fractions, the initial temperatures are calculated with Eq. (2.14), and thermody-
namic properties are obtained from the equations of state. The velocity in the initial
condition is given by ul =ug =um =0m/s and a gas-liquid mixture with an initial liquid
mass fraction of Yl = 0.8 is considered throughout the tube. The initial pressure condi-
tion is pL =2×105Pa for x≤0.5m and pR =1×105Pa for x>0.5m. Due to the hypothesis
of pure substance in the saturation condition, the discontinuity of pressure in the initial
condition leads to discontinuities in the other thermodynamic properties. The results ob-
tained by Chiapolino et al. [10] using the first-order HLLC Riemann solver are used for
comparison.

Fig. 6 shows a comparison of the results of the MUSCL-FORCE and LAD-C6 schemes
with the solution presented by Chiapolino et al. [10]. A condensation process can be
observed in the shock wave, while an evaporation process (cavitation) occurs through
the expansion wave. The agreement between the results is quite satisfactory, despite the
first-order results of the reference solution. In particular, the LAD-C6 scheme successfully
captures the present discontinuities without generating considerable oscillations.

4.2.2 Shock tube with transition to pure gas

This second shock tube problem, also formulated by Chiapolino et al. [10], is similar to the
previous one, but involves the disappearance of the liquid phase. The initial conditions
are similar: velocity is given by ul = ug = um = 0m/s along the tube and a discontinuity
in pressure is considered with pL = 2×105Pa for x ≤ 0.5m and pR = 1×105Pa for x >
0.5m. However in this problem, an initial liquid mass fraction of Yl = 0.01 is considered
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Figure 6: Numerical solution of the shock tube problem with a two-phase mixture composed mainly of liquid
water at t=1.5ms.

throughout the tube, which leads to the condition of pure gas in certain regions of the
domain.

Numerical results are shown in Fig. 7. Again, good agreement with the reference
solution is obtained. Here, the shock compression of the gas-liquid mixture produces
total evaporation of the liquid phase. On the other hand, the expansion wave produces
a condensation process. It is noteworthy that small differences between the numerical
solutions may exist due to the different ways of evaluating the thermodynamic proper-
ties and the order of accuracy of the numerical schemes used. As seen in the previous
subsection, the MUSCL-FORCE scheme also smeared the rarefaction wave, but perhaps
less dramatically than for contact discontinuities. The transition to pure gas is captured
with the LAD-C6 scheme without generating spurious oscillations.
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Figure 7: Numerical solution of the shock tube problem with a two-phase mixture involving a transition to pure
gas at t=0.5ms.

4.2.3 Upward vertical gas-liquid flow of R410a

This test case aims to validate the use of source terms and complex nonlinear slip re-
lations in the drift-flux model with phase change. This problem is based on simulations
presented by Barbosa [4] with a one-dimensional steady-state model employing a march-
ing procedure. An upward vertical gas-liquid flow of R410a is considered in which a
transition between two steady-state conditions is imposed. Thus, in addition to verifying
the steady-state solutions of the numerical model, there is also a transient to be analyzed.

The case consists of an upward vertical flow in the slug pattern of a gas-liquid mixture
of R410a in a pipe of length L=40m and internal diameter D=26mm. The outlet pressure
is kept constant and equal to 1.5MPa. At the inlet, the initial gas and liquid superficial
velocities at time t=0s are jg,1 =0.2m/s and jl,1 =0.8m/s, respectively. These conditions
are kept constant until t1 =200s, being reached the first steady-state condition. Between
times t1=200s and t2=250s, the gas and liquid superficial velocities at the input are varied
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Table 3: Constants for the polynomial fit of the surface tension of R410a fluid.

Constant K0 K1 K2 K3 K4 K5 K6
Value 22.45 −53.42 115.20 −150.85 108.44 −39.65 5.76

smoothly until reaching the final values of jg,2 = 0.8m/s and jl,2 = 0.2m/s, respectively.
These values are kept constant until the end of the simulation at t = 400s, reaching a
second steady-state condition. The first and second steady-state conditions correspond
to two distinct cases simulated by Barbosa [4].

The smooth transition that occurs in 200s<t<250s for the phase superficial velocities
is performed using a smootherstep function given by [40]:

Φ=6ψ5−15ψ4+10ψ3, (4.3)

where the local variable Φ and ψ are contained in the interval [0,1] and are related to the
physical variables as:

Φ=
jk− jk,1

jk,2− jk,1
and ψ=

t−t1

t2−t1
. (4.4)

The thermodynamic properties of R410a fluid were evaluated using the NASG equation
of state. All source terms were considered in this simulation. The evaluation of the two-
phase friction factor requires the viscosities of each phase, which were calculated as pro-
posed by Geller et al. [26]. The slip relation parameters were evaluated according to the
correlation of Bhagwat and Ghajar [8]. The surface tension σ[N/m] is estimated through
a polynomial fit from REFPROP [34]. The fit was made in the interval [0.03−2MPa] in
the form:

σ=

(
6

∑
i=0

Ki pi

)
·10−3, (4.5)

where p is the pressure in MPa and Ki are constants given in Table 3 [42].
The history of the mixture specific enthalpy hm=(1−Yg)hl+Yghg, at various positions

in the pipeline, is shown in Fig. 8, where Yg is the gas mass fraction and hk is the specific
enthalpy of each phase. It can be noted that in time interval [100−200s], when the condi-
tion at the inlet are jg,1=0.2m/s and jl,1=0.8m/s, the solution is in steady-state and that
the mixture specific enthalpy is approximately constant along the pipeline. After 200s,
the simulation enters a transient state due to changing inlet conditions. The mixture spe-
cific enthalpy starts to vary in both time and space. After 300s, now with inlet conditions
of jg,2 =0.8m/s and jl,2 =0.2m/s, a new steady-state is reached and the mixture specific
enthalpy is again approximately constant along the pipeline. Thus, the adiabatic flow
hypothesis with constant mixture specific enthalpy in steady-state condition is valid, as
adopted by the Barbosa model [4].

Fig. 9 presents the results of the void fraction, pressure and superficial velocities of
the phases in the two steady-state conditions. The results of Barbosa [4] are also included
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Figure 8: Mixture enthalpy profile for the two steady-state conditions.
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Figure 9: Numerical solution of the upward vertical flow of R410a in steady state.
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for comparison. As the flow is vertically upward, the pressure drops along the pipeline
length (Fig. 9(b)), since the pressure gradient is dominated by the gravitational term. This
pressure drop causes part of the liquid phase to evaporate, reducing the liquid mass in
the tube and increasing the gas mass. This fact reflects an increase in the void fraction
(Fig. 9(a)) and gas superficial velocity (Fig. 9(c)) along the pipeline, while the liquid su-
perficial velocity decreases (Fig. 9(d)). From the comparisons, it can be noticed that the
simulation results converge uniformly to the reference solution, showing a good agree-
ment.

5 Conclusions

The purpose of this paper is to validate the numerical methodology used to solve isother-
mal and adiabatic processes, with evaporation or condensation, in one-dimensional tran-
sient gas-liquid flows using drift-flux models. Furthermore, the high-order compact fi-
nite difference scheme with the localized artificial diffusivity method (LAD-C6) is ex-
tended to capture discontinuities in two-phase flows. The numerical solutions are com-
pared with reference solutions found in the literature.

For the cases of isothermal and adiabatic gas-liquid flows with phase change, the non-
linear hyperbolic systems of the two-phase models cannot be easily solved by classical
finite volume methods, such as the Godunov- and Roe-type methods. Even the AUSM
scheme, which does not require any calculation of the Jacobian matrix, makes explicit use
of eigenvalues associated with the nonlinear waves. The LAD-C6 scheme has become an
attractive alternative on these occasions, as it does not make use of the wave propaga-
tion information from the system of equations. The proposed LAD-C6 scheme provides
accurate approximations of shock waves and contact discontinuities without generating
significant spurious oscillations, even for complex slip relations [8, 11]. These essential
properties guarantee accurate and simple simulations of realistic transport phenomena.
Furthermore, the numerical results obtained demonstrated that the numerical methodol-
ogy employed is satisfactory for applications in transient gas-liquid flows.
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