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TWO-LEVEL METHODS BASED ON THREE CORRECTIONS
FOR THE 2D/3D STEADY NAVIER-STOKES EQUATIONS

YINNIAN HE AND JIAN LI

Abstract. Two-level finite element methods are applied to solve numerically the 2D /3D steady

. . . . R 1,1 N _
Navier-Stokes equations if a strong uniqueness condition (”‘{}luolﬂ <5d=1-— % holds,

where N is defined in (2.4)-(2.6). Moreover, one-level finite element method is applied to solve
numerically the 2D /3D steady Navier-Stokes equations if a weak uniqueness condition 0 < § <

(HfH—l
Ilfllo 7~ . i B i
coarse grid with mesh size H and computing the Stokes, Oseen and Newton correction on a fine

grid with mesh size h << H. The uniform stability and convergence of these methods with respect
to § and grid sizes h and H are provided. Finally, some numerical tests are made to demonstrate
the effectiveness of one-level method and the three two-level methods.

)% holds. The two-level algorithms are motivated by solving a nonlinear problem on a

Key words. Navier-Stokes equations, finite element method, Stokes correction, Oseen correction,
Newton correction, two-level method.

1. Introduction

In this report we consider the steady incompressible Navier-Stokes equations:
(1.1) —vAu+ (u-V)u+Vp=finQ,
(1.2) divu =0 in Q, v =0 on 99, / pdx =0,
Q

which describes a steady flow of the incompressible viscous Newtonian fluid in a
bounded domain. Here Q is a bounded domain in R%(d = 2, 3) assumed to have a
Lipschitz-continuous boundary 092, u : @ — R% and p : Q — R are the velocity and
pressure, v > 0 is the viscosity and f represents the given body forces.

Recently, two-level strategy has been studied for steady semi-linear elliptic equa-
tions and nonlinear PDEs by Xu [36, 37], and two-level strategy or multi-level
strategy has been studied for the steady Navier-Stokes equations by Layton [23],
Layton & Tobiska [28], Layton & Lenferink [25, 26] and Layton, Lee & Peterson
[27] and Girault and Lions [7] and He et al [14, 17, 18] and Liu and Hou [29], and
two level discretizations of flows of electrically conducting, incompressible fluids
has been provided by Ervin, Layton and Maubach in [6] . Moreover, a combi-
nation of two-level methods and iterative methods for solving the 2D /3D steady
Navier-Stokes equations is provided by He et al [20, 21]. As for the nonstationary
Navier-Stokes equations, the two-level finite element semi-discretization scheme has
been studied by Girault and Lions [9], and the full discretization of the two-level
finite element method in space variable x and the one-level backward Euler scheme
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in time variable ¢ have been discussed by Olshanskii [34] and the full discretiza-
tion of the two-level finite element method in the space-time variables  and ¢ has
been studied by He [10, 11] and He et al. [12] Liu and Hou [30, 31] and Hou and
Mei[32]. Recently, some multi-level strategy has been studied for the nonstationary
Navier-Stokes equations by He et al. [13, 15, 16].

In this paper, for a larger § satisfying the strong uniqueness condition § >

(”Hf Jllllz)l )%7 we consider three two-level finite element methods by solving a nonlinear

Navier-Stokes problem on a coarse grid with mesh size H and computing the Stokes,
Oseen and Newton correction on a fine grid with mesh size h << H. Moreover, one-
level finite element algorithm is applied in the case of the weak uniqueness condition

0<d< (””f}ﬁ)%7 where ””f }ll\? is small for a given f. From some stability and
convergence analysis with respect to ¢ of the one-level finite element method, A and
H should be of order O(9). And from some stability and convergence analysis with
respect to & of the two-level finite element methods, H should be of order O(§?) and
h should be of order O(H %) or O(83) in the case of the Stokes and Oseen correction
and H should be of order O(62) and h should be of O(H?) or O(6%). These facts
show that h and H should be very small for small §. Hence, for the finite element
approximation of the 2D/3D steady Navier-Stokes equations, it is better to use
one-level finite element method in the case of the weak uniqueness condition and
the two-level finite element methods in the case of the strong uniqueness condition.

Remark. It follows from the definition that v = \/(1 —&)"IN-1||f||-1. Hence,

small § means small v. For one-level finite element approximation of the 2D/3D
steady Navier-Stokes equations, the Stokes, Oseen and Newton iterative methods
can be used, the reader can refer to papers [5, 19, 20, 21].

This paper is organized as follows. In §2 an abstract functional setting of the
Navier-Stokes problem is given together with some basic assumption A0 on €2 for
the steady Navier-Stokes problem. In §3 some assumptions A1-A3 concerning
the finite element spaces X, and M, with y = h, H are given, and some uniform
stability and convergence with respect to 0 of the finite element solution (u,,p,)
are recalled. In §4 the uniform stability and convergence with respect to § of the
two-level finite element method based on the Stokes correction on fine grid is given.
In §5 the uniform stability and convergence with respect to ¢ of the two-level finite
element method based on the Oseen correction on fine grid is provided. In §6
the uniform stability and convergence of the two-level finite element method based
on the Newton correction are proved. In §7, some numerical tests are made to
demonstrate the effectiveness of one-level method and the three two-level methods.
In §8 some conclusions are made.

2. Functional Setting of the Navier-Stokes Equations

Let Q be a convex polygonal /polyhedral domain in R?. As in [8, 24], we introduce
the following Sobolev spaces,

X = HY@, Y = LX) M = L) = (g€ LX®)s [ ga)do = 0],
Q

We denote by (-,), || - ||o the inner product and norm on L%*(Q) or L?(Q)¢. The
space X is equipped with the usual scalar product (Vu, Vo) and norm ||Vu|p. The
subspaces of X and Y are well suited to the incompressible Navier-Stokes equations:

V={ve X;divo=0in Q}, Vh ={v € Y;dive = 0 and v - n|gq = 0}.
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Norms in the Sobolev spaces H* () or H*(Q)? are denoted by |- ||, and seminorms
by |- | for k = 1, 2. Also, we denote by || - ||« the norm on space L4({) or L4(()3
with 1 < ¢ < 0o. We define the continuous bilinear forms a(-,-) and d(-,-) on X x X
and X x M respectively by

a(u,v) = v(Vu,Vv), VYu,ve X,
and
d(v,q) = (¢,divv), VY(v,q) € (X, M).
Moreover, we define the trilinear form

b(u v, ) = ((u- V)o,w) + 3 (diva)o, w)
1 1
= 5((“ Vv, w) — 5((u V)w,v), Yu,v,w € X.

For a given f € L?(Q2)4, the variational formulation of problem (1.1)-(1.2) reads as:
find a pair (u,p) € (X, M) such that

(2.1) a(u,v) +d(u, q) — d(v,p) + b(u,u,v) = (f,v), Y(v,q) € (X, M).

We make a regularity assumption on the Stokes problem as in [22].
Assumption AO: For a given g € L?(2)% and the Stokes problem

—Av+Vg=g, divo=0 1inQ, v|sgq=0,
we assume that (v, q) satisfies the following regularity result:
(2.2) [Avflo + llglls < cllgllo,

where A = —PA denotes the Stokes operator and P : Y — V; denotes the L?*-
orthogonal projection, and ¢ is a positive constant depending only on 2, which
may stand for different value at its different occurrences.

With the above notations, the following estimates hold (see [1, 8, 22, 24, 35])

(2.3)

b(u,v,w) = =b(u,w,v), Yu € X, v, w € X,

(2.4)
[b(u, v, w)| < N|[Vullo|[Vvllo|[Vwljo, Yu, v, w e X,
(2.5)

N
[b(u, v, W)l < lullo(IVullowllze +ollzs[Vw]Le), Vu €Y, ve X, we L*(Q) N X,
(2.6)

N
[b(w, v, w)| < — (lullz=[[Vollo + [[Vul al[vl o)l wlo, Yu & L*¥Q)'NX, ve X, wey,
(2.7)

1/2 1/2
[vllo < v0llVollo, [[vllze < ellvlle™ [IVollg™, l[vllze < ellVollo Vv € X,

(2.8)

1/2 1/2
IVollzs + [vllz < el Vollg?[[Avlls”?, [Vllze + ]2 < el Avlo Yo € D(A),

where D(A) = H%(Q)? NV and N is a fixed positive constant depending only on
Q.

The following existence and uniqueness result for problem (2.1) is classical [8, 35]:
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Theorem 2.1. Let f € X’ and v satisfy the following uniqueness condition:

N
(2.9) 0<o=—5lfl-1 <1,
where (f.0)
Ifll-1 = sup ’
x [IVollo
Then problem (2.1) admits a unique solutlon u € X and p € M such that
(2.10) v[[Vallo < [[fll-1, lIpllo < 387 fll-1.

Here the second inequality was deduced by (2.1), (2.4), (2.9)-(2.10) and the inf-sup
condition([8, 35]):
d(v,q)
X Voo’
We conclude this section by deriving regularity results depending on v of the
solution u and p .
Theorem 2.2. If f € Y, Assumption A0 and (2.9) hold, then the solution (u, p)
of problem (2.1) satisfies the following regularity:

(2.12) v[IVullo + lIpllo < el fll-1, vl Aullo + [l < el flo-
Proof. We deduce from problems (2.1), Assumption A0 and (2.6)-(2.10) that

Vq € M.

(2.11) Bllallo < inf

N
vl Aullo +lplls < el fllo + e (lull = [|Vullo + I Vull 2 Ju] o)
< cllfllo+ eN[Vull#]| Aull§ < 2 Aullo + llfllo + ev " N2 Vul?
2||f||2

IN

14
5 llAullo +ell fllo +e—— N f 1=

14
(2.13) < gl Aulo + el fllo-

Combining (2.13) with (2.10) yields (2.12). The proof ends.
In the final part of this section, we will give some estimates in the 2D case:

(2.14)  ollze < ellollg*IVolls’® Yo € X, [oflp= < cllv]ly’ Av]ls’* Yo € D(A),

which is useful in the error estimates of the finite element solutions (u,, p,) for the
2D case.

3. Finite Element Galerkin Approximation

From now on, H is a real positive parameter tending to 0. Also, 7 is a uniformly
regular partition of ) into triangles or tetrahedra with diameters bounded by H.
Conforming velocity-pressure finite element space pair (Xg, My) is constructed
based upon the partition 7. Next, the fine mesh partition 7, can be thought of
as generated from 7y by a mesh refinement process, see e.g. [33], and therefore
nested. Similarly, we can establish the conforming velocity-pressure finite element
space pair (X, M},) based on 7,. It is not necessary for the algorithm, nor needed
for the results of our convergence theorems to hold. However, we shall assume
them nested since it will simplify our analysis substantially, i.e. (Xg, Myg) C
(Xn, Mp) C (X, M). Further, we assume (X, M), p = h, and H satisfy the usual
approximation properties(see [8]):

Assumption A1: There exists a mapping r, € L(D(A); X,,) such that

IV(ruv = v)llo < cullAvllo, Vo € D(A);



46 Y. HE AND J. LI

The orthogonal projection operator p,, : M — M, satisfies:

lowpllo < lIpllos llg = pudllo < cullglh, Vg € HH(Q) N M;
Assumption A2: There exists a constant 51 > 0 such that

d(vua‘h)
sup —=—— = B1llqullo;
UMGXM HVU;L”O || ltH

Assumption A3: The following inverse inequality holds
IVoullo < e Hvullo, You € X,

We give an example of the spaces X,, and M, such that Assumptions A1-A3
are satisfied. For more examples, refer to [3, 4, 8, 35] and the “mini-element” of
Arnold, Brezzi and Fortin [2].

We define the discrete analogue of the space V as

‘/;t = {’Uu € X;t;d(’uu)q;t) =0, VQM € Mu}-
Next, we define the L%-orthogonal projector P, : L*(Q)3 — V,, by
(Puu,v,) = (u,vy), Yv, € V,.
Also, we can define the discrete Stokes operator 4, = —F,A, through the
condition
(—Ayuy, v,) = (Vuy, Vo) Yu,, v, € X,
The finite element Galerkin approximation of (2.1) based on (X, M,,) reads :
Find (uy,pu) € (X, M) such that for all (v, q) € (X, M,,)
(3'1) a(uua ’U) + d(u#, Q) - d(’u,p#) + b(uu, Umv) = (f,v).

A similar argument to that used in [8] yields the following existence and unique-
ness results.

Theorem 3.1. Suppose that Assumptions A0-A3 and the uniqueness condition

(2.9) are valid. Then, the finite element Galerkin approximation problem (3.1)
possesses a unique solution (u,,p,) € (X, M,,) which satisfies

(3.2) VI[Vullo < [ fll-1-

In order to derive error estimates of the finite element solution (u,,p,), we
also define the Galerkin projection (R,,Q.) = (Ru.(u,p), Qu(u,p)) : (X,M) —
(X, M) by requiring
(3.3)

a(R, — U, vy) — d(vu, Qu —p) + d(RM —u,qu) =0, Y(u,p) € (X, M), (U;uqu) € (Xp, My).

Note that, due to Assumption A3, (R,,Q,) is well defined. Now, we will recall
the following approximate properties in [20].

Lemma 3.2. The Galerkin projection (R, Q) = (R.(u,p), Q.(u,p)) satisfies
(3.4)

VIR (u, p) = ullo + p(v IV (R (u, p) — w)llo + |Qu(u, p) = pllo) < cu(v|[Vullo + [|pllo),
for all (u,p) € (X, M) and

(3.5)

V[|Ry(u, p) = ullo + p(v[V(Ryu(u, p) = u)llo + Qu(u, p) — pllo) < cpe® (vl Aullo + [|p]l1),
for all (u,p) € (D(A), HY(Q) N M).

From Theorem 3.1 and Lemma 3.2, the stability and convergence of the finite
element solution (u,,p,) can be obtained, see [20].
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Theorem 3.3. Suppose that Assumptions A0-A3 and the uniqueness condition
(2.9) are valid. Then, the finite element solution (u,,p.) € (X,, M,,) satisfies the
following stability and error estimates:

(3.14) V[[Vugllo < [1£ll-15 vI[Auupllo < el fllo-

Moreover, we assume that p < (%)%5 holds. Then, the error (u — w,,p — p,)

satisfies the following uniform bound:

(3.15) dvllu—wullo + u(|V(w = wu)llo + llp = pullo) < c11?(| fllo,
for some positive constant c;.

4. Two-level method based on the Stokes correction

For slightly large 0, we shall recall the two-level method(Method I) based on the
Stokes correction [18, 20, 25] and study the uniform stability and convergence of
the finite element solution (u”,p") based on Method I. Method I can be divided
into the following two steps:

Step 1. Find a global coarse grid solution (ug,py) € (Xu, My) defined by

(4.1) a(up,v) + blug,umg,v) —d(v,pr) + dug,q) = (f,v),

for all (v,q) € (Xu, Mg).
Step 2a. Find a fine grid solution (u”,p") € (Xn, M},) defined by the following
Stokes problem:

(4.2)  a(u",v) —d(v,p") + d(u", q) + b(up, up,v) = (f,v) Y(v,q) € (Xn, My).
Lemma 4.1. Under the assumptions of Theorem 3.3, then

(4.3) v[Vulllo < 21, v[lAnu o < cllflo,

@t AT wl I - o < e o

Proof. From (2.4), (2.6)-(2.9) and Lemma 3.2, we obtain
v[Vulllo < [|Ifll-1 + N[[Vunlf
N
<Nl + 2 < 20 £l
vl Anutllo < Ifllo + eN(IVumllollur | e + Vs || s l[ul| o)
N
< [Ifllo+ eNlIVunloliAzumllo < I fllo + ezl Fll-1llfllo
< cll o,

which is (4.3).
Next, setting (e,n) = (up — u”, ps, — p"), we derive from (3.1) and (5.2) that

(4.5)
a(e,v) —d(v,n) +d(e,q) + b(un — um, un,v) + b(ug, up —umg,v) =0 Y(v,q) € (Xpn, Mp),
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Setting (v,q) = (e,n) in (4.5), using (2.3)-(2.7) and (3.6), we obtain
vl|Vello < N llun — wrlloCIVunlld [ Anunlld + Va3 | Asruslld)
< e2evllun —wrloll FIE40 71

(4:6) <ot o

Moreover, it follows from Assumption A3 and (4.5)-(4.6) that
1 1 1 1
Inllo < ev[[Vello + eNllun — wallo(IVunlig [ Anunllg + IVurllg | Arunli)

wn <oty gy,
1f1l -

Hence, by combining (4.6) with (4.7), we have completed the proof of (4.4). The
proof ends.

From Lemma 4.1 and Theorem 3.3, we obtain the following error estimate result.

Theorem 4.2. Under the condition of Theorem 3.3, if § is sufficiently large
such that § > (H”f”” 1) , (u", p") provided by Method I satisfies the following error
estimates:

/1o

(48) 1/||V(u - uh)HO + Hp *thO < C(h + H2 Hf”*

) A o-

5. Two-level method based on the Oseen correction

For slightly large ¢, we shall recall the two-level method(Method II) based on
the Oseen correction [18, 20, 25] and study the uniform stability and convergence of
the finite element solution ( p") based on Method II. Method II can be divided
into Step 1 and the following two step:

Step 2b. Find a fine grid solution (u”, p") € (X},, M},) defined by the following
Oseen problem:

(5.1)  a(u”,v) —d(v, p") + d(u", q) + b(ug,u",v) = (f,v) Y(v,q) € (Xn, My).

Lemma 5.1. Under the assumptions of Theorem 3.3, then
(5.2) v|[Vutllo < | fll-1, vl Anu™llo < cllfllo,

If H

Proof. From (2.4), (2.6)-(2.9), (5.1) and Lemma 3.2, we obtain
V[V llo < IIF 11,

(5:3) vV (" —un)llo + [Ip" — prllo < 6™ H*(

1
vl Anu®llo < [I£fllo + 5N (lwallee [Vu"llo + [IVem| s [u"]| o)

1 1 N
< | fllo + eNIVur g | Amus g Vu*llo < [ fllo + e 1 ll=2ll fllo

<cll o,
which is (5.2).
Next, setting (e,n) = (up — u”, ps, — p"), we derive from (3.1) and (5.1) that
(5.4)
ale,v) —d(v,n) +d(e,q) + b(up, — wm, up,v) + blum, e,v) =0 V(v,q) € (Xn, My),
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Setting (v,q) = (e,n) in (5.4), using (2.3)-(2.7) and (3.6), we obtain
v[IVello < eNllun = willol Vunll§ | Anunllg

N ST
< egVllun = umloll FIIZ1 11 fllg

(5.5) < sty 3y gy

[1f1l -
Moreover, it follows from Assumption A3 and (5.4)-(5.5) that
1

1 1
Inllo < ev([Vello + eNllun — urllo|Vunlig [ Anunllg + eN[[Vurllol Vello

66 <o im0,
1f1l -
Hence, by combining (5.5) with (5.6), we have completed the proof of (5.3). The
proof ends.
From Lemma 5.1 and Theorem 3.3, we obtain the following error estimate result.
Theorem 5.2. Under the condition of Theorem 4.2, then (uh,ph) provided by
Method II satisfies the following error estimates:

[1£1lo

Remark 5.1. We find from Lemmas 4.1 and 5.1 that for small § with § <

(””f}l”’Ol )z, H should be of order O(62) and h should be of order O(H?2) or O(63)

for Method I and Method II. These facts show that for small §, h and H should
be very small and Methods I and II are not suitable to the 2D/3D steady Navier-
Stokes equations. For large § satisfying § > (”Hf }ln}l )%7 we conclude from Theorems
3.3, 4.2 and 5.2, that Method I and Method II have the almost same uniform

stability and convergence as the one-level finite element method if h = O(H? ””fﬁ%)

(5.7) vV (u—u")o+ lp = p"llo < c(h+ H?

is chosen. However, Method I and Method II are simpler than one-level finite
element method.

6. Two-level method based on the Newton correction

In this section, we consider the uniform stability and convergence of the two-level
method(Method IIT) based on the Newton correction [20, 23]. Method IIT can be
described as Step 1 and the following step:

Step 2c. Find a fine grid solution (u”,p") € (X}, M}) defined by the following
problem:

(6.1)
a(uh’ ’l)) - d(’l},ph) + d(uha q) + b(uha UuH, 1}) + b(uHa uha 1}) = (fa 1}) + b(uHa Um, 1}).
for all (v, q) € (Xn, Mp).

Lemma 6.1. Under the condition of Theorem 4.2, (u”, p"*) provided by Method
IIT satisfies the following stability and error estimates:

(6.2)
v[[Vallo < [If]l-1 + NIV (" = ur)ll§, vI[Anu"{lo < el fllo + eN|[V (u" = u)|3,

\ 35 ||fllo
63 VA= o+l -l < o FarE L 7,
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in the 3D case, and

[1/1lo
£l

(6.4) V[V (un = u")llo + llpn = p"llo < c|loghl(6~2H* [1£1lo,

in the 2D case.
Proof. From (2.4), (2.6)-(2.9), (3.17), (6.1) and Theorem 3.3, we obtain

v[Vutlo < 1 £ll-1 + N V(" —um)|,

vl Anllo < I1fllo + eNIVut 1§ | Ane® 1§ [ unllo + N[ Vunll§ | Anus
< I1£llo + 31 Anullo + 5 I Arrusllo + v N[V lo| Vuuse [ + e~ N2 Vur [}
< cllfllo + 5 4nu" o + e V"o

which imply (6.2).
Next, setting (e,n) = (up — u”, ps, — p"), we derive from (3.1) and (6.1) that

ale,v) — d(v,n) + d(e, q) + ble, up,v) + b(u", e, v)
(6.5) + b(u" — up,u” —ug,v) = 0V(v,q) € (Xp, My),
Setting (v,q) = (e,n) in (6.5) and using (2.3)-(2.7) and (3.6), we obtain
v8||Ve||2 < ale,e) + b(e,um, e)
< |b(up, —ug,up — um,e)|
(6.6) < eN|Vellol[V (un = w5 un = w3
Combining (6.6) with Theorem 3.3 and Theorem 4.3 and using (2.9), we obtain
8| Ve lo < NIV (uwn = urn)l§ llun — w3
< eogs A £13
(6.7) <6 2 HE | fIFI1F] -1
Moreover, it follows from Assumption A3, (2.9), (6.5) and (6.7) that
Inllo < cv[[Vello + eN|[[Vello([Vunllo + [V (un — ur)llo)
+ eNIIV (= un)l§ llun = wn

3 1
< eN|[[V(un —um)ll§llun — uwllg + cvl[Velo
/1o

£l

Hence, by combining (6.7) with (6.8), we have completed the proof of (6.3). More-
over, in the 2D case, we can use the estimate:

(6.8) <c6TPH? Il £lo-

1 1
[onllzee < cllog hl[[Vnllo, lun = wnllLs < ellun = unllg [V(un —umlg,

in the estimates of the trilinear terms in (6.7)-(6.8). Thus, we can deduce (6.4).
The proof ends.
From Lemma 6.1 and Theorem 3.3, we obtain the following error estimate result.
Theorem 6.2. Under the condition of Theorem 4.2, then (uh,ph) provided by
Method III satisfies the following error estimate:

/1o

(6.9) IV (= u"llo+ llp = p*llo < e(h+ HE (7™

) flo,
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in the 3D case and

[1/1lo
£l

(6.10) V[V (u—u")o + llp = p"llo < c(h+ H( ) flo,

in the 2D case.

Remark 6.1. We find from Lemma 6.1 that for small 6 with § < (%)%, H

should be of order O(62) and h should be of O(H?2) or O(6%). These facts show
that A and H should be very small for small §. and Method III is not suitable to
the 2D /3D steady Navier-Stokes equations. For large § satisfying § > (””f }ll\? )%,
we conclude from Theorems 3.3 and 6.2 that Method III has the almost same
uniform stability and convergence as the one-level finite element method if h =
O(H%(”%“:’l )?) for the 3D case and if h = O(H?’(%)Q) for the 2D case. Also,
we find from Theorems 3.3, 4.2, 5.2 and 6.2 that Methods I, IT and III are better
than one-level finite element method and Method III is better than Methods I, 1T

and one-level finite element method.

7. Numerical Analysis

In this section, we concentrate on the performance of the one-level finite element
method and three two-level finite element methods described in this article.

For the purpose of numerical comparisons, we consider the spatial domain in R?
as (0,1) x (0,1). The finite element subspace (X, M}p,) of (X, M) is characterized
by a uniformly triangulation 7, with the mini-element P;b — P; for the stationary
Navier-Stokes equations. We give the following exact solution

p(x) =10(2z1 — 1)(222 — 1),

up(z) = 1023 (x1 —1)2x2 (20— 1) (220 — 1), ug(z) = —1021 (21— 1) (221 —1)23 (x2— 1)

Note that the right hand f(z) = (fi(z), f2(x)) is determined by the stationary
Navier-Stokes equations (1.1).

Firstly, we compare the accuracy of the one-level method and the two-level meth-
ods. Observed from Theorems 3.3, 4.2, 5.2 and 6.2, optimal error estimates are
obtained for these methods. Accuracy is measured by comparing the numerical
solution to a discretized version of the exact solution in H'-norm for the velocity
and L2-norm for the pressure. In presenting these computations, we fix the fine grid
and then choose the coarse grid. From the error analysis for the two-level methods,
we can choose the fine mesh as fine as h ~ O(H?), h ~ O(H?), and h ~ O(H?),
respectively. All definitions require a choice of the fixed tolerance as 1.0e-6. In
Tables 1-4, the corresponding results are reported for these methods with different
mesh scales. As shown by the tables, the one-level method is about first order
accurate in both H'-norm and L2-norm for the velocity and pressure. Also, three
two-level methods almost have the same convergence rate as the one-level method.
The most important thing is to show that three two-level method is more efficient
than the one-level method through comparing the computational time. Further-
more, Methods I, IT and III are respectively the best, the second, and the third
choose from the point of view of fast computation without lost any accuracy.
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Table 1: The one-level Method:(v = 1).

IV (u—up) [lp—pnll

L/h | CPUGs) e Tpla.  umt  Pre
16 0.969 0.168279 0.00653095
25 2.359 0.106371 0.00313554 1.0278 1.6441
36 4.468 0.0734393 0.00176451 1.0160 1.5767
49 8.719 0.053785 0.00111395 1.0103  1.4919
64 15.75 0.0411008 0.00077312 1.0071 1.3676

Table 2: The Method I:(v = 1).

V(iu—up P—Dh

1/h 1/H CPU(S) I fIVuII}o)”O HPHP,I‘TO||0 wpp pre
16 4 0.39 0.168282 0.00652517
25 5 0.829 0.106372 0.00312588 1.0278  1.6491
36 6 1.64 0.0734397 0.00175089 1.0160  1.5895
49 7 2.875 0.0537852 0.00109662 1.0103 1.5176
64 8 4.75 0.0411008 0.00075281 1.0071  1.4086

Table 3: The Method II:(v = 1).
1/n | 1/H CPU(s) ||V|(|uv*u7ﬁz)||0 ||P”*p1|7|1;Ho wp DL
16 4 0.406 0.16828 0.00652713
25 5 1.187 0.106371 0.00312964 1.0278  1.6470
36 6 1.75 0.0734394 0.00175644 1.0160 1.5841
49 7 3.391 0.053785 0.00110411 1.0103  1.5058
64 8 6.563 0.0411007 0.000761899  1.0071 1.3891

Table 4: The Method IIL:(v = 1).
l/h 1/H CPU(S) ||Vfluv—u1ﬁf(;)||o ”pll_pll)ll(L)HO wpn DL
16 3 1.016 0.16828 0.00652941
25 3 1.578 0.106371 0.00313133 1.0278  1.6466
36 3 3.282 0.0734401 0.00175618 1.0160  1.5860
49 4 5.281 0.0537854 0.00110549 1.0103 1.5013
64 4 10.11 0.0411013 0.000760592  1.0071  1.4002

On the other hand, to establish a reference point for the viscosity of the possible
impact from these methods, we provide the results of the one-level method with
different small viscosity ¥ = 0.0001, 0.00005, 0.00001 for the given mesh 1/h = 36.
Observed from Fig.1, there are no obvious negative impact on the results along
with the different viscosity. Moreover, we compare three two-level finite element
methods by choosing an appropriate choice of mesh widths and viscosity based on
some stability and convergence analysis with respect to §. Note that all nonlinear
problems based on two-level methods are solved by computing Oseen iterations on
coarse mesh H until the norm of the difference in successive iterates is within a
fixed tolerance[19]. Then the linear problems are solved by computing one step
correction based on the Stokes, Oseen and Newton schemes. Especially, the black
pictures in Fig 3 and 4 mean that the Method I can not work in case » = 0.01 and
v = 0.001, and Methods II can not work in case v = 0.001. From Figures 2-4, the
results are shown that Method III can solve the Navier-Stokes equations for the
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relative small viscosity among three two-level methods. Moreover, Method II can
only solve the stationary Navier-Stokes equations accurately with large viscosity.

Fig 3. Methods I-IIT with v = 0.01 and h = 1/64.
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Fig 4. Methods I-IIT with v = 0.001 and h = 1/64.

8. Conclusion

In this paper, we have analyzed the uniform stability and convergence analysis
with respect to § of the one-level finite element method and the two-level finite
element methods. For the finite element approximation of the 2D /3D steady Navier-
Stokes equations, it is better to use one-level finite element method with h = O(J) in
the case of the weak uniqueness condition and the two-level finite element methods
in the case of the strong uniqueness condition, where for the Stokes and Oseen
correction h should be of order O(H?) and for the Newton correction h should be
of order O(H?) in the 3D case and order O(H?3) in the 2D case. In particular,
the two-level method based on the Newton correction on fine grid is of the better
convergence rate with respect to H than the two-level methods based on the Stokes
and Oseen corrections on fine grid and more suitable to solve the steady 2D/3D
Navier-Stokes equations for larger ¢ (or large v).
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