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Abstract. Based on the numerical evidences, an analytical expression of the Dirichlet-
to-Neumann mapping in the form of infinite product was first conjectured for the one-
dimensional characteristic Schrödinger equation with a sinusoidal potential in [Com-
mun. Comput. Phys., 3(3): 641-658, 2008]. It was later extended for the general second-
order characteristic elliptic equations with symmetric periodic coefficients in [J. Comp.
Phys., 227: 6877-6894, 2008]. In this paper, we present a proof for this Dirichlet-to-
Neumann mapping.
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1 Introduction

Periodic structure problems largely exist in the science and engineering such as semicon-
ductor nanostructures, semiconductor superlattices [3, 24], photonic crystals (PC) struc-
tures [2,15,18], meta materials [20] and Bragg gratings of surface plasmon polariton (SPP)
waveguides [11, 19]. Usually they are modeled by partial differential equations with pe-
riodic coefficients and/or periodic geometries. In order to numerically solve these equa-
tions efficiently, one usually confines the computational domain by introducing artificial
boundaries and imposing suitable boundary conditions on them. For wave-like equa-
tions, the ideal boundary conditions should not only lead to well–posed problems, but
also mimic the perfect absorption of waves which travel out of the computational domain
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through the artificial boundaries. Right in this sense, these boundary conditions are usu-
ally called absorbing (or transparent, non-reflecting in the same spirit) in the literature.

The study of absorbing boundary conditions (ABCs) for linear wave-like equations
has been a hot research topic for many years and significant developments have been
made on their designing and implementing. The interested reader is referred to the re-
view papers [1, 8, 10, 23]. Comparatively, the study of exact or approximate ABCs for
periodic structure problems is relatively a very current research topic, cf. the recent pa-
pers [6,7,14,21,22,25,26]. For a review on the theory and numerical techniques of waves
in locally periodic media we refer the reader to [4, 9, 12].

Based on the numerical evidences, one of the authors [28] conjectured an exact ABC
in the form of Dirichlet-to-Neumann (DtN) mapping for the characteristic Schrödinger
equation [

−∂2
x+V(x)

]
y= zy, (1.1)

when the potential V is sinusoidal. This DtN mapping is expressed as an infinite product

y′(0)
y(0)

=−
√
−z+µNN

0,V

+∞

∏
m=1

√
−z+µNN

m,V√
−z+µDD

m,V

, ℑz>0, (1.2)

where {µNN
r,V }r≥0 are eigenvalues of the Schrödinger operator −∂2

x+V(x) with Neumann

boundary conditions imposed on the periodic cell boundaries, and {µDD
r,V }r≥1 are eigen-

values with Dirichlet boundary conditions imposed. This DtN mapping was then ex-
tended in [5] for the general second-order characteristic elliptic equations

[
−∂xm−1(x)∂x+V(x)

]
y=ρ(x)zy, ∀x≥0, (1.3)

where ρ, V and m are supposed to be symmetric periodic. The exact DtN mapping for
(1.3) was conjectured to be

y′(0)
y(0)

=−
√

c(0)ρ(0)
√
−z+µNN

0,V

+∞

∏
m=1

√
−z+µNN

m,V√
−z+µDD

m,V

, ℑz>0, (1.4)

where again, {µNN
r,V }r≥0 are the eigenvalues of characteristic elliptic equations (1.3) with

Neumann boundary conditions and {µDD
r,V }r≥1 with Dirichlet boundary conditions spec-

ified on the periodic cell boundaries. The exact DtN mapping (1.4) was used in [5] to
design the exact ABCs for a set of one-dimensional time-dependent wave equations with
symmetric periodic coefficients.

In this paper, we give a proof for the DtN mapping expression (1.4). Our idea was
stimulated by the work of J. Pöschel and E. Trubowitz. In [17], they considered the char-
acteristic Schrödinger equation (1.1) with 1-periodic potentials. For the basic solution ϕ
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satisfying the initial conditions y(0)=0, y′(0)=1, they derived an analytic expression of
ϕ evaluating at x=1 as

ϕ(1;z)= ∏
m≥1

µDD
m,V−z

m2π2
, (1.5)

where {µDD
m,V}m≥1 are the eigenvalues of (1.1) with Dirichlet boundary conditions im-

posed on both ends of a single periodic cell. Mimicking their deducing, we give analytical
expressions of an infinite product for all basic solutions of (1.1) and their spatial deriva-
tives at the origin. The DtN mapping (1.2) is then derived after investigating the relations
of eigenvalues associated with different boundary conditions under the assumption that
the potential V is symmetric.

The organization of the rest is as follows. In Section 2, we introduce a transformation
matrix Tc of (1.1) within a single 1-periodic cell. It turns out that any element of Tc admits
an expression in a form analogous to (1.5). Based on this expression of Tc, we present our
main result and give an exact expression of DtN mapping in Section 3. The more general
characteristic elliptic equations will be considered in Section 4, and the DtN mapping
(1.4) is derived by a simple scaling argument.

2 Analytic expression for cell transformation matrix

The characteristic Schrödinger equation (1.1) can be transformed into a first order ODE
system

d

dx

[
y
y′

]
=

[
0 1

V(x)−z 0

][
y
y′

]
. (2.1)

Given two points x1 and x2, the ODE system (2.1) determines a transformation matrix
T(x2,x1;z) on R2, for any solution y of (1.1) which satisfies

[
y(x2)
y′(x2)

]
=T(x2,x1;z)

[
y(x1)
y′(x1)

]
. (2.2)

Obviously, T admits the following properties

T(x,x;z)= I2×2, T(x3,x2;z)T(x2,x1;z)=T(x3,x1;z), (2.3a)

detT(x2,x1;z)=1, T(x2+1,x1+1;z)=T(x2,x1;z). (2.3b)

Let θ = θ(x;z) be the solution of (1.1) with initial conditions y(0) = 1 and y′(0) = 0, and
ϕ= ϕ(x;z) with initial conditions y(0) = 0 and y′(0) = 1, the cell transformation matrix
Tc(z)=T(1,0;z) is then given by

Tc(z)=

[
θ(1;z) ϕ(1;z)
θ′(1;z) ϕ′(1;z)

]
,

[
tND(z) tDD(z)
tNN(z) tDN(z)

]
, (2.4)
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where we have denoted the elements of Tc by tαβ with α,β∈ {D,N}. In the rest of this
section, we intend to present analytical expressions for tαβ.

If V(x)≡0, it is known that

θ(x;z)=cos(
√

zx), ϕ(x;z)=
sin(

√
zx)√

z
.

Since

cos
√

z= ∏
m≥1

(2m−1)2π2

4 −z
(2m−1)2π2

4

,
sin

√
z√

z
= ∏

m≥1

m2π2−z

m2π2
,

the elements of Tc can be expressed into the form of infinite products, i.e.,

tND(z)= ∏
m≥1

(2m−1)2π2

4 −z
(2m−1)2π2

4

, tDD(z)= ∏
m≥1

m2π2−z

m2π2
, (2.5a)

tNN(z)=−z ∏
m≥1

m2π2−z

m2π2
, tDN(z)= ∏

m≥1

(2m−1)2π2

4 −z
(2m−1)2π2

4

. (2.5b)

For the brevity of notations, we introduce

µDD
m,0 =µNN

m,0 =m2π2, µND
m,0 =µDN

m,0 =
(2m−1)2π2

4
,

where D and N stand for Dirichlet and Neumann respectively. It is easy to verify that for
m≥ 1, µDD

m,0 , µDN
m,0 and µND

m,0 are the eigenvalues of (1.1) equipped with the corresponding

boundary conditions on the reference periodic cell [0,1], and this is also the case for µNN
m,0

with m≥0. Therefore, we can rewrite (2.5) into the following more inspiring form

tND(z)= ∏
m≥1

µND
m,0 −z

µND
m,0

, tDD(z)= ∏
m≥1

µDD
m,0 −z

µDD
m,0

, (2.6a)

tNN(z)=(µNN
0,0 −z) ∏

m≥1

µNN
m,0 −z

µNN
m,0

, tDN(z)= ∏
m≥1

µDN
m,0 −z

µDN
m,0

. (2.6b)

For a general periodic potential V, Pöschel and Trubowitz [17] presented an analytical
expression of ϕ(1;z), the (1,2)-element of Tc, as

tDD(z)= ∏
m≥1

µDD
m,V−z

µDD
m,0

, (2.7)

where µDD
m,V with m≥ 1 are the eigenvalues of (1.1) with Dirichlet boundary conditions

imposed on the cell boundary. Actually, for the other three elements of Tc, we have
analogous results.
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Theorem 2.1. Given a general smooth 1-periodic potential V(x), we have

tND(z)= ∏
m≥1

µND
m,V−z

µND
m,0

, tDD(z)= ∏
m≥1

µDD
m,V−z

µDD
m,0

, (2.8a)

tNN(z)=(µNN
0,V −z) ∏

m≥1

µNN
m,V−z

µNN
m,0

, tDN(z)= ∏
m≥1

µDN
m,V−z

µDN
m,0

, (2.8b)

where {µND
m,V ,µDD

m,V ,µNN
m,V ,µDN

m,V} are the eigenvalues of (1.1) with boundary conditions

ND : y′(0)=y(1)=0, DD : y(0)=y(1)=0,

NN : y′(0)=y′(1)=0, DN : y(0)=y′(1)=0.

To prove the above, we mimic the reasoning in [17] for the derivation of (2.7).

Lemma 2.1. For any α,β∈{D,N}, it holds that

µ
αβ
m,0−‖V‖∞≤µ

αβ
m,V ≤µ

αβ
m,0+‖V‖∞.

Proof. Let us introduce

HDD =H1
0(0,1), HDN ={ f ∈H1(0,1) : f (0)=0},

HNN =H1(0,1), HND ={ f ∈H1(0,1) : f (1)=0},

and

aV(ϕ,k)=
∫ 1

0
[ϕ′(x)k′(x)+V(x)ϕ(x)k(x)]dx, a0(ϕ,k)=

∫ 1

0
ϕ′(x)k′(x)dx.

The weak form of the characteristic equation (1.1) is to find µ∈R and 0 6= ϕ∈ Hαβ, such
that

aV(ϕ,k)=µ(ϕ,k), ∀k∈Hαβ.

Thanks to the min-max expression for eigenvalues, we have

µ
αβ
m,V = min

D⊂Hαβ

max
y∈D

aV(y,y)

(y,y)
,

where dimD=m with m≥ 1 for HDD, HDN and HND, and dimD=m+1 with m≥ 0 for
HNN . Since

a0(ϕ,ϕ)−||V||∞(ϕ,ϕ)≤ aV(ϕ,ϕ)≤ a0(ϕ,ϕ)+||V||∞(ϕ,ϕ),

we have
µ

αβ
m,0−‖V‖∞≤µ

αβ
m,V ≤µ

αβ
m,0+‖V‖∞.

The proof thus finishes.
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Lemma 2.2. There exists a constant C>0, such that for any z∈C with |z−(m−1/2)π|≥π/4
for any integer m, it holds that

exp|ℑz|≤C|cosz|,
and for any z with |z−mπ|≥π/4 for any integer m, it holds that

exp|ℑz|≤C|sinz|.

Proof. Write z= x+iy with real x and y. Let us introduce

P(z)=
exp(2|ℑz|)
|cosz|2 , Q(z)=

exp(2|ℑz|)
|sinz|2 .

Since

P(z)=
exp(2|y|)

cosh2 y−sin2 x
, Q(z)=

exp(2|y|)
cosh2y−cos2 x

,

we have
lim
y→∞

P(z)= lim
y→∞

Q(z)=4.

The proof finishes by considering that both P and Q are π-periodic in the x-direction.

Lemma 2.3. For any α,β∈{D,N}, the infinite products

fND;V(z)= ∏
m≥1

µND
m,V−z

µND
m,0

, fDD;V(z)= ∏
m≥1

µDD
m,V−z

µDD
m,0

,

fNN;V(z)=(µNN
0,V −z) ∏

m≥1

µNN
m,V−z

µNN
m,0

, fDN;V(z)= ∏
m≥1

µDN
m,V−z

µDN
m,0

are entire functions of z, whose roots are precisely µ
αβ
m,V . Besides, we have

fND;0(z)= fDN;0(z)=cos
√

z, fDD;0(z)=
sin

√
z√

z
, fNN;0(z)=−

√
zsin

√
z.

Furthermore, the following

fαβ;V(z)= fαβ;0(z)

[
1+O

(
logn

n

)]

holds uniformly on the circles |z|=(n+δα,β/2)2π2. Here δ denotes the Kronecker symbol.

Proof. By Lemma 2.1, µ
αβ
m,V−µ

αβ
m,0 is uniformly bounded with respect to m. Since µ

αβ
m,0 =

O(m−2), this implies that

∑
m≥1

∣∣∣∣∣
µ

αβ
m,V−z

µ
αβ
m,0

−1

∣∣∣∣∣= ∑
m≥1

∣∣∣∣∣
µ

αβ
m,V−µ

αβ
m,0−z

µ
αβ
m,0

∣∣∣∣∣
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converges uniformly on any bounded subset of C. Therefore, the infinite product fαβ;V

converges to an entire function of z, whose roots are precisely µ
αβ
m,V . On the circle |z|=

(n+δα,β/2)2π2, we have

a
αβ
m (z),

µ
αβ
m,V−z

µ
αβ
m,0−z

−1=

{
O( 1

n ), m=n,

O
(

1
|m2−n2|

)
, m 6=n.

(2.9)

Since

∑
m≥1,m 6=n

1

|m2−n2|= ∑
1≤m≤2n,m 6=n

1

|m−n|
1

m+n
+ ∑

m>2n

1

|m2−n2|

≤ 2

n ∑
1≤k≤n

1

k
+ ∑

k>n

1

k2
≤ 2

n
(1+logn)+

1

n
=O

(
logn

n

)
, (2.10)

we derive∣∣∣∣∣ ∏
m≥1,m 6=n

[1+a
αβ
m (z)]−1

∣∣∣∣∣≤ ∏
m≥1,m 6=n

[1+|aαβ
m (z)|]−1≤exp ∑

m≥1,m 6=n

|aαβ
m (z)|−1

≤exp

[
O
(

logn

n

)]
−1=O

(
logn

n

)
. (2.11)

This implies that the following

∏
m≥1

µ
αβ
m,V−z

µ
αβ
m,0−z

=

[
1+O

(
1

n

)][
1+O

(
logn

n

)]
=1+O

(
logn

n

)

holds uniformly on the circles |z|=(n+δα,β/2)2π2. The proof thus finishes by recalling
(2.5).

Proof of Theorem 2.1. We first recall the basic estimates of the elements of Tc given in [17]:

∣∣tND(z)−cos
√

z
∣∣≤ 1

|√z| exp
(
|ℑ

√
z|+‖V‖2

)
,

∣∣∣∣tDD(z)−
sin

√
z√

z

∣∣∣∣≤
1

|z| exp
(
|ℑ

√
z|+‖V‖2

)
,

∣∣tNN(z)+
√

zsin
√

z
∣∣≤‖V‖2 exp

(
|ℑ

√
z|+‖V‖2

)
,

∣∣tDN(z)−cos
√

z
∣∣≤ ‖V‖2

|√z| exp
(
|ℑ

√
z|+‖V‖2

)
.

The above implies that

tND(z)=cos
√

z+O
(

exp|ℑ√z|
|√z|

)
, tDD(z)=

sin
√

z√
z

+O
(

exp(ℑ√z)

|z|

)
,

tNN(z)=−
√

zsin
√

z+O
(
exp|ℑ

√
z|
)

, tDN(z)=cos
√

z+O
(

exp|ℑ√z|
|√z|

)
.
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Using Lemma 2.2, on the circles |z|=(n+δα,β/2)2π2 for n large enough, we have

tND(z)=cos
√

z

[
1+O

(
1

n

)]
, tDD(z)=

sin
√

z√
z

[
1+O

(
1

n

)]
,

tNN(z)=−
√

zsin
√

z

[
1+O

(
1

n

)]
, tDN(z)=cos

√
z

[
1+O

(
1

n

)]
.

Applying Lemma 2.3, we derive

tαβ(z)= fαβ;V(z)

[
1+O

(
logn

n

)]
, ∀α,β∈{D,N}. (2.12)

Both tαβ and fαβ;V are entire functions of z. Since fαβ;V have same zeroes as tαβ, their
quotients are also entire. The estimate (2.12) implies that

lim
n→+∞

sup
|z|=(n+δα,β/2)2π2

∣∣∣∣
tαβ(z)

fαβ;V(z)
−1

∣∣∣∣=0.

The proof of Theorem 2.1 thus ends by Liouville’s theorem.

3 Analytical expression of the Dirichlet-to-Neumann map

According to (2.3), the cell transformation matrix Tc(z)=T(1,0;z) has two eigenvalues σ
and 1/σ with 0< |σ|≤1. If ℑz 6=0, we have |σ|<1. The associated eigenvectors, denoted
by (c+,d+)⊤ and (c−,d−)⊤, are thus linearly independent. Therefore, T(x,0;z)(c±,d±)⊤

are two linearly independent solutions of the ODE system (2.1). By setting µ= lnσ, it is
straightforward to verify that

e±µ(1+x)T(1+x,0;z)(c∓,d∓)
⊤=e±µxe±µT(1+x,1;z)Tc(z)(c∓,d∓)

⊤

=σ∓1e±µxe±µT(x,0;z)(c∓,d∓)⊤

=e±µxT(x,0;z)(c∓,d∓)⊤.

This implies that e±µxT(x,0;z)(c∓,d∓)⊤ are 1-periodic functions. Since ℜµ< 0, we con-
clude that

T(x,0;z)(c+,d+)
⊤= eµxe−µxT(x,0;z)(c+,d+)

⊤

is bounded in R+, while

T(x,0;z)(c−,d−)
⊤= e−µxeµxT(x,0;z)(c−,d−)

⊤

is unbounded in R+. Since

σc+= c+θ(1;z)+d+ϕ(1;z),
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the DtN mapping I(z), defined as the quotient of the Neumann data over the Dirichlet
data at x=0 for the bounded solution in R+, is then given by

I(z)=
d+
c+

=− θ(1;z)−σ

ϕ(1;z)
=− tND(z)−σ

tDD(z)
. (3.1)

On the other hand, the characteristic equation of the cell transformation matrix Tc is

σ2−∆(z)σ+1=0, (3.2)

where we have set ∆(z)= tND(z)+tDN(z). For any z with ℑz 6= 0, the root of (3.2) with
smaller modulus is

σ=

(
1−
√

∆(z)−2

∆(z)+2

)/(
1+

√
∆(z)−2

∆(z)+2

)
. (3.3)

In the above,
√

. denotes the square root function with
√

1=1. The branch cut is set as the
negative real axis. Formally, ∆ and σ can be computed with (3.3) by using the expression
(2.8). But there exist more elegant formulations. Actually, considering asymptotically
tND(z)∼cos(

√
z) and tDN(z)∼cos(

√
z), we have

∆(z)−2= tND(z)+tDN(z)−2∼2cos(
√

z)−2=−4sin2

√
z

2
,

and

∆(z)+2= tND(z)+tDN(z)+2∼2cos(
√

z)+2=4cos2

√
z

2
.

Following the same reasonings for deriving (2.8), we have

∆(z)−2=(µ0−z) ∏
m≥1

(µ2m−1−z)(µ2m−z)

µNN
2m,0µDD

2m,0

, (3.4a)

∆(z)+2=4 ∏
m≥1

(µ′
2m−1−z)(µ′

2m−z)

µNN
2m−1,0µDD

2m−1,0

, (3.4b)

where {µm} are the roots of equation ∆(z)−2 = 0, and {µ′
m} are the roots of equation

∆(z)+2=0. According to Theorem 2.1 in [16], {µm} and {µ′
m} can be ordered as

µ0<µ′
1≤µ′

2<µ1≤µ2<µ′
3≤µ′

4<µ3≤µ4< ··· .
Besides, µm coincide with the eigenvalues of periodic boundary problem

{
−y′′+V(x)y= zy,

y(0)=y(1), y′(0)=y′(1),
(3.5)

and µ′
m coincide with the eigenvalues of anti-periodic boundary problem

{
−y′′+V(x)y= zy,

y(0)+y(1)=0, y′(0)+y′(1)=0.
(3.6)
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Theorem 3.1. If the periodic potential V(x) is symmetric, i.e., V(−x)=V(x), we have

µNN
0,V =µ0, {µNN

2m−1,V ,µDD
2m−1,V}={µ′

2m−1,µ′
2m}, {µNN

2m,V ,µDD
2m,V}={µ2m−1,µ2m}, ∀m≥1.

Proof. If V is symmetric, then θ is even and ϕ is odd. Let us put

A(z)=T

(
1,

1

2
;z

)
, B(z)=T

(
1

2
,0;z

)
.

Then we have

A−1(z)=T

(
1

2
,1;z

)
=T

(
−1

2
,0;z

)
=

[
θ(− 1

2 ,z) ϕ(− 1
2 ,z)

θ′(− 1
2 ,z) ϕ′(− 1

2 ,z)

]
=

[
θ( 1

2 ,z) −ϕ( 1
2 ,z)

−θ′( 1
2 ,z) ϕ′( 1

2 ,z)

]
.

A direct computation shows that

Tc(z)− I=A(z)B(z)− I=A(z)[B(z)−A−1(z)]=A(z)

[
0 2ϕ( 1

2 ,z)
2θ′( 1

2 ,z) 0

]
,

Tc(z)+ I=A(z)B(z)+ I=A(z)[B(z)+A−1(z)]=A(z)

[
2θ( 1

2 ,z) 0

0 2ϕ′( 1
2 ,z)

]
.

If λ is an eigenvalue of periodic boundary problem (3.5), then det(Tc(λ)− I)=0, and we
have either ϕ(1/2,λ) = 0 or θ′(1/2,λ) = 0. The former implies that ϕ(0,λ) = ϕ(1,λ) = 0
and thus (λ,ϕ(·,λ)) is an eigenpair of Dirichlet boundary problem. The latter implies
that θ′(0,λ)=θ′(1,λ)=0 and thus (λ,θ(·,λ)) is an eigenpair of Neumann boundary prob-
lem. Analogously, if λ is an eigenvalue of anti-periodic boundary problem (3.6), then
det(Tc(λ)+ I)=0, and we have either θ(1/2,λ)=0 or ϕ′(1/2,λ)=0. The former implies
that θ′(0,λ)=θ′(1,λ)=0 and thus (λ,θ(·,λ)) is an eigenpair of Neumann boundary prob-
lem. The latter implies that ϕ(0,λ) = ϕ(1,λ) = 0 and thus (λ,ϕ(·,λ)) is an eigenpair of
Dirichlet boundary problem.

On the other hand, if (λ,θ(·,λ)) is an eigenpair of Neumann boundary problem, then
we have either θ(1/2,λ)=0 or θ′(1/2,λ)=0. This implies that (λ,θ(·,λ)) is an eigenpair
of (3.6) or (3.5). Analogously, if (λ,ϕ(·,λ)) is an eigenpair of Dirichlet boundary problem,
then we have either ϕ(1/2,λ) = 0 or ϕ′(1/2,λ) = 0. This implies that (λ,ϕ(·,λ)) is an
eigenpair of (3.5) or (3.6). According to Theorem 3.3 and Theorem 4.3 in [27], we have

µNN
0,V =µ0,{µNN

2m−1,V ,µDD
2m−1,V}⊂ [µ′

2m−1,µ′
2m], {µNN

2m,V ,µDD
2m,V}⊂ [µ2m−1,µ2m],

which leads to

µNN
0,V =µ0,{µNN

2m−1,V ,µDD
2m−1,V}={µ′

2m−1,µ′
2m}, {µNN

2m,V ,µDD
2m,V}={µ2m−1,µ2m}.

This ends the proof.

It is now ready to formulate our main result in this paper.
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Theorem 3.2. For the characteristic Schrödinger equation (1.1) with symmetric 1-periodic po-
tential V(x), the corresponding DtN mapping can be expressed as

I(z)=−
√

µNN
0,V −z ∏

m≥1

√
µNN

m,V−z
√

µDD
m,V−z

, ∀z∈C\R. (3.7)

Proof. Applying (3.4) and Theorem 3.1 we have

∆2(z)−4=4(µ0−z) ∏
m≥1

(µ2m−1−z)(µ2m−z)

µNN
2m,0µDD

2m,0
∏
m≥1

(µ′
2m−1−z)(µ′

2m−z)

µNN
2m−1,0µDD

2m−1,0

=4(µNN
0,V −z) ∏

m≥1

(µNN
2m,V−z)(µDD

2m,V−z)

µNN
2m,0µDD

2m,0
∏
m≥1

(µNN
2m−1,V−z)(µDD

2m−1,V−z)

µNN
2m−1,0µDD

2m−1,0

=4(µNN
0,V −z) ∏

m≥1

(µNN
m,V−z)(µDD

m,V−z)

µNN
m,0 µDD

m,0

=4tDD(z)tNN(z).

Considering tND(z)= tDN(z), it holds that

I(z)=− tND(z)−σ

tDD(z)
=−∆(z)−2σ

2tDD(z)
=−

∆(z)
[
1+
√

∆(z)−2
∆(z)+2

]
−2
[
1−
√

∆(z)−2
∆(z)+2

]

2tDD(z)
[
1+
√

∆(z)−2
∆(z)+2

]

=−
(∆(z)+2)

√
∆(z)−2
∆(z)+2

2tDD(z)
.

By putting

Ĩ(z)=−
√

µNN
0,V −z ∏

m≥1

√
µNN

m,V−z
√

µDD
m,V−z

,

we derive

I2(z)=
∆2(z)−4

4t2
DD(z)

=
tNN(z)

tDD(z)
= Ĩ2(z).

It is straightforward to verify that in the cut complex plane as the domain defined for σ,
thus for I, the function Ĩ is a holomorphic function. Since

lim
z→−∞

I(z)= lim
z→−∞

Ĩ(z)=−∞,

we then derive

I(z)= Ĩ(z)=−
√

µNN
0,V −z ∏

m≥1

√
µNN

m,V−z
√

µDD
m,V−z

. (3.8)

This ends the proof.
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Remark 3.1. For Eq. (1.1) with S-periodic potential V, we can obtain the same expression
(1.2) of DtN mapping I by using a simple scaling argument.

4 Second-order ODEs with periodic symmetric coefficients

Now we consider the more general second-order ODE with periodic coefficients

[
−∂xc−1(x)∂x+V(x)

]
y=ρ(x)zy, (4.1)

where c and ρ are supposed to be smooth and bounded upper and below by positive
numbers. If we make the variable transformation

x→X=X(x)=
∫ x

0

√
ρ(t)c(t)dt,

and put

ω=exp

(
1

4
ln

ρ

c

)
y,

then a direct computation yields that

[
−∂xc−1(x)∂x+V(x)−ρ(x)z

]
y=ρexp

(
−1

4
ln

ρ

c

)[
−∂2

X+Ṽ(X)−z
]

ω

with

Ṽ(X)=
V(x)

ρ(x)
+

1

4
∂2

X ln
ρ

c
+

(
1

4
∂X ln

ρ

c

)2

.

Obviously, Ṽ is a periodic function with respect to X with the period

S̃=
∫ S

0

√
ρ(x)c(x)dx.

If I, V and ρ are symmetric with respect to x, so is Ṽ with respect to X. Besides, λ is a
S̃-periodic or S̃-antiperiodic eigenvalue of the characteristic equation

[
−∂2

X+Ṽ(X)
]

ω= zω, (4.2)

if and only if λ is an S-periodic or S-anti-periodic eigenvalues of (4.1). Suppose
{µDD

m,V}m≥1 are the Dirichlet eigenvalue of (4.1) with boundary condition y(0)=y(S)=0,

and {µNN
m,V}m≥0 are the Neumann eigenvalues with boundary conditions y′(0)=y′(S)=0,

then for any z∈C\R, the DtN mapping of the nontrivial bounded solution of (4.2) is

∂Xω(0)

ω(0)
=−

√
µNN

0,V −z ∏
m≥1

√
µNN

m,V−z
√

µDD
m,V−z

.
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The DtN mapping associated with (4.1) is then given by

∂xy(0)

y(0)
=
√

ρ(0)c(0)
∂Xω(0)

ω(0)
=−

√
ρ(0)c(0)

√
µNN

0,V −z ∏
m≥1

√
µNN

m,V−z
√

µDD
m,V−z

.

This is exactly the expression (1.4) which was originally formulated in [5].
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physique, Les Ulis Cedex, France, 1988.

[4] M. Ehrhardt (ed.), Wave propagation in periodic media, Progress in Computational Physics,
Vol. 1, Bentham Science Publishers Ltd., 2010.

[5] M. Ehrhardt and C. Zheng, Exact artificial boundary conditions for problems with periodic
structures, J. Comput. Phys., 227(2008), 6877-6894.

[6] S. Fliss and P. Joly, Exact boundary conditions for time-harmonic wave propagation in lo-
cally perturbed periodic media, Appl. Numer. Math., 59 (2009), 2155-2178.

[7] C. Fox, V. Oleinik and B. Pavlov, A Dirichlet-to-Neumann map approach to resonance gaps
and bands of periodic networks, Contemp. Math., 412 (2006), 151-170.

[8] D. Givoli, Non-reflecting boundary conditions, J. Comput. Phys., 94 (1991), 1-29.
[9] D. J. Griffiths and C. A Steinke, Waves in locally periodic media, Am. J. Phys., 69 (2001),

137-154.
[10] T. Hagstrom, Radiation boundary conditions for the numerical simulation of waves, Acta

Numerica, 8 (1999), 47-106.
[11] Z. Han, E. Forsberg and S. He, Surface plasmon Bragg gratings formend in metal-insulator-

metal waveguides, IEEE Photonics Techn. Lett., 19 (2007), 91-93.
[12] V. Hoang, The limiting absorption principle for a periodic semi-infinite waveguide, SIAM J.

Appl. Math., 71 (3) (2011), 791-810.
[13] T. Hohage and S. Soussi, Riesz bases and Jordan form of the translation operator in semi-

infinite periodic waveguides, J. Math. Pures Appl., 100 (2013), 113-135.
[14] P. Joly, J.-R. Li and S. Fliss, Exact Boundary Conditions for Periodic Waveguides Containing

a Local Perturbation, Commun. Comput. Phys., 1 (2006), 945-973.
[15] P. Kuchment, The mathematics of photonic crystals, Mathematical Modeling in Optical Sci-

ence, 22 (2001), 207-272.



J. Kang, M. Zhang and C. Zheng / Commun. Comput. Phys., 16 (2014), pp. 1102-1115 1115

[16] W. Magnus and S. Winkler, Hill’s Equation, Interscience Wiley, New York, 1979.
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