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#### Abstract

A straightforward method is presented for computing three-dimensional Stokes flow, due to forces on a surface, with high accuracy at points near the surface. The flow quantities are written as boundary integrals using the free-space Green's function. To evaluate the integrals near the boundary, the singular kernels are regularized and a simple quadrature is applied in coordinate charts. High order accuracy is obtained by adding special corrections for the regularization and discretization errors, derived here using local asymptotic analysis. Numerical tests demonstrate the uniform convergence rates of the method.
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## 1 Introduction

Low Reynolds number flows are fundamental in a large class of problems, for example, particle and drop motion, the swimming of microorganisms, vesicle flows [8, 15, 20, 22]. These phenomena are modeled by the Stokes equations, and a wide variety of numerical techniques have been employed to find solutions, among which boundary integral equation and singularity based methods are most popular. Boundary integral equation methods have several well-known advantages, such as reduction in the dimensionality of the problem and high achievable accuracy of the solution. They have been used effectively to simulate the behavior of drops or vesicles in Stokes flow; comprehensive work includes [19,22,25].
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The numerical treatment of integrals similar to the Stokes problem is studied extensively in many works. The discretization of integral equations in three dimensions is usually based on Galerkin or collocation methods, where basis functions are defined and an integration method is used to construct the matrix coefficients. This often involves a product integration rule or a change of variables. High accuracy solutions can be obtained at points on the boundary and far away from it. When the solution is evaluated on dense grids, the integrals become nearly singular if the evaluation point is close to the surface. This issue is often overlooked; the few works that address it include [2,3,10, 12, 23]. In [4], partitions of unity were used along with an analytical resolution of the singularity by a change to polar coordinates, in the context of surface scattering problems. These local quadrature methods were extended in [23] to various elliptic problems; for points close to the boundary, interpolation from the solution at far away points was used to achieve higher accuracy.

In Stokes flow simulations, the boundaries, e.g., two drops, often get close to each other, and computing values at nearby points accurately becomes a non-trivial problem. The method of regularization and correction of [2,3] is well suited to handle this difficulty, since it is simple to implement and the work needed does not increase with proximity to the surface. In [2], harmonic functions written as single and double layer potentials on curves were computed with uniformly high accuracy with respect to the evaluation point. The free-space Green's function for the Laplacian is regularized using a small parameter, and the integrals are discretized by a simple quadrature rule. Asymptotic analysis for the integral near the singularity leads to closed form expressions for the leading terms in error due to regularization, and also due to the discretization quadrature. These expressions are then added as corrections to yield higher accuracy of the numerical solution. This integration technique was applied to 2D Stokes flow with a moving elastic interface in [14]. Related integration formulas for double layer potentials for the Laplacian on closed surfaces in 3D were derived in [3]. Two-dimensional boundary integral calculations for a scalar problem from electromagnetics with several boundaries close to each other were done in [24]. In [16], 3D doubly periodic electromagnetic scattering was computed using regularization and corrections for points on the surface.

In this paper, we overcome the issue of near singularity in Stokes flow by extending the method of [3] to evaluate the integrals for velocity and pressure due to forces on closed surfaces in three dimensions. The surface is represented by several overlapping patches, each parametrized in a rectangular system. The method is based on a direct, or Nyström, discretization and partitions of unity, where the Green's function for the Laplacian is regularized. To evaluate the integrals near the surface, correction terms for the error are added to achieve high accuracy; these corrections are derived here and in [3] using local asymptotic analysis. The corrections are local and therefore the high order convergence is achieved without increasing the overall computational complexity. Another important aspect of this method is that the integrals are computed with regularly spaced quadrature points, without special gridding or cut-off near the singularity as in $[4,23]$, and the spacing does not change when the evaluation point is close to the
boundary or on it. This offers a great advantage when solving time-dependent problems, where the integral equations have to be solved at each time step. The specific results are summarized in Theorem 3.1. Numerical examples in Section 6 exhibit third order accuracy, uniformly for points near the surface.

For a material interface in Stokes flow, the motion of the interface can be determined by computing the velocity only on the interface. The formulas derived here for computing the velocity and pressure in Stokes flow apply directly to a closed interface with one fluid (i.e., the viscosity is the same inside and out), with surface tension or more general elastic force on the interface. The velocity is given by the single layer potential of Stokes flow as in (2.3). The velocity should be accurate even if two interfaces are close. The representation of the surface and the corresponding motion of markers seriously affect the accuracy, and careful methods have been developed to deal with these issues. Often the surface is triangulated $[19,25]$ while in other work a spectral approximation is used [22]. The integration method presented here requires regular grids in coordinate charts. In principle the surface could be represented by regular grid points which are moved with the fluid velocity, followed by a remeshing to a new regular grid. An alternative, made possible by the systematic treatment of nearly singular integrals, is to represent the surface as the zero set of a level set function, which is computed on a rectangular three-dimensional grid. The surface can be recovered from the grid values of this function; the level set function could be advected by computing the velocity at the grid points near the surface, leading to the updated surface location. Such a procedure is commonly used with level set methods when the velocity depends on the surface in a simpler way. We hope to explore this approach in future work.

For an interface separating two Stokes fluids, with different viscosities, the velocity must be found by solving an integral equation (see e.g., [17], Chapter 5 or [25]). This equation includes a double layer Stokes integral, whose kernel is the normal stress corresponding to the fundamental solution or Stokeslet which appears in the single layer (2.3). The present formulas do not apply to this kernel. However it is qualitatively similar to the double layer for the Laplacian, and we expect that analytical calculations similar to those given here and in [3] would lead to correction formulas for regularized integrals in this case.

## 2 Mathematical formulation

In dimensionless form, the incompressible Stokes equations are

$$
\begin{equation*}
-\nabla p+\Delta \mathbf{u}=0, \quad \nabla \cdot \mathbf{u}=0 \tag{2.1}
\end{equation*}
$$

where $p$ is the pressure and $\mathbf{u}$ is the flow velocity. One fundamental solution in three dimensions is the Stokeslet and is given by

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=\frac{\mathbf{f}}{8 \pi|\mathbf{x}|}+\frac{(\mathbf{f} \cdot \mathbf{x}) \mathbf{x}}{8 \pi|\mathbf{x}|^{3}}, \quad p(\mathbf{x})=\frac{\mathbf{f} \cdot \mathbf{x}}{4 \pi|\mathbf{x}|^{3}}, \tag{2.2}
\end{equation*}
$$

where $\mathbf{x}=(x, y, z)$ and $\mathbf{f}$ is a constant vector. Other fundamental solutions can be derived by differentiating the Stokeslet; see [18] for a comprehensive review. For a volume of fluid bounded by the surface $\partial \Omega$, the velocity $\mathbf{u}(\mathbf{y})$ due to a distribution of forces $\mathbf{f}(\mathbf{x})$ on the surface is the single layer potential obtained by integrating the Stokeslet,

$$
\begin{equation*}
\mathbf{u}(\mathbf{y})=\int_{\partial \Omega} \frac{\mathbf{f}(\mathbf{x})}{8 \pi|\mathbf{y}-\mathbf{x}|}+\frac{(\mathbf{f}(\mathbf{x}) \cdot(\mathbf{y}-\mathbf{x}))(\mathbf{y}-\mathbf{x})}{8 \pi|\mathbf{y}-\mathbf{x}|^{3}} d S(\mathbf{x}), \quad p(\mathbf{y})=\int_{\partial \Omega} \frac{\mathbf{f}(\mathbf{x}) \cdot(\mathbf{y}-\mathbf{x})}{4 \pi|\mathbf{y}-\mathbf{x}|^{3}} d S(\mathbf{x}) . \tag{2.3}
\end{equation*}
$$

Boundary integral equation methods are extremely powerful in solving many differential equations, and have been extensively applied to solve Stokes problems [9,11,17]. To deal with situations when the velocity is singular (e.g., as an integral over a curve in $\mathbb{R}^{3}$ or points in $\mathbb{R}^{2}$, or over non-smooth surfaces), the method of regularized Stokeslets was introduced in [6]. It is based on smoothing of the forces, and can be used when the force is distributed over a surface as well as over lines and disconnected points in space. The accuracy of the method for surface integrals was analyzed in [7], and demonstrated numerically for a Stokes-Darcy system in 2D in [21]. Evaluating the integrals accurately at points near the boundary remains a challenge, and high resolution or special techniques such as $[2,10]$ have to be used.

In this work, we develop a method for evaluating the Stokes integrals (2.3) in a region in $\mathbb{R}^{3}$ with a smooth boundary. For points near the surface, the integrals become nearly singular, and special care is required to achieve high accuracy. We first rewrite the integrals as follows. Let $G(\mathbf{x})=-1 / 4 \pi|\mathbf{x}|$ be the Green's function of the Laplacian in $\mathbb{R}^{3}$. Noticing that $\nabla G=\mathbf{x} / 4 \pi|\mathbf{x}|^{3}$, and $\mathbf{x} \cdot \nabla G=1 / 4 \pi|\mathbf{x}|$, we write the velocity in (2.2) as

$$
\mathbf{u}(\mathbf{x})=\frac{\mathbf{f}}{2}(\mathbf{x} \cdot \nabla G)+\frac{\mathbf{x}}{2}(\mathbf{f} \cdot \nabla G) .
$$

We use a shorthand notation

$$
\mathbf{u}=\mathbf{F} \cdot \nabla G,
$$

where

$$
\mathbf{F}=\left(\mathbf{F}_{1}, \mathbf{F}_{2}, \mathbf{F}_{3}\right)=\left(f_{1} \mathbf{x}+x_{1} \mathbf{f}, f_{2} \mathbf{x}+x_{2} \mathbf{f}, f_{3} \mathbf{x}+x_{3} \mathbf{f}\right) / 2 .
$$

Using this, (2.3) becomes

$$
\begin{equation*}
u_{i}(\mathbf{y})=\int_{\partial \Omega} \mathbf{F}_{i}(\mathbf{y}, \mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x}) d S(\mathbf{x}), \quad p(\mathbf{y})=\int_{\partial \Omega} \mathbf{f}(\mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x}) d S(\mathbf{x}), \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{F}_{i}(\mathbf{y}, \mathbf{x})=\left(f_{i}(\mathbf{x})(\mathbf{y}-\mathbf{x})+\left(y_{i}-x_{i}\right) \mathbf{f}(\mathbf{x})\right) / 2 . \tag{2.5}
\end{equation*}
$$

In the next section, we describe the method of computing the integrals in (2.4) for points y near $\partial \Omega$.

## 3 Numerical method

Consider the integral,

$$
\begin{equation*}
v(\mathbf{y})=\int_{\partial \Omega} \mathbf{f}(\mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x}) d S(\mathbf{x}) \tag{3.1}
\end{equation*}
$$

where $\Omega \subseteq \mathbb{R}^{3}$ is a bounded domain with a smooth boundary $\partial \Omega, G(\mathbf{x})=-1 / 4 \pi|\mathbf{x}|$ is the free-space Green's function for the Laplacian in $\mathbb{R}^{3}$, and $\mathbf{f}$ is a given function on $\partial \Omega$. Integrals of this form are widely used in fluid dynamics, electromagnetics, and other engineering areas. To evaluate (3.1) for $y$ near the surface, we first split (3.1) into the normal and tangential components. Using the decomposition $\mathbf{f}=(\mathbf{f} \cdot \mathbf{n}) \mathbf{n}-\mathbf{n} \times(\mathbf{n} \times \mathbf{f})$, where $\mathbf{n}$ is the outward unit normal vector, we write (3.1) as

$$
\begin{aligned}
v(\mathbf{y})= & \int_{\partial \Omega}[\mathbf{f}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})][\mathbf{n}(\mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x})] d S(\mathbf{x}) \\
& +\int_{\partial \Omega}[(\mathbf{f}(\mathbf{x}) \times \mathbf{n}(\mathbf{x}))] \cdot[\nabla G(\mathbf{y}-\mathbf{x}) \times \mathbf{n}(\mathbf{x})] d S(\mathbf{x}) .
\end{aligned}
$$

We can use identities from the classical potential theory (see [5,13], Theorem 2.1)

$$
\begin{align*}
& \int_{\partial \Omega} \mathbf{n}(\mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x}) d S(\mathbf{x})= \begin{cases}-1, & \mathbf{y} \in \Omega \\
-1 / 2, & \mathbf{y} \in \partial \Omega \\
0, & \mathbf{y} \in \mathbb{R}^{3} / \bar{\Omega},\end{cases}  \tag{3.2a}\\
& \int_{\partial \Omega} \nabla G(\mathbf{y}-\mathbf{x}) \times \mathbf{n}(\mathbf{x}) d S(\mathbf{x})=0, \tag{3.2b}
\end{align*}
$$

and rewrite the integrals to reduce the singularity,

$$
\begin{equation*}
v(\mathbf{y})=v^{n}(\mathbf{y})+v^{\tau}(\mathbf{y}) \tag{3.3}
\end{equation*}
$$

where we defined

$$
\begin{align*}
& v^{n}(\mathbf{y})=\int_{\partial \Omega}\left[\mathbf{f}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})-\mathbf{f}\left(\mathbf{x}_{0}\right) \cdot \mathbf{n}\left(\mathbf{x}_{0}\right)\right][\mathbf{n}(\mathbf{x}) \cdot \nabla G(\mathbf{y}-\mathbf{x})] d S(\mathbf{x})-\chi(\mathbf{y}) \mathbf{f}\left(\mathbf{x}_{0}\right) \cdot \mathbf{n}\left(\mathbf{x}_{0}\right),  \tag{3.4a}\\
& v^{\tau}(\mathbf{y})=\int_{\partial \Omega}\left[\mathbf{f}(\mathbf{x}) \times \mathbf{n}(\mathbf{x})-\mathbf{f}\left(\mathbf{x}_{0}\right) \times \mathbf{n}\left(\mathbf{x}_{0}\right)\right] \cdot[\nabla G(\mathbf{y}-\mathbf{x}) \times \mathbf{n}(\mathbf{x})] d S(\mathbf{x}), \tag{3.4b}
\end{align*}
$$

with $\chi(\mathbf{x})=1$ for $\mathbf{x} \in \bar{\Omega}$ and 0 otherwise, and $\mathbf{x}_{0}$ is the boundary point closest to $\mathbf{y}$. A numerical method for computing the double layer potential for the Laplacian (3.4a) with high accuracy in 3D was developed in [3], and it is similar to the method of [2] for evaluating layer potentials near a boundary in 2D. The method consists of replacing the Green's function with a regularized version and discretizing the integrals by a simple quadrature. For points close to the boundary, the integrals are nearly singular, and high accuracy is achieved by adding corrections for the regularization and discretization errors. The Green's function is regularized as

$$
\begin{equation*}
G_{\delta}(\mathbf{x})=G(\mathbf{x}) \operatorname{erf}(|\mathbf{x}| / \delta)=-\operatorname{erf}(|\mathbf{x}| / \delta) / 4 \pi|\mathbf{x}|, \tag{3.5}
\end{equation*}
$$

where erf is the error function, so that

$$
\nabla G_{\delta}(\mathbf{y}-\mathbf{x})=\nabla G(\mathbf{y}-\mathbf{x}) \phi(|\mathbf{y}-\mathbf{x}| / \delta),
$$

with a regularization parameter $\delta$ and a shape factor

$$
\begin{equation*}
\phi(r)=\operatorname{erf}(r)-(2 / \sqrt{\pi}) r e^{-r^{2}} . \tag{3.6}
\end{equation*}
$$

With $\nabla G$ replaced by $\nabla G_{\delta}$, the integrals are written in a rectangular coordinate system. The surface is parametrized using overlapping coordinate patches $X^{\sigma}: U_{\sigma} \rightarrow \partial \Omega$, where $U_{\sigma}$ is an open subset of $\mathbb{R}^{2}$. We assume that each map $X^{\sigma}: U_{\sigma} \rightarrow \mathbb{R}^{3}$ is smooth and nondegenerate, i.e., $\partial X^{\sigma}(\alpha) / \partial \alpha$ has rank 2 at each point, with $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$. The integrals are then written as sums over the patches using a partition of unity $\left\{\psi^{\sigma}\right\}$,

$$
\int_{\partial \Omega} F(\mathbf{x}) d S(\mathbf{x})=\sum_{\sigma} \int_{U_{\sigma}} F\left(X^{\sigma}(\alpha)\right) \psi\left(X^{\sigma}(\alpha)\right) A^{\sigma}(\alpha) d \alpha
$$

where $\psi^{\sigma}: \partial \Omega \rightarrow \mathbb{R}$ are smooth functions with compact support in $U_{\sigma}$ that satisfy $\sum_{\sigma} \psi^{\sigma}(\mathbf{x})=$ 1 for each $\mathbf{x} \in \partial \Omega$, and $A^{\sigma}(\alpha) d \alpha$ is the element of surface area in the $\sigma$-th patch. To get the discrete form of the integrals, we choose a grid spacing $h$ on the coordinate patches, so that the $\sigma$-th patch has grid points $\mathbf{x}_{j}^{\sigma}=X^{\sigma}(j h)$ for $j \in \mathbb{Z}^{2}$ with $\mathbf{x}_{j}^{\sigma} \in V_{\sigma}$, where $V_{\sigma}$ is the interior of the support of $\psi^{\sigma}$. We then assume $\mathbf{y}=\mathbf{x}_{0}+b \mathbf{n}_{0}$, for a point $\mathbf{x}_{0}$ on the surface, with some $b$ and $\mathbf{n}_{0}=\mathbf{n}\left(\mathbf{x}_{0}\right)$. The integrals in (3.4a) and (3.4b) are now approximated by the corresponding sums

$$
\begin{align*}
& S^{n}=\sum_{j, \sigma}\left[\mathbf{f}\left(\mathbf{x}_{j}^{\sigma}\right) \cdot \mathbf{n}\left(\mathbf{x}_{j}^{\sigma}\right)-\mathbf{f}_{0} \cdot \mathbf{n}_{0}\right]\left[\mathbf{n}\left(\mathbf{x}_{j}^{\sigma}\right) \cdot \nabla G_{\delta}\left(\mathbf{y}-\mathbf{x}_{j}^{\sigma}\right)\right] \psi_{j}^{\sigma} A_{j}^{\sigma} h^{2}-\chi(\mathbf{y}) \mathbf{f}_{0} \cdot \mathbf{n}_{0},  \tag{3.7a}\\
& S^{\tau}=\sum_{j, \sigma}\left[\mathbf{f}\left(\mathbf{x}_{j}^{\sigma}\right) \times \mathbf{n}\left(\mathbf{x}_{j}^{\sigma}\right)-\mathbf{f}_{0} \times \mathbf{n}_{0}\right] \cdot\left[\nabla G_{\delta}\left(\mathbf{y}-\mathbf{x}_{j}^{\sigma}\right) \times \mathbf{n}\left(\mathbf{x}_{j}^{\sigma}\right)\right] \psi_{j}^{\sigma} A_{j}^{\sigma} h^{2}, \tag{3.7b}
\end{align*}
$$

where $\mathbf{f}_{0}=\mathbf{f}\left(\mathbf{x}_{0}\right), \psi_{j}^{\sigma}=\psi^{\sigma}\left(\mathbf{x}_{j}^{\sigma}\right)$, and $A_{j}^{\sigma} h^{2}=A^{\sigma}(j h) h^{2}$ is the discrete element of surface area in the patch $\sigma$. The error in the sums (3.7a) and (3.7b) is large for $\mathbf{y}$ near $\partial \Omega$ and has two parts, the regularization error from replacing $\nabla G$ with $\nabla G_{\delta}$, and the discretization error from replacing the integrals with $\nabla G_{\delta}$ by the sums. It was shown in [3] that these errors for the double layer sum (3.7a) are $\mathcal{O}\left(\delta^{2}\right)$ and $\mathcal{O}(h)$, respectively, and corrections were derived to increase the accuracy to $\mathcal{O}\left(\delta^{3}\right)$ and at least $\mathcal{O}\left(h^{2}\right)$, uniform with respect to location; see Theorem 3.1 below. We state the corrections for the double layer sum (3.7a) here for completeness and refer the reader to [3] for the derivation. We then give corrections for the sum (3.7b), which will be derived in this paper.

The corrections are derived by asymptotic analysis near $\mathbf{x}_{0}$, and therefore involve the surface geometry there. There is at least one $\sigma$ so that $\mathbf{x}_{0}$ is in the $\sigma$ th patch; i.e., $\mathbf{x}_{0}=X^{\sigma}\left(\alpha_{0}\right)$ for some $\alpha_{0} \in U_{\sigma}$. Let $\mathbf{T}_{i}$ be the tangent vector $\left(\partial X^{\sigma} / \partial \alpha_{i}\right)\left(\alpha_{0}\right)$ at $\mathbf{x}_{0}, i=1,2$, and $\mathbf{n}=\mathbf{T}_{1} \times \mathbf{T}_{2} /\left|\mathbf{T}_{1} \times \mathbf{T}_{2}\right|$ be the unit normal. The regularization correction represents the largest error in regularizing the kernel in (3.4a), and is given by

$$
\begin{equation*}
\mathcal{N}_{1}=-\delta^{2}\left(\Delta(\mathbf{f} \cdot \mathbf{n})\left(\mathbf{x}_{0}\right)\right)(\lambda / 4)\left(|\lambda| \operatorname{erfc}|\lambda|-e^{-\lambda^{2}} / \sqrt{\pi}\right), \tag{3.8}
\end{equation*}
$$

where $\lambda=b / \delta$, erfc is the complementary error function, and the surface Laplacian is defined as

$$
\begin{equation*}
\Delta w=\sum_{i, j=1}^{2} \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha_{j}}\left(\sqrt{g} g^{i j} \frac{\partial\left(w \circ X^{\sigma}\right)}{\partial \alpha_{i}}\right), \tag{3.9}
\end{equation*}
$$

where the metric tensor $g_{i j}=\mathbf{T}_{i} \cdot \mathbf{T}_{j}$, its determinant $g=\operatorname{det}\left(g_{i j}\right)$, and the inverse $g^{i j}=\left(g_{i j}\right)^{-1}$ are used. The discretization correction comes from the Poisson summation formula applied to the regularized kernel, and is computed for every patch that $\mathbf{x}_{0}$ belongs to. In the $\sigma$ th patch, $\mathbf{x}_{0}=X^{\sigma}\left(\alpha_{0}\right)$ for some $\alpha_{0}$ depending on $\sigma$. Let $\alpha_{0}=i h+v h$ for some $i \in \mathbb{Z}^{2}$ and $v=\left(v_{1}, v_{2}\right)$, with $0 \leq v_{s} \leq 1, s=1,2$. The correction for $\sigma$ th patch is

$$
\begin{align*}
& \mathcal{N}_{2}^{\sigma}=h \sum_{r=1}^{2} c_{r} \psi^{\sigma}\left(\alpha_{0}\right) \frac{\partial\left((\mathbf{f} \cdot \mathbf{n}) \circ X^{\sigma}\right)}{\partial \alpha_{r}}\left(\alpha_{0}\right),  \tag{3.10a}\\
& c_{r}=\frac{\rho \lambda}{2} \sum_{s=1}^{2} \sum_{n \in Q} \sin (2 \pi n \cdot v) \frac{g^{r s} n_{s}}{\|n\|} E(\lambda, \pi \rho\|n\|), \tag{3.10b}
\end{align*}
$$

where $Q=\left\{n=\left(n_{1}, n_{2}\right) \in \mathbb{Z}^{2}: n_{2}>0\right.$ or $\left(n_{2}=0\right.$ and $\left.\left.n_{1}>0\right)\right\}, \rho=\delta / h,\|n\|=\sqrt{g^{i j} n_{i} n_{j}}$, and

$$
\begin{equation*}
E(a, b)=e^{2 a b} \operatorname{erfc}(a+b)+e^{-2 a b} \operatorname{erfc}(-a+b) \tag{3.11}
\end{equation*}
$$

The sum converges very rapidly provided $\rho$ is not small, so that only a few terms are needed. These correction formulas correspond to (1.21)-(1.25) in [3].

In the following sections, we compute correction terms for the tangential sum (3.7b) to achieve the same accuracy in the combined integral. The correction for regularization is

$$
\begin{equation*}
\mathcal{T}_{1}=\frac{\delta}{2}(1+H \lambda \delta)(\nabla \cdot \mathbf{f})\left(\mathbf{x}_{0}\right)\left(|\lambda| \operatorname{erfc}|\lambda|-e^{-\lambda^{2}} / \sqrt{\pi}\right) \tag{3.12}
\end{equation*}
$$

Here $H$ is the mean curvature at $\mathbf{x}_{0}, H=\left(\kappa_{1}+\kappa_{2}\right) / 2$, where $\kappa_{1}, \kappa_{2}$ are the principal curvatures. We compute the mean curvature as $2 H=\sum_{i, j=1}^{2} g^{i j} L_{i j}$, where $L_{i j}=\mathbf{x}_{i j} \cdot \mathbf{n}$ is the second fundamental form, and $\mathbf{x}_{i j}=\partial^{2} X^{\sigma} / \partial \alpha_{i} \partial \alpha_{j}$ (see [1], Section 9.37). Also, we compute the surface divergence as (see [1], (9.41.1))

$$
\begin{equation*}
\nabla \cdot \mathbf{f}=\sum_{i=1}^{2} \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha_{i}}\left(\sqrt{g} f^{(i)}\right), \tag{3.13}
\end{equation*}
$$

where $f^{(i)}=\left(\mathbf{f} \circ X^{\sigma}\right) \cdot \mathbf{T}_{i}^{*}$, with $\mathbf{T}_{i}^{*}$ being the dual basis to $\mathbf{T}_{i}$. The correction for discretization error is

$$
\begin{equation*}
\mathcal{T}_{2}^{\sigma}=h \sum_{j, r=1}^{2} c_{j, r} \psi^{\sigma}\left(\alpha_{0}\right) F_{r}^{j}\left(\alpha_{0}\right), \quad F_{r}^{j}=\frac{\partial}{\partial \alpha_{r}}\left(f^{(1)} \mathbf{T}_{1}+f^{(2)} \mathbf{T}_{2}\right) \cdot \mathbf{T}_{j}^{*}, \tag{3.14}
\end{equation*}
$$

with

$$
\begin{align*}
c_{j, r}= & \frac{1}{2} \sum_{n \in Q} \cos (2 \pi n \cdot v)\left[\frac{\delta_{j r}}{2 \pi\|n\|} E(\lambda, \pi \rho\|n\|)-\frac{n_{j}}{2 \pi\|n\|^{2}}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) E(\lambda, \pi \rho\|n\|)\right. \\
& \left.+\frac{n_{j}}{\|n\|}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) \lambda \rho E_{-}(\lambda, \pi \rho\|n\|)-\frac{n_{j}}{\|n\|}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) \frac{2 \rho}{\sqrt{\pi}} e^{-\lambda^{2}} e^{-\pi^{2}\|n\|^{2} \rho^{2}}\right] \tag{3.15}
\end{align*}
$$

where $E$ is defined as in (3.11), and

$$
\begin{equation*}
E_{-}(a, b)=e^{2 a b} \operatorname{erfc}(a+b)-e^{-2 a b} \operatorname{erfc}(-a+b) \tag{3.16}
\end{equation*}
$$

We can rewrite $F_{r}^{j}$ using Christoffel symbols as

$$
F_{r}^{j}=\frac{\partial f^{(j)}}{\partial \alpha_{r}}+f^{(1)} \Gamma_{1 r}^{j}+f^{(2)} \Gamma_{2 r}^{j}
$$

Theorem 3.1. Let $v(\mathbf{y})$ be given by (3.3), (3.4a), (3.4b), with $\mathbf{f}$ and $\partial \Omega$ both smooth, and let $\tilde{v}(\mathbf{y})$ be an approximation found as

$$
\begin{equation*}
\tilde{v}(\mathbf{y})=S^{n}+S^{\tau}+\mathcal{N}_{1}+\mathcal{T}_{1}+\sum_{\sigma} \mathcal{N}_{2}^{\sigma}+\sum_{\sigma} \mathcal{T}_{2}^{\sigma} \tag{3.17}
\end{equation*}
$$

where $S^{n}, S^{\tau}, \mathcal{N}_{1}, \mathcal{T}_{1}, \mathcal{N}_{2}^{\sigma}$, and $\mathcal{T}_{2}^{\sigma}$ are given by (3.7a), (3.7b), (3.8), (3.12), (3.10a), and (3.14), respectively. Then the error has the form $\tilde{v}(\mathbf{y})-v(\mathbf{y})=\epsilon_{1}+\epsilon_{2}$, where the regularization error $\epsilon_{1}$ and the discretization error $\epsilon_{2}$ can be estimated as

$$
\left|\epsilon_{1}\right| \leq C_{1} \delta^{3}, \quad\left|\epsilon_{2}\right| \leq C_{2} h^{2} e^{-c_{0}(\delta / h)^{2}}+C_{3} h^{3}
$$

uniformly for $\mathbf{y}$ near $\partial \Omega$, where $c_{0}$ depends only on the coordinate patches.
These error estimates were shown in [3] for the normal component $v^{n}$, defined in (3.4a) (also see [2] for the two-dimensional case). We follow the same approach and prove the theorem for the tangential component $v^{\tau}$ in (3.4b).

## 4 Correction for regularization

In this section we derive the correction to the error in the integral (3.4b), due to regularizing the Green's function as in (3.5). The correction includes the $\mathcal{O}(\delta)$ and $\mathcal{O}\left(\delta^{2}\right)$ terms, and the remainder is $\mathcal{O}\left(\delta^{3}\right)$. Since the error is localized, we assume that $\mathbf{f}=0$ outside one coordinate patch, and write the error as an integral in this patch,

$$
\begin{equation*}
\epsilon=\int\left[\mathbf{f}(\alpha) \times \mathbf{n}(\alpha)-\mathbf{f}_{0} \times \mathbf{n}_{0}\right] \cdot\left[\nabla\left(G_{\delta}-G\right)(\mathbf{y}-\mathbf{x}(\alpha)) \times \mathbf{n}(\alpha)\right] d S(\alpha) \tag{4.1}
\end{equation*}
$$

Assume that $\mathbf{x}(0)=\mathbf{0}$ and $\mathbf{y}$ is along the normal line from $\mathbf{x}(0)$, so that $\mathbf{y}=b \mathbf{n}_{0}$ for some $b$, where $\mathbf{n}_{0}$ is the unit normal at $\mathbf{x}(0)$.

Proposition 4.1. Let $\epsilon$ be the regularization error defined in (4.1). Then $\epsilon=-\mathcal{T}_{1}+\mathcal{O}\left(\delta^{3}\right)$, as $\delta \rightarrow 0$, with $\mathcal{T}_{1}$ given by (3.12).

Proof. We assume that $\mathbf{f}$ has the following components,

$$
\begin{equation*}
\mathbf{f}(\alpha)=f^{(1)}(\alpha) \mathbf{T}_{1}(\alpha)+f^{(2)}(\alpha) \mathbf{T}_{2}(\alpha)+f^{(n)}(\alpha) \mathbf{n}(\alpha), \tag{4.2}
\end{equation*}
$$

where $f^{(n)}=\mathbf{f} \cdot \mathbf{n}$ and $f^{(i)}=\mathbf{f} \cdot \mathbf{T}_{i}^{*}$, with $\mathbf{T}_{i}^{*}$ the dual basis to $\mathbf{T}_{i}$. The normal component $f^{(n)}$ contributes zero in the cross product, and we denote the tangential component by $\mathbf{f}^{T}=f^{(1)} \mathbf{T}_{1}+f^{(2)} \mathbf{T}_{2}$. Since

$$
\frac{1}{r} \frac{\partial}{\partial r}\left(G_{\delta}-G\right)=\frac{1}{4 \pi r^{3}} \phi\left(\frac{r}{\delta}\right),
$$

we can write

$$
\epsilon=\frac{1}{4 \pi} \int\left[\mathbf{f}^{T}(\alpha) \times \mathbf{n}(\alpha)-\mathbf{f}_{0}^{T} \times \mathbf{n}_{0}\right] \cdot\left[\frac{(\mathbf{y}-\mathbf{x}(\alpha)) \times \mathbf{n}(\alpha)}{r^{3}}\right] \phi\left(\frac{r}{\delta}\right) d S(\alpha),
$$

where $r=|\mathbf{y}-\mathbf{x}(\alpha)|$. As in Section 2 of [3], the dominant contribution to $\epsilon$ is found using Taylor expansions at $\alpha=0$. For simplicity, this is done first for a specially chosen coordinate system and then extended to a general system. With tangent vectors to surface $\mathbf{T}_{j}=\partial \mathbf{x} / \partial \alpha_{j}, j=1,2$ at $\alpha=0$, assume the metric tensor $g_{i j}=\mathbf{T}_{i} \cdot \mathbf{T}_{j}$ is the identity, and $\partial g_{i j} / \partial \alpha_{k}=0$ at $\alpha=0, i, j, k=1,2$. Also, rotating if necessary, $\mathbf{T}_{1}, \mathbf{T}_{2}$ have the directions of principal curvature, and $\mathbf{n}_{0}=\mathbf{T}_{1} \times \mathbf{T}_{2}$. Then, using the expansions

$$
\begin{aligned}
& \mathbf{x}(\alpha)=\mathbf{T}_{1} \alpha_{1}+\mathbf{T}_{2} \alpha_{2}+\frac{1}{2} \kappa_{1} \mathbf{n}_{0} \alpha_{1}^{2}+\frac{1}{2} \kappa_{2} \mathbf{n}_{0} \alpha_{2}^{2}+\mathcal{O}\left(|\alpha|^{3}\right), \\
& \mathbf{n}(\alpha)=\mathbf{n}_{0}-\kappa_{1} \mathbf{T}_{1} \alpha_{1}-\kappa_{2} \mathbf{T}_{2} \alpha_{2}+\mathcal{O}\left(|\alpha|^{2}\right)
\end{aligned}
$$

where $\kappa_{1}, \kappa_{2}$ are the principal curvatures, we get

$$
\begin{align*}
(\mathbf{y}-\mathbf{x}(\alpha)) \times \mathbf{n}(\alpha)= & -\left(1-b \kappa_{2}\right) \alpha_{2} \mathbf{T}_{1}+\left(1-b \kappa_{1}\right) \alpha_{1} \mathbf{T}_{2}-\left(\kappa_{1}-\kappa_{2}\right) \alpha_{1} \alpha_{2} \mathbf{n}_{0} \\
& +\mathcal{O}\left(|\alpha|^{3}+b^{3}\right) . \tag{4.3}
\end{align*}
$$

Using the Taylor expansion of $\mathbf{f}^{T}$,

$$
\begin{align*}
\mathbf{f}^{T}(\alpha) \times \mathbf{n}(\alpha)-\mathbf{f}_{0}^{T} \times \mathbf{n}_{0}= & {\left[f^{(1)}+f_{i}^{(1)} \alpha_{i}+\frac{1}{2} f_{i j}^{(1)} \alpha_{i} \alpha_{j}+\mathcal{O}\left(|\alpha|^{3}\right)\right] \mathbf{T}_{1}(\alpha) \times \mathbf{n}(\alpha) } \\
& +\left[f^{(2)}+f_{i}^{(2)} \alpha_{i}+\frac{1}{2} f_{i j}^{(2)} \alpha_{i} \alpha_{j}+\mathcal{O}\left(|\alpha|^{3}\right)\right] \mathbf{T}_{2}(\alpha) \times \mathbf{n}(\alpha) \\
& -\left[f^{(1)} \mathbf{T}_{1}+f^{(2)} \mathbf{T}_{2}\right] \times \mathbf{n}_{0} \\
= & -\left[f_{i}^{(1)} \alpha_{i}+\frac{1}{2} f_{i j}^{(1)} \alpha_{i} \alpha_{j}\right] \mathbf{T}_{2}+\left[f_{i}^{(2)} \alpha_{i}+\frac{1}{2} f_{i j}^{(2)} \alpha_{i} \alpha_{j}\right] \mathbf{T}_{1} \\
& -\left[f^{(1)}+f_{i}^{(1)} \alpha_{i}\right] \kappa_{2} \mathbf{n}_{0} \alpha_{2}+\left[f^{(2)}+f_{i}^{(2)} \alpha_{i}\right] \kappa_{1} \mathbf{n}_{0} \alpha_{1}+\mathcal{O}\left(|\alpha|^{3}\right), \tag{4.4}
\end{align*}
$$

where $f_{i}^{(k)}=\partial f^{(k)} / \partial \alpha_{i}(0)$ and $f_{i j}^{(k)}=\partial^{2} f^{(k)} / \partial \alpha_{i} \partial \alpha_{j}(0)$. Combining (4.3) and (4.4), we get

$$
\begin{align*}
& {\left[\mathbf{f}^{T}(\alpha) \times \mathbf{n}(\alpha)-\mathbf{f}_{0}^{T} \times \mathbf{n}_{0}\right] \cdot[(\mathbf{y}-\mathbf{x}(\alpha)) \times \mathbf{n}(\alpha)] } \\
= & -\left(1-b \kappa_{1}\right) \alpha_{1}\left[f_{i}^{(1)} \alpha_{i}+\frac{1}{2} f_{i j}^{(1)} \alpha_{i} \alpha_{j}\right]-\left(1-b \kappa_{2}\right) \alpha_{2}\left[f_{i}^{(2)} \alpha_{i}+\frac{1}{2} f_{i j}^{(2)} \alpha_{i} \alpha_{j}\right] \\
& +f^{(1)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{2} \alpha_{1} \alpha_{2}^{2}-f^{(2)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{1} \alpha_{1}^{2} \alpha_{2}+\mathcal{O}\left(|\alpha|^{4}+b^{4}\right) . \tag{4.5}
\end{align*}
$$

We define a new parameter $\xi$ to replace $\alpha$ so that $r^{2}=b^{2}+|\xi|^{2}$ and $\xi_{i} /|\xi|=\alpha_{i} /|\alpha|$. Then

$$
\begin{aligned}
& \alpha_{j}=\left(1+\frac{b q}{2}\right) \xi_{j}+\mathcal{O}\left(|\xi|^{3}\right)+\mathcal{O}\left(b^{3}\right), \\
& q=\kappa_{1} \frac{\xi_{1}^{2}}{|\xi|^{2}}+\kappa_{2} \frac{\xi_{2}^{2}}{|\xi|^{2}}
\end{aligned}
$$

near $\alpha=0$ (see (2.8)-(2.11) in [3]). The regularization error is now written as

$$
\begin{equation*}
\epsilon=\frac{1}{4 \pi} \int w(\xi, b) \frac{\phi\left(\sqrt{|\xi|^{2}+b^{2}} / \delta\right)}{\left(|\xi|^{2}+b^{2}\right)^{3 / 2}} d \xi \tag{4.6}
\end{equation*}
$$

where $w(\xi, b)$ includes the nonradial terms,

$$
w(\xi, b)=\left[\mathbf{f}^{T} \times \mathbf{n}-\mathbf{f}_{0}^{T} \times \mathbf{n}_{0}\right] \cdot[(\mathbf{y}-\mathbf{x}) \times \mathbf{n}]\left|\frac{\partial \alpha}{\partial \xi}\right|\left|\mathbf{T}_{1} \times \mathbf{T}_{2}\right| .
$$

Using (4.5), we get in the new parameter

$$
\begin{aligned}
{\left[\mathbf{f}^{T} \times \mathbf{n}-\mathbf{f}_{0}^{T} \times \mathbf{n}_{0}\right] \cdot[(\mathbf{y}-\mathbf{x}) \times \mathbf{n}]=} & -\left(1+b q-b \kappa_{1}\right) f_{i}^{(1)} \xi_{i} \xi_{1}-\frac{1}{2} f_{i j}^{(1)} \xi_{i} \xi_{j} \xi_{1} \\
& -\left(1+b q-b \kappa_{2}\right) f_{i}^{(2)} \xi_{i} \xi_{2}-\frac{1}{2} f_{i j}^{(2)} \xi_{i} \xi_{j} \xi_{2} \\
& +f^{(1)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{2} \xi_{1} \xi_{2}^{2}-f^{(2)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{1} \xi_{1}^{2} \xi_{2}+\mathcal{O}\left(|\xi|^{4}+b^{4}\right) .
\end{aligned}
$$

Since $q$ depends only on $\xi /|\xi|$, for the Jacobian we have $|\partial \alpha / \partial \xi|=1+b q+\mathcal{O}\left(|\xi|^{2}+b^{2}\right)$, and also $\left|\mathbf{T}_{1} \times \mathbf{T}_{2}\right|=1+\mathcal{O}\left(|\xi|^{2}\right)$. Therefore,

$$
\begin{aligned}
w(\xi, b)= & -\left(1+2 b q-b \kappa_{1}\right) f_{i}^{(1)} \xi_{i} \xi_{1}-\frac{1}{2} f_{i j}^{(1)} \xi_{i} \xi_{j} \xi_{1} \\
& -\left(1+2 b q-b \kappa_{2}\right) f_{i}^{(2)} \xi_{i} \xi_{2}-\frac{1}{2} f_{i j}^{(2)} \xi_{i} \xi_{j} \xi_{2} \\
& +f^{(1)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{2} \xi_{1} \xi_{2}^{2}-f^{(2)}\left(\kappa_{1}-\kappa_{2}\right) \kappa_{1} \xi_{1}^{2} \xi_{2}+\mathcal{O}\left(|\xi|^{4}+b^{4}\right) .
\end{aligned}
$$

The only terms in $w(\xi, b)$ that make non-zero contribution to the integral have even powers,

$$
\begin{equation*}
w^{e v e n}(\xi, b)=-\left(1+2 b q-b \kappa_{1}\right) f_{1}^{(1)} \xi_{1}^{2}-\left(1+2 b q-b \kappa_{2}\right) f_{2}^{(2)} \xi_{2}^{2}+\mathcal{O}\left(|\xi|^{4}+b^{4}\right) . \tag{4.7}
\end{equation*}
$$

Substituting (4.7) into (4.6), and making the substitutions $\xi=\delta \zeta, b=\delta \lambda,|\zeta|=\eta, q=$ $\kappa_{1} \cos ^{2} \theta+\kappa_{2} \sin ^{2} \theta$, we get

$$
\begin{aligned}
\epsilon= & -\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\infty}\left[\left(1+2 b \kappa_{1} \cos ^{2} \theta+2 b \kappa_{2} \sin ^{2} \theta-b \kappa_{1}\right) f_{1}^{(1)} \eta^{2} \cos ^{2} \theta\right. \\
& \left.+\left(1+2 b \kappa_{1} \cos ^{2} \theta+2 b \kappa_{2} \sin ^{2} \theta-b \kappa_{2}\right) f_{2}^{(2)} \eta^{2} \sin ^{2} \theta\right] \delta \frac{\phi\left(\sqrt{\eta^{2}+\lambda^{2}}\right)}{\left(\eta^{2}+\lambda^{2}\right)^{3 / 2}} \eta d \eta d \theta+\mathcal{O}\left(\delta^{3}\right),
\end{aligned}
$$

which simplifies to

$$
\begin{equation*}
\epsilon=-\frac{\delta}{4}\left(1+\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right) \lambda \delta\right)\left(f_{1}^{(1)}+f_{2}^{(2)}\right) \int_{0}^{\infty} \eta^{3} \frac{\phi\left(\sqrt{\eta^{2}+\lambda^{2}}\right)}{\left(\eta^{2}+\lambda^{2}\right)^{3 / 2}} d \eta+\mathcal{O}\left(\delta^{3}\right) . \tag{4.8}
\end{equation*}
$$

The integral in (4.8) was computed on pp. 607 in [3], to give

$$
\int_{0}^{\infty} \eta^{3} \frac{\phi\left(\sqrt{\eta^{2}+\lambda^{2}}\right)}{\left(\eta^{2}+\lambda^{2}\right)^{3 / 2}} d \eta=2\left(|\lambda| \operatorname{erfc}|\lambda|-e^{-\lambda^{2}} / \sqrt{\pi}\right) .
$$

Finally,

$$
\begin{equation*}
\epsilon=-\frac{\delta}{2}\left(1+\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right) \lambda \delta\right)\left(f_{1}^{(1)}+f_{2}^{(2)}\right)\left(|\lambda| \operatorname{erfc}|\lambda|-e^{-\lambda^{2}} / \sqrt{\pi}\right)+\mathcal{O}\left(\delta^{3}\right) . \tag{4.9}
\end{equation*}
$$

This gives the correction expressed in a special coordinate system. It is extended to an arbitrary system using the surface divergence operator given by (3.13). In the special system at $\alpha=0$, it reduces to $f_{1}^{(1)}+f_{2}^{(2)}$. Therefore, $\epsilon=-\mathcal{T}_{1}+\mathcal{O}\left(\delta^{3}\right)$, where $\mathcal{T}_{1}$ is given by (3.12).

## 5 Correction for quadrature

For the discretization error in (3.4b), start by adding and subtracting $\mathbf{f}^{T}\left(\mathbf{x}_{0}\right) \times \mathbf{n}(\mathbf{x})$,

$$
\begin{aligned}
I=\int_{\partial \Omega} & {\left[\mathbf{f}^{T}(\mathbf{x}) \times \mathbf{n}(\mathbf{x})-\mathbf{f}^{T}\left(\mathbf{x}_{0}\right) \times \mathbf{n}(\mathbf{x})+\mathbf{f}^{T}\left(\mathbf{x}_{0}\right) \times \mathbf{n}(\mathbf{x})\right.} \\
& \left.-\mathbf{f}^{T}\left(\mathbf{x}_{0}\right) \times \mathbf{n}\left(\mathbf{x}_{0}\right)\right] \cdot\left[\nabla G_{\delta}(\mathbf{y}-\mathbf{x}) \times \mathbf{n}(\mathbf{x})\right] d S(\mathbf{x}),
\end{aligned}
$$

which we write as

$$
\begin{equation*}
I=\int_{\partial \Omega}\left[\left(\mathbf{f}^{T}(\alpha)-\mathbf{f}_{0}^{T}\right) \times \mathbf{n}(\alpha)+\mathbf{f}_{0}^{T} \times\left(\mathbf{n}(\alpha)-\mathbf{n}_{0}\right)\right] \cdot\left[\nabla G_{\delta}(\mathbf{y}-\mathbf{x}(\alpha)) \times \mathbf{n}(\alpha)\right] \tau(\alpha) d \alpha, \tag{5.1}
\end{equation*}
$$

where $\mathbf{f}^{T}=\sum_{j=1}^{2} f^{(j)} \mathbf{T}_{j}$ is the tangential component of $\mathbf{f}, \tau(\alpha)=\left|\mathbf{T}_{1}(\alpha) \times \mathbf{T}_{2}(\alpha)\right|$, and $\mathbf{n}(\alpha)=$ $\left(\mathbf{T}_{1}(\alpha) \times \mathbf{T}_{2}(\alpha)\right) / \tau(\alpha)$. In discretizing (5.1), the largest contribution to the error comes
from the lowest order in $\alpha$ and $\mathbf{y}$ near the singularity, so we first simplify the integrand. We replace $\mathbf{f}^{T}-\mathbf{f}_{0}^{T}=\mathbf{f}^{T}(\alpha)-\mathbf{f}^{T}(0)$ and $\mathbf{n}-\mathbf{n}_{0}=\mathbf{n}(\alpha)-\mathbf{n}(0)$ by their linear approximations,

$$
\begin{aligned}
& \mathbf{f}^{T}(\alpha)-\mathbf{f}^{T}(0) \approx \sum_{r=1}^{2} \frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \alpha_{r} \equiv \mathbf{q}_{1}, \\
& \mathbf{n}(\alpha)-\mathbf{n}(0) \approx \sum_{r=1}^{2} \frac{\partial \mathbf{n}}{\partial \alpha_{r}} \alpha_{r} \equiv \mathbf{q}_{2} .
\end{aligned}
$$

Using the cyclic property of the scalar triple product we can write

$$
\left[\mathbf{q}_{1} \times \mathbf{n}+\mathbf{f}_{0}^{T} \times \mathbf{q}_{2}\right] \cdot\left[\nabla G_{\delta} \times \mathbf{n}\right]=\mathbf{n} \times\left[\mathbf{q}_{1} \times \mathbf{n}+\mathbf{f}_{0}^{T} \times \mathbf{q}_{2}\right] \cdot \nabla G_{\delta} .
$$

Since both $\mathbf{f}_{0}^{T}$ and $\mathbf{q}_{2}$ are tangential vectors, $\mathbf{f}_{0}^{T} \times \mathbf{q}_{2}$ will contribute zero. Thus, we get

$$
\mathbf{n} \times \mathbf{q}_{1} \times \mathbf{n}=\mathbf{q}_{1}-\left(\mathbf{q}_{1} \cdot \mathbf{n}\right) \mathbf{n}=\mathbf{q}_{1}^{T},
$$

the tangential component of $\mathbf{q}_{1}$. The original integrand (without $\tau d \alpha$ ) becomes

$$
\begin{align*}
& {\left[\left(\mathbf{f}^{T}(\alpha)-\mathbf{f}_{0}^{T}\right) \times \mathbf{n}(\alpha)+\mathbf{f}_{0}^{T} \times\left(\mathbf{n}(\alpha)-\mathbf{n}_{0}\right)\right] \cdot\left[\nabla G_{\delta} \times \mathbf{n}(\alpha)\right] } \\
\approx & \mathbf{q}_{1}^{T} \cdot \nabla G_{\delta}=\sum_{r=1}^{2}\left[\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{1}^{*}\right) \mathbf{T}_{1}+\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{2}^{*}\right) \mathbf{T}_{2}\right] \alpha_{r} \cdot \nabla G_{\delta} . \tag{5.2}
\end{align*}
$$

Since $\mathbf{q}_{1}^{T}$ is tangential, we can use

$$
\nabla G_{\delta}=\sum_{j=1}^{2} \frac{\partial G_{\delta}}{\partial \alpha_{j}} \mathbf{T}_{j}^{*}+\text { normal part }
$$

to write

$$
\left[\left(\mathbf{f}^{T}(\alpha)-\mathbf{f}_{0}^{T}\right) \times \mathbf{n}(\alpha)+\mathbf{f}_{0}^{T} \times\left(\mathbf{n}(\alpha)-\mathbf{n}_{0}\right)\right] \cdot\left[\nabla G_{\delta} \times \mathbf{n}(\alpha)\right] \approx \sum_{j, r}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right) \alpha_{r} \frac{\partial G_{\delta}}{\partial \alpha_{j}}
$$

Further, suppose $\mathbf{y}=b \mathbf{n}_{0}$, for $\alpha$ near $0, \tau(\alpha) \approx \tau(0)=\tau$, and we replace $\mathbf{x}(\alpha)$ with its projection $J \alpha=\mathbf{T}_{1} \alpha_{1}+\mathbf{T}_{2} \alpha_{2}$ in the tangent plane, where $J=\partial \mathbf{x} / \partial \alpha(0)$. Then, as the first approximation to (5.1) we let

$$
\begin{align*}
I^{0} & =\int_{\partial \Omega_{j, r=1}} \sum_{j}^{2}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right) \frac{\partial}{\partial \alpha_{j}} G_{\delta}\left(J \alpha-b \mathbf{n}_{0}\right) \alpha_{r} \tau d \alpha \\
& =\sum_{j, r=1}^{2}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right) \iint_{\mathbb{R}^{2}} \frac{\partial}{\partial \alpha_{j}} G_{\delta}\left(J \alpha-b \mathbf{n}_{0}\right) \alpha_{r} \zeta(\alpha) \tau d \alpha, \tag{5.3}
\end{align*}
$$

where $\zeta(\alpha)$ is a cut-off function with $\zeta=1$ near $\alpha=0$, and $\partial \mathbf{f}^{T} / \partial \alpha_{r}$ and $\mathbf{T}_{j}^{*}$ are replaced by their values at $\alpha=0$.

Proposition 5.1. Let $S^{0}$ be the sum corresponding to (5.3) with $\alpha=j h-v h$. Then

$$
S^{0}-I^{0}=h \sum_{j, r=1}^{2} c_{j, r}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right)+C_{2} h^{2} e^{-c_{0}(\delta / h)^{2}}+C_{3} h^{3},
$$

where $c_{j, r}$ are given by (3.15).
Proof. First, define

$$
\begin{equation*}
K_{\delta}^{(j)}(\alpha, b)=\frac{\partial}{\partial \alpha_{j}} G_{\delta}\left(J \alpha-b \mathbf{n}_{0}\right) . \tag{5.4}
\end{equation*}
$$

To find $c_{j, r}$, we need to compute the Fourier transform of

$$
\begin{equation*}
K_{\delta}^{(j, r)}(\alpha, b)=K_{\delta}^{(j)}(\alpha, b) \alpha_{r} \tag{5.5}
\end{equation*}
$$

in $\alpha$ alone. The 3D Fourier transform of $G_{\rho}(\mathbf{x})=-\operatorname{erf}(|\mathbf{x}| / \rho) / 4 \pi|\mathbf{x}|$ is

$$
\begin{equation*}
\hat{G}_{\rho}(\mathbf{k})=-(2 \pi)^{-3 / 2}|\mathbf{k}|^{-2} e^{-\rho^{2}|\mathbf{k}|^{2} / 4}, \quad \mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right) \in \mathbb{R}^{3} \tag{5.6}
\end{equation*}
$$

Since $G_{\rho}\left(J \alpha-b \mathbf{n}_{0}\right)$ is a radial function, it depends on $\alpha$ only through $|J \alpha|^{2}$, and thus it can be written as a composition $G_{\rho}\left(J \alpha-b \mathbf{n}_{0}\right)=\left(G_{\rho} \circ M\right)(\alpha, b)$, where $M(\alpha, b)=(B \alpha, b)$, $B=\left(J^{*} J\right)^{1 / 2},|B \alpha|^{2}=|J \alpha|^{2}=\sum_{i j} g_{i j} \alpha_{i} \alpha_{j}$. The 3D transform of $G_{\rho} \circ M$ is then computed as

$$
\left(G_{\rho} \circ M\right)(\mathbf{k})=|\operatorname{det} M|^{-1} \hat{G}_{\rho}\left(\left(M^{*}\right)^{-1} \mathbf{k}\right)=\tau^{-1} \hat{G}_{\rho}\left(B^{-1}\left(k_{1}, k_{2}\right), k_{3}\right)=\tau^{-1} \hat{G}_{\rho}\left(l, k_{3}\right),
$$

where $l^{2}=\sum_{i, j=1}^{2} g^{i j} k_{i} k_{j}$. Therefore,

$$
\hat{K}_{\rho}^{(j)}(\mathbf{k})=\left(\frac{\partial}{\partial \alpha_{j}} G_{\rho} \circ M\right)(\mathbf{k})=i k_{j} \tau^{-1} \hat{G}_{\rho}\left(l, k_{3}\right), \quad j=1,2,
$$

and the transform of $K_{\rho}^{(j)}(\alpha, b)$ in $\alpha$ alone is

$$
\begin{aligned}
K_{\rho}^{(j)}(\cdot, b)\left(k_{1}, k_{2}\right) & =(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \hat{K}_{\rho}^{(j)}\left(k_{1}, k_{2}, k_{3}\right) e^{i k_{3} b} d k_{3} \\
& =-(2 \pi)^{-2} i k_{j} \tau^{-1} \int_{-\infty}^{\infty} \frac{1}{l^{2}+k_{3}^{2}} e^{-\rho^{2}\left(l^{2}+k_{3}^{2}\right) / 4} e^{i k_{3} b} d k_{3} \\
& =-(2 \pi)^{-2} i k_{j} \tau^{-1} e^{-\rho^{2} l^{2} / 4} \int_{-\infty}^{\infty} \frac{e^{-\rho^{2} k_{3}^{2} / 4}}{l^{2}+k_{3}^{2}} e^{i k_{3} b} d k_{3} \\
& =-(8 \pi \tau)^{-1} \frac{i k_{j}}{l}\left[e^{l b} \operatorname{erfc}(b / \rho+l \rho / 2)+e^{-l b} \operatorname{erfc}(-b / \rho+l \rho / 2)\right] \\
& =-\frac{i k_{j}}{8 \pi \tau l} E\left(\frac{b}{\rho}, \frac{l \rho}{2}\right),
\end{aligned}
$$

where $E$ was defined in (3.11). This is similar to (3.15) in [3]. Since $K_{\rho}^{(j, r)}=K_{\rho}^{(j)} \alpha_{r}$, we get an extra derivative in the Fourier transform,

$$
\begin{align*}
\hat{K}_{\rho}^{(j, r)}\left(k_{1}, k_{2} ; b\right)= & i \frac{\partial}{\partial k_{r}} \hat{K}_{\rho}^{(j)}=\frac{1}{8 \pi \tau} \frac{\partial}{\partial k_{r}}\left[\frac{k_{j}}{l} E(b / \rho, l \rho / 2)\right] \\
= & \frac{1}{8 \pi \tau}\left[\frac{\partial}{\partial k_{r}}\left(\frac{k_{j}}{l}\right) E(b / \rho, l \rho / 2)+\frac{k_{j}}{l} \sum_{s=1}^{2} g^{r s} \frac{k_{s}}{l}\left(\frac{\partial}{\partial l} E(b / \rho, l \rho / 2)\right)\right] \\
= & \frac{1}{8 \pi \tau}\left[\frac{\delta_{j r}}{l} E(b / \rho, l \rho / 2)-\frac{k_{j}}{l^{2}}\left(\sum_{s=1}^{2} g^{r s} \frac{k_{s}}{l}\right) E(b / \rho, l \rho / 2)\right. \\
& \left.+\frac{k_{j}}{l}\left(\sum_{s=1}^{2} g^{r s} \frac{k_{s}}{l}\right) b E_{-}(b / \rho, l \rho / 2)-\frac{k_{j}}{l}\left(\sum_{s=1}^{2} g^{r s} \frac{k_{s}}{l}\right) \frac{2 \rho}{\sqrt{\pi}} e^{-b^{2} / \rho^{2}} e^{-l^{2} \rho^{2} / 4}\right], \tag{5.7}
\end{align*}
$$

with $E_{-}$defined as in (3.11).
The discretization error $S^{0}-I^{0}$ is a linear combination of terms of the form

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}^{2}} K_{\delta}(j h-v h, b) \psi(j h-v h) h^{2}-\iint_{\mathbb{R}^{2}} K_{\delta}(\alpha, b) \psi(\alpha) d \alpha \tag{5.8}
\end{equation*}
$$

where $K_{\delta}$ is a homogeneous kernel of degree -1 , multiplied by a regularizing factor scaled with $\delta$. The leading term in (5.8) as $h \rightarrow 0$ can be found using the Poisson Summation Formula; it is

$$
2 \pi \psi(0) \sum_{n \neq 0} e^{-2 \pi i n v} \hat{K}_{\rho}(2 \pi n, b / h)
$$

where $\rho=\delta / h$ and $n \in \mathbb{Z}^{2}$. This was shown in Lemma 3.1 of [2] and the slightly more general Lemma 3.1 of [3]. Applying this result to (5.3), we have the discretization error $S^{0}-I^{0}=\epsilon h+\mathcal{O}\left(h^{p}\right)$, where

$$
\epsilon=2 \pi \tau \sum_{j, r=1}^{2}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right) \sum_{n \neq 0} e^{-2 \pi i n v} \hat{K}_{\rho}^{(j, r)}(2 \pi n, b / h) .
$$

Letting $\lambda=b / \delta$ and $\|n\|=\sqrt{g^{i j} n_{i} n_{j}}$ in (5.7), this becomes

$$
\begin{aligned}
\epsilon=\frac{1}{4} & \sum_{j, r=1}^{2}\left(\frac{\partial \mathbf{f}^{T}}{\partial \alpha_{r}} \cdot \mathbf{T}_{j}^{*}\right) \sum_{n \neq 0} e^{-2 \pi i n v}\left[\frac{\delta_{j r}}{2 \pi\|n\|} E(\lambda, \pi \rho\|n\|)-\frac{n_{j}}{2 \pi\|n\|^{2}}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) E(\lambda, \pi \rho\|n\|)\right. \\
& \left.+\frac{n_{j}}{\|n\|}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) \lambda \rho E_{-}(\lambda, \pi \rho\|n\|)-\frac{n_{j}}{\|n\|}\left(\sum_{s=1}^{2} g^{r s} \frac{n_{s}}{\|n\|}\right) \frac{2 \rho}{\sqrt{\pi}} e^{-\lambda^{2}} e^{-\pi^{2}\|n\|^{2} \rho^{2}}\right]
\end{aligned}
$$

Combining the terms with $\pm n$, we get $\epsilon=\sum_{j, r=1}^{2} c_{j, r} F_{r}^{j}$, where $c_{j, r}$ are given by (3.15). Therefore, the correction for $\sigma$ th patch is (3.14).

It remains to establish the estimate for $\epsilon_{2}$ in Theorem 3.1. Since we have just found the quadrature error in the simplified integral $I^{0}$ of (5.3), $\epsilon_{2}$ amounts to the quadrature error in the remainder $I-I^{0}$, with $I$ as in (5.1). It can be estimated by applying Lemma 3.1 of [3] to the quadrature of the leading contributions to $I-I^{0}$; see page 611 of [3].

## 6 Numerical examples

Example 6.1. Our first example will demonstrate the corrections for the tangential integral. We compute $v^{\tau}(\mathbf{y})$ from (3.4b) along the sphere with unit radius with $\mathbf{f}=(3 / 2,0,0)$, evaluated at the point $\mathbf{y}=(1,0,0)$. The exact value of the integral is 1 . Analogous to [3], we represent the surface $\partial \Omega$ of the sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1$ using two stereographic projections on the equatorial plane by rays through the south $(0,0,-1)$ and the north $(0,0,1)$ poles. The first gives a coordinate system, $X^{1}: \mathbb{R}^{2} \rightarrow U^{1}=\partial \Omega-\{(0,0,-1)\}$ :

$$
\begin{equation*}
x_{1}=\frac{2 \alpha_{1}}{1+|\alpha|^{2}}, \quad x_{2}=\frac{2 \alpha_{2}}{1+|\alpha|^{2}}, \quad x_{3}=\frac{1-|\alpha|^{2}}{1+|\alpha|^{2}}, \tag{6.1}
\end{equation*}
$$

while the other gives a system $X^{2}: \mathbb{R}^{2} \rightarrow U^{2}=\partial \Omega-\{(0,0,1)\}$ as in (6.1) but with $x_{3} \rightarrow-x_{3}$. We consider discs of radius 1.25 in the plane, so that the two systems overlap, and define the partition of unity as in [3], by setting first $\phi^{\sigma}\left(X^{\sigma}(\alpha)\right)=\exp \left(-1.25^{2} /\left(1.25^{2}-|\alpha|^{2}\right)\right)$ for $|\alpha| \leq 1.25$ and $\phi^{\sigma}=0$ otherwise, so that $\phi^{\sigma}$ is smooth and has the support $\left\{X^{\sigma}(\alpha):|\alpha| \leq 1.25\right\}$. Then the partition of unity $\left\{\psi^{1}, \psi^{2}\right\}$ is defined by $\psi^{\sigma}(x)=\phi^{\sigma}(x) /\left(\phi^{1}(x)+\phi^{2}(x)\right)$.

The integral is first approximated by the sum $S^{\tau}$ in (3.7b), then the corrected solution is obtained by adding the correction for regularization $\mathcal{T}_{1}$, defined in (3.12), and for discretization $\mathcal{T}_{2}{ }^{\sigma}$, defined in (3.14). The geometric quantities and surface derivatives were computed analytically. We choose a grid size $h$ in the coordinate systems and let $\delta=\rho h$. Figs. 1 and 2 show the error, computed as $\left|v^{\tau}(\mathbf{y})-S^{\tau}\right|$, labeled "not corrected", and $\left|v^{\tau}(\mathbf{y})-\left(S^{\tau}+\mathcal{T}_{1}+\sum_{\sigma} \mathcal{T}_{2}^{\sigma}\right)\right|$, labeled "corrected". In Fig. 1, we set $h=1 / 32$ and vary


Figure 1: Tangential component of velocity (3.4b). Error at ( $1,0,0$ ) for $\delta=\rho h$ with $h=1 / 32$.


Figure 2: Tangential component of velocity (3.4b). Error at ( $1,0,0$ ) with $\delta=0.01 h$ and $\delta=h$.
$\delta / h=0.01, \cdots, 10$ to see the effect of the two sources of error, regularization and discretization. For larger values of $\delta / h$ (typically, 1 and higher), the regularization error is dominant. The discretization error is small, and the terms in the infinite sum (3.15) in $\mathcal{T}_{2}$ decay very fast. When $\delta / h$ is small, the discretization error dominates, and many terms in the sum (3.15) are needed to reduce it. Fig. 2 shows the convergence rates of the solutions for varying discretization size $h$. Regularization was set to $\delta=0.01 h$ (left graph) and $\delta=h$ (right graph). Both show the errors are first order without corrections, and corrections improve the accuracy to third order. To compute the sum (3.15), $n_{\max }=200$ terms were taken when $\delta / h=0.01$, and only $n_{\max }=2$ terms were used when $\delta / h=1$. It is therefore more desirable to choose values of $\delta / h$ at 1 or higher in practice.

Example 6.2. Next we compute the well-known Stokes flow around a solid sphere of unit radius translating with velocity $\mathbf{U}=(U, 0,0)$, where we set $U=1$. We compute the pressure and velocity defined in (2.4), where the hydrodynamic traction on the sphere is $-\mathbf{f}=-3 \mathbf{U} / 2$. The integrals are first approximated by sums in (3.7a) and (3.7b). To obtain the corrected solution, we add corrections as in (3.17). For a chosen grid size $h$, the regularization is set to $\delta=2 h$. We illustrate the accuracy for points of evaluation close to the surface, the case in which the integrals are nearly singular. To choose such points, we cover $\mathbb{R}^{3}$ with a three-dimensional mesh of size $h$, and select points $\mathbf{y}$ outside the sphere that are within distance $h$ from the surface. As a comparison, we also compute the flow using the regularized Stokeslets [7],

$$
\begin{aligned}
& \mathbf{u}^{R S}(\mathbf{y})=\sum_{j, \sigma}\left[\frac{\mathbf{f}\left(\mathbf{x}_{j}^{\sigma}\right)}{8 \pi} \frac{r_{j \sigma}^{2}+2 \delta^{2}}{\left(r_{j \sigma}^{2}+\delta^{2}\right)^{3 / 2}}+\frac{1}{8 \pi}\left[\mathbf{f}\binom{\sigma}{j} \cdot\left(\mathbf{y}-\mathbf{x}_{j}^{\sigma}\right)\right] \frac{\mathbf{y}-\mathbf{x}_{j}^{\sigma}}{\left(r_{j \sigma}^{2}+\delta^{2}\right)^{3 / 2}}\right] \psi_{j}^{\sigma} A_{j}^{\sigma} h^{2}, \\
& p^{R S}(\mathbf{y})=\sum_{j, \sigma}^{\mathbf{f}\left(\mathbf{x}_{j}^{\sigma}\right) \cdot\left(\mathbf{y}-\mathbf{x}_{j}^{\sigma}\right)}\left(r_{j \sigma}^{2}+\delta^{2}\right)^{3 / 2} \psi_{j}^{\sigma} A_{j}^{\sigma} h^{2},
\end{aligned}
$$

where $r_{j \sigma}=\left|\mathbf{y}-\mathbf{x}_{j}^{\sigma}\right|$. The exact velocity and pressure fields outside the sphere are

$$
\begin{align*}
& u_{i}(\mathbf{y})=\frac{1}{4 r}\left(3+\frac{1}{r^{2}}\right) U_{i}+\frac{3}{4 r}\left(1-\frac{1}{r^{2}}\right) \frac{y_{i} y_{j}}{r^{2}} U_{j},  \tag{6.2a}\\
& p(\mathbf{y})=p_{0}+\frac{3}{2 r} \frac{\mathbf{U} \cdot \mathbf{y}}{r^{2}} \tag{6.2b}
\end{align*}
$$

with $p_{0}$ an arbitrary constant and $r$ the distance from the point $\mathbf{y}$ to the center of the sphere.

With the points of evaluation chosen near the surface, we define the error in velocity at a point $\mathbf{y}_{j}$ as $e_{j}:=\mathbf{u}_{\text {computed }}\left(\mathbf{y}_{j}\right)-\mathbf{u}_{\text {exact }}\left(\mathbf{y}_{j}\right)$ and the error in pressure as $e_{j}:=p_{\text {computed }}\left(\mathbf{y}_{j}\right)-$ $p_{\text {exact }}\left(\mathbf{y}_{j}\right)$. Then the maximum, or $l^{\infty}$-norm, error in each approximation (not corrected, corrected, and regularized stokeslets) is defined as

$$
\begin{equation*}
\text { error }=\max _{j}\left|e_{j}\right| \tag{6.3}
\end{equation*}
$$

This is a stringent measure, since it gives the largest error in the most difficult case of evaluation near the surface. We also compute the errors using the $l^{2}$-norm,

$$
\text { error }=\left[\frac{1}{n} \sum_{j=1}^{n}\left|e_{j}\right|^{2}\right]^{1 / 2},
$$

where $e_{j}$ is again the error at a point $\mathbf{y}_{j}$ and $n$ is the total number of nearby points. The maximum errors, shown in Fig. 3, are only first order without corrections, and display the combined order $\mathcal{O}\left(h^{3}\right)$ in the corrected case. Results shown in Fig. 4 show that the $l^{2}$-norm errors are slightly smaller that the $l^{\infty}$-norm errors.


Figure 3: Stokes flow around sphere. Maximum error at nearby points: (a) pressure, (b) velocity.


Figure 4: Stokes flow around sphere. Error at nearby points using $l^{2}$-norm: (a) pressure, (b) velocity.
Example 6.3. For our third example, we consider the ellipsoid $x_{1}^{2}+x_{2}^{2}+x_{3}^{2} / 2=1$ to be an interface in one fluid, where the jump in normal stress is constant as in the previous example. We use coordinate systems as in (6.1), with $x_{3}$ multiplied by $\sqrt{2}$. To compute the surface derivatives, a cubic polynomial interpolation in $\alpha$ is used, although quadratic interpolation seems to suffice as well. To estimate the order of accuracy at a nearby point $\mathbf{y}=(1+h / 2,0,0)$, we define the error as

$$
\begin{aligned}
& \operatorname{error}(\mathbf{u})=\left|\mathbf{u}_{h}(\mathbf{y})-\mathbf{u}_{h / 2}(\mathbf{y})\right| \sim \mathcal{O}\left(h^{q}\right), \\
& \operatorname{error}(\mathrm{p})=\left|p_{h}(\mathbf{y})-p_{h / 2}(\mathbf{y})\right| \sim \mathcal{O}\left(h^{q}\right),
\end{aligned}
$$

where $q$ is expected to be 1 without corrections and 3 with corrections. The results with $\delta=2 h$ are shown in Fig. 5 and confirm the expected rates.


Figure 5: Stokes flow around ellipsoid. Error at ( $1+h / 2,0,0$ ): (a) pressure, (b) velocity.

Example 6.4. Next we illustrate the accuracy of the integration method for Stokes flow resulting from two surfaces which are close to each other. We construct an example with


Figure 6: Flow field for two spheres at a distance $\epsilon$ for $\epsilon=1 / 8,1 / 16,1 / 32,1 / 64$.
known velocity and pressure by combining two versions of the flow past a sphere in the previous example. Let $\mathbf{y}^{(1)}$ and $\mathbf{y}^{(2)}$ be two points at distance slightly greater than 2, and let $S^{(k)}$ be the unit sphere centered at each point, $k=1,2$. In the following calculations, we set $\mathbf{y}^{(1)}$ to be the origin and $\mathbf{y}^{(2)}=(0,0,2+\epsilon)$. We choose two constant velocities $\mathbf{U}^{(1)}=$ $(0,0,1)$ and $\mathbf{U}^{(2)}=(1,0,0)$. Let $\mathbf{u}^{(k)}(\mathbf{y})=\mathbf{u}^{(0)}\left(\mathbf{y}-\mathbf{y}^{(k)}\right)-\mathbf{U}^{(k)}$ for $\left|\mathbf{y}-\mathbf{y}^{(k)}\right| \geq 1$, and $\mathbf{u}^{(k)}(\mathbf{y})=0$ for $\left|\mathbf{y}-\mathbf{y}^{(k)}\right|<1$, where $\mathbf{u}^{(0)}$ is the velocity field given in (6.2a). Thus $\mathbf{u}^{(k)}$ is defined in all space and continuous across $S^{(k)}$. We define $\mathbf{u}(\mathbf{y})=\mathbf{u}^{(1)}(\mathbf{y})+\mathbf{u}^{(2)}(\mathbf{y})$, and similarly define a combined pressure field $p(\mathbf{y})$ by translation. Fig. 6 shows the flow fields for this example as the distance between the two spheres decreases. Finally, let $\mathbf{f}$ be the jump in normal stress on the spheres:

$$
\mathbf{f}=\left[-p \mathbf{n}+\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right) \mathbf{n}\right] .
$$

Then $\mathbf{u}$ and $p$ are given by the integrals (2.3) on $S^{(1)} \cup S^{(2)}$, with the velocity at infinity $-\mathbf{U}^{(1)}-\mathbf{U}^{(2)}$ added to the integral for $\mathbf{u}(\mathbf{y})$. To illustrate the most difficult case of computing the integrals numerically, we evaluate them at a point on $S^{(2)}$ that is closest to $S^{(1)}$ (denoted by the red dot in Fig. 6). We then compare the result with the exact solution, first for the case where the spheres are $\epsilon \sim \mathcal{O}(h)$ apart, see Fig. 7. As before, we get an error that is $\mathcal{O}\left(h^{3}\right)$ for both the pressure and velocity. Furthermore, the computations are accurate even if the distance between the spheres is $\epsilon \ll h$. This is shown in Fig. 8, where the errors are computed for spacing $h$ and distance $\epsilon=h^{3}$ between the spheres. This example demonstrates the important case of two surfaces that become close in Stokes flow.


Figure 7: Stokes flow with two spheres. Error at the point on $S^{(2)}$ with distance $\epsilon=h$ from $S^{(1)}$ : (a) pressure, (b) velocity.


Figure 8: Stokes flow with two spheres. Error at the point on $S^{(2)}$ with distance $\epsilon=h^{3}$ from $S^{(1)}$ : (a) pressure, (b) velocity.
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