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Abstract. In this paper, accurate and efficient simulation of cell motion in a biolog-
ical fluid flow is investigated. The membrane of a moving cell is represented by a
thin shell composed of incompressible neo-Hookean elastic materials and the liquids
around the membrane are approximated as incompressible Newtonian flows with low
Reynolds numbers. The biofluid mechanics is approximated by the Stokes flow equa-
tions. A low-order BEM model is developed for the two biological fluids coupled at
the membrane surface. The moving boundary problem in fluid mechanics can be ef-
fectively solved using the BEM with a GMRES solver. The FEM model based on a flat
thin shell element is further developed to predict the membrane load due to the large
deformation of a moving cell. Computational efficiency is greatly improved due to
the one-dimensional reduction in the present BEM and FEM models. The BEM solver
for the biological fluids is coupled with the FEM solver for the cell membrane at the
membrane surface. The position of the membrane surface nodes is advanced in time by
using the classical fourth-order Runge-Kutta method. Numerical instability is avoided
by using a relatively small time step. Further numerical instabilities in the FEM solver
is alleviated by using various techniques. The present method is applied to the FSI
problems of cell motion in a cylindrical flow. Numerical examples can illustrate the
distinct accuracy, efficiency and robustness of the present method. Furthermore, the
importance of bending stiffness of a cell membrane for stable cell motion simulation is
emphasized. It is suggested that the present approach be an appealing alternative for
simulating the fluid-structure interaction of moving cells.
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1 Introduction

The motion of living cells in large vessels, narrow tubes, and microcapillaries is one of
the most important physiological phenomena of biological systems. As a common type
of living cells in the blood vessels, red blood cells, which consist of a nearly-Newtonian
cytoplasm enclosed by a lipid bilayer and a supportive cytoskeleton network of proteins,
are the vertebrate body’s principal means of delivering oxygen from the lungs or gills
to body tissues via the blood. Living cells can be generally modelled as capsules in the
context of particulate microhydrodynamics [1–4], different from droplets and bubbles
whose interfacial forces result from surface tension [5]. Various types of capsules exist
in the fields of medicine, physiology, biotechnology, as well as in the pharmaceutical
industry, with important applications in drug delivery and cell therapy [4].

In the process of cell motion, fluid-structure interaction (FSI) can be of significant
importance due to the deformability of living cells [6]. The hydrodynamics inside and
around the cell should be coupled with the membrane dynamics of the cell in a physio-
logically accurate manner. The fluid mechanics was usually approximately described by
Newtonian low-Reynolds-number hydrodynamics [3–5, 7]. The structural mechanics of
cell membranes can be described by either the continuum thin-shell theories [1, 4, 8–12]
or discrete molecular dynamics [13, 14]. Despite less insight into the detailed molecular
mechanical behaviors, the continuum approach using the thin-shell theories is easier to
implement and more straightforward to use if only the biomechanical response at the cell
level is needed [15]. The continuum approach can further assist in the development of
more accurate molecular models since it can provide the forces to the cytoskeletal and
subcellular components by appropriate distribution and transmission of the stresses in-
duced on the cell. In this study, only the continuum approach using a thin-shell theory
for the cell membrane simulation is considered. As noted in [16–19], the fluid-structure
interactions are among the most important but challenging multiphysics problems with
respect to both modeling and computational issues.

Tremendous research efforts have been devoted to the development of modeling and
simulation approaches for the FSI problems of cell motion [4, 18]. In the early efforts by
Secomb [20, 21], pellets consisting of an elastic solid were used to model the cells to illu-
minate some basic reviews in the context of biofluid dynamics. The fluid-structure inter-
actions to describe the motion of individual cells were neglected. In order that the virtual
incompressibility and elastic properties of the cell membrane can be taken into consider-
ation, more accurate models using thin-shell theories were further developed [1, 4, 8–12].
Zarda et al. [8] are among the first researchers to use the finite element method (FEM)
to solve the equations of low-Reynolds-number hydrodynamics around a steadily trans-
lating cell in a perfectly axisymmetric configuration. A membrane model with a finite
dilation modulus and resistance to bending stresses was used, and axisymmetric flow
through capillaries using the finite element method simulated. More realistic model for
tightly-fitting cells based on the lubrication approximation was proposed by Secomb and
co-workers [2, 22–26]. A boundary-value problem involving ordinary differential equa-
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tions was formulated, the effect of the endothelial surface layer was accounted for, lubri-
cation analysis for three-dimensional (3D) flow was developed, and non-axisymmetric
motion of tightly-fitting cells accounting for the effect of membrane tank-treading mo-
tion [4] was studied. As a more general pursuit, Barthès-Biesel and co-workers [27–29]
studied the axisymmetric passage of capsules with spherical and spheroidal unstressed
shapes through pores, tubes, and constrictions. Zhou and Pozrikidis [30] used the bound-
ary element method (BEM) with interfacial tension based on surface tension with an in-
compressibility constraint as a model of the membrane. Local area conservation was
enforced through a kinematic condition by ignoring the extensional properties of the
membrane. Eggleton and Popel [1] used the immersed boundary method [31] to simu-
late capsule deformation in which internal and external fluid properties were equal. The
methodology developed by Unverdi and Tryggvason [32] was adopted for tracking the
interface and accounting for the changes in fluid properties. Front tracking requires the
solution of Poisson’s equation on the entire fluid grid at every time step, and can thus be
computationally expansive to implement. To achieve the computational efficiency due to
the one-dimension reduction, Pozrikidis [4] presented BEM-based numerical solutions
for cells with spherical, oblate ellipsoidal, and biconcave unstressed shapes whose min-
imum distance from the tube wall is comparable to the tube radius. The cell membrane
was assumed to obey a neo-Hookean constitutive equation that accounts for elastic re-
sponse in shearing deformation without explicit resistance to surface dilatation and bend-
ing deformation. The simulations illustrated the significance of the cell deformability and
demonstrated the effect of the cell shapes on the reduced convection velocity or hemat-
ocrit ratio and on the suspension apparent viscosity. Nevertheless, simulations with this
theoretical model can result in shapes with cusps due to the local buckling at the trailing
edge of the cell due to the lack of bending stiffness [1, 4, 19]. In the research work of [33],
the boundary element method was applied to the computation of Stokes flow due to the
motion or presence of a rigid particle in a fluid-filled tube with arbitrary geometry and
the emphasis was put on the induced upstream to downstream pressure change to ame-
liorates the effect of domain truncation. Furthermore, Pozrikidis [34] investigated the
axisymmetric motion of a periodic file of red blood cells through a circular capillary for
arbitrary cell separations and tube diameters spanning a broad range. The mathematical
formulation has taken into consideration the nearly incompressible and elastic proper-
ties of the cell membranes with respect to shearing and bending deformation from the
unstressed shape of the biconcave disk. The problem was formulated and solved using
the boundary integral method for axisymmetric Stokes flow, combined with the theory
of axisymmetric thin shells to describe the membrane mechanics. The significance of the
capillary radius and cell spacing on the discharge hematocrit and apparent viscosity of
the one-dimensional suspension was illustrated, and the predictions of the lubrication
flow model applicable for tightly-fitting cells [25] was validated. More recently, Liu et
al. [18] applied the immersed finite element method to the modeling of biological sys-
tems including the transport of deformable cells. A Lagrangian FEM mesh for solids was
devised to move on top of a background Eulerian FEM mesh for fluids to simplify the



S. Y. Wang et al. / Commun. Comput. Phys., 7 (2010), pp. 994-1026 997

mesh regeneration process. However, computational inaccuracy issue may arise since
the distinct fluid-structure interface was smoothed and the continuity between the fluid
and solid subdomains was enforced via the interpolation of the velocities and the distri-
bution of the forces with an approximate delta function.

For solving the complicated FSI problems of cell motion in a real-world biological sys-
tem, these modeling and simulation approaches may become computationally expansive
and numerically unstable due to the inappropriate handling of several computational
issues. Both the immersed boundary method [1, 31] and the immersed finite element
method [18] need a 3D Eulerian fluid mesh which is at least sufficiently fine around the
fluid-structure interface and the computational cost can thus be too high. The boundary
element method developed by Pozrikidis [4] may pose a severe ill-conditioning problem
since the system matrix is dense and unsymmetric, though one-dimension reduction can
be achieved. The solution process may also be time consuming or even divergent. In
simulating the membrane of a cell, the rigid body test was usually neglected. The finite
element for the cell membrane was assumed to be free of any initial stresses or nodal
forces before the external fluid loads were applied. However, large deformation due to
both geometric and material nonlinearities may arise in cell motion and a finite element
will be deformed and acted upon by a set of nodal forces that are in equilibrium at the
beginning of each incremental step. Hence, the conventional patch test and eigenvalue
test [35] for elements with no initial forces are not applicable. Without passing a rigid
body test, the finite element may be disqualified for large deformation cell simulation. To
time advance the cell membrane, a temporal integration at the fluid-structure interface
was usually performed [1, 4, 18]. However, the explicit Euler’s method in [4] requires
a sufficiently small time step so that the computationally efficiency can be too low [4].
The semi-implicit method in [18] allows a relatively large time step, but the inconsistency
between the applied forces and the membrane velocities may complicate the numerical
analysis.

The objective of the present study is to present a robust FSI model for simulating the
motion of deformable cells and capsules consisting of a Newtonian fluid and enclosed
by an elastic membrane. The fluid mechanics for the internal and ambient fluids is rep-
resented by the 3D Stokes flow equations. The continuum structural mechanics for the
cell membrane is described by the thin shell approximations. The significant difference
between the present method and Pozrikidis [4] is the inclusion of the bending stiffness
in cell membrane. This inclusion of the bending stiffness helps to alleviate the issue of
buckling at the back of the cell. The classical fourth-order Runge-Kutta method is em-
ployed to perform the temporal integration to ensure the numerical accuracy. A FEM
solver for the large deformation cell membrane is efficiently coupled with a BEM solver
for the biological fluids. The present algorithm is applied to FSI problems of cell motion
that have been investigated by previous researchers and improved accuracy, efficiency
and robustness can be achieved.
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2 Fluid-structure interaction simulation

2.1 Coupling approach

Fluid-structure interaction (FSI) is the interaction of a deformable or movable structure
with an internal or ambient flow. Fluid-structural interaction problems have become one
of the most important and challenging multiphysics problems regarding both modeling
and computational issues [17]. In the FSI problems, both the fluid mechanics and the
structural mechanics are involved and the whole reference domain Ω is composed of the
fluid domain Ωf and the structural domain Ωs as

Ωf∪Ωs =Ω,

Ωf∩Ωs = ΓFSI,
(2.1)

where ΓFSI is the fluid-structure interface. Fig. 1 displays a simple biological FSI problem
of spherical cell motion in a circular cylinder, in which L is the truncation length and R
the radius of the circular cylinder.

R
L f

 

s
 FSI

!

xy
z
Figure 1: Cell motion in a circular cylinder.

In the fluid domain Ωf, the fluid mechanics can be well described by Navier-Stokes
equations under the incompressible flow assumption to simplify the flow analysis when
dealing with liquids under steady conditions with small pressure changes, though all
fluids are compressible in general. The well-known Navier-Stokes equations of incom-
pressible flow of Newtonian fluids can be written as

ρf

(
∂v

∂t
+v·∇v

)
=−∇p+µ∆v+ff ,

divv=0,

(2.2)

where t is time, ρf the fluid density, v the fluid velocity vector, p the scalar pressure, µ
the dynamic viscosity, and ff the fluid traction force vector exerted by the deformable



S. Y. Wang et al. / Commun. Comput. Phys., 7 (2010), pp. 994-1026 999

structure, which can be expressed as

ff(x,t)=
∫

Ω
τ

f(t)δ(x(t)−X(t))dΩ, (2.3)

in which x is the time-independent position vector, τ
f(t) the time-dependent traction

force vector imposed by the structure at the fluid-structure interface ΓFSI, X(t) the pa-
rameterized time-dependent fluid-structure interface.

In the structural domain Ωs, the structural mechanics can be described by the follow-
ing governing equation:

ρs d2u

dt2
=divσ+fs, (2.4)

where ρs is the density of the structure, u the structural displacement vector, σ the
Cauchy stress tensor, and fs the traction force vector exerted by the fluid, which can
be expressed as

fs(x,t)=
∫

Ω
τ

s(t)δ(x(t)−X(t))dΩ, (2.5)

in which τ
s(t) is the time-dependent structural load vector imposed by the fluid at the

fluid-structure interface ΓFSI. According to Newton’s third law, τ
f(t) and τ

s(t), as well as
ff(x,t) and fs(x,t), are in pairs and must be equal in magnitude and opposite in direction.

The FSI problem described by Eqs. (2.1)-(2.5) can be numerically challenging due to
the computational issues [17] and thus appropriate problem-dependent simplifications
are desirable. For the biofluidic liquids (cytoplasm and plasma) inside and around a cell,
as shown in Fig. 1, the fluid dynamics can be further approximated by the Newtonian
low-Reynolds-number hydrodynamics. This approximation can be physiologically accu-
rate for a class of living cells like the popular red blood cells [3–5, 7].

For the biofluidic liquids, if the Reynolds numbers are small enough, the inertial ef-
fects are insignificant and the motion of the liquids can be governed by the equations of
Stokes flow [5, 36] given as follows:

−∇p+µ∆v+ff =0,

divv=0.
(2.6)

It should be noted that the Stokes flow approximation is appropriate in microcirculation
since the Reynolds numbers are much less than unity [4]. Similarly, the structural gov-
erning equation in (2.4) can be simplified for the cell membrane as

divσ+fs =0. (2.7)

Generally, the FSI problems can be solved by either a strong (tight, monolithic) or
a weak (loose, partitioned) coupling approach, as detailed in [17, 37]. The strong cou-
pling approach is based on the fully-coupled discretization of the governing equations
and the resulting system of nonlinear algebraic equations may be solved by Newton’s
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method if good initial guesses for the solution are available [37, 38]. However, this ap-
proach is often labor intensive [17, 39] since the existing codes for fluid and structural
solvers cannot be readily utilized and the programming modularity is thus poor. More-
over, the resulting system matrices can be severely ill-conditioned due to large number
of unknowns involved and thus applications to large-scale FSI problems would become
computationally prohibitive. On the other hand, the weak coupling approach [17] solves
the complete FSI system by using an iterative strategy. The existing fluid and structural
solvers are treated as black-box modules and coupled via a global fixed-point (Picard) it-
eration. During each iteration, a CFD (Computational Fluid Dynamics) solution is often
followed by a CSD (Computational Structural Dynamics) solution until convergence is
achieved. Hence, this coupling approach can be less labor-intensive due to the code re-
usability. Large-scale FSI problems can also be conveniently solved due to the reduction
of the problem size. Over the last decade, this approach has gained considerable suc-
cess [17]. However, this approach may also cause some computational issues. It should
be noted that the widespread implementations [17,40] of this FSI coupling approach is to
advance the fluid-structure interface by the CSD solvers, which would become unstable
or divergent if large deformation is considered including both physical and geometrical
nonlinearities. These nonlinearities can all be encountered in cell motion under a variety
of conditions both in vivo and in controlled experiments on single cells [1,41,42]. Further-
more, CSD solvers cannot guarantee the volume conservation of the internal and ambient
liquids of a cell without imposing additional constraints as done in [12]. Hence, further
improvements in robustness and efficiency are needed for applying the weak coupling
approach for cell motion simulation.

In this study, an alternative coupling approach is presented for large deformation
fluid-structure interaction simulation of living cells. Interfacial advancement of the FSI
problem is performed by the temporal integration of the interfacial velocities, which are
obtained by a CFD solver. A Cauchy stresses-based CSD solver is developed to obtain
the membrane load efficiently without the complexity of the conventional nonlinear CSD
solvers [17, 18]. It should be noted for large deformation analysis the difference between
the Cauchy stresses and the Kirchhoff stresses can be too significant [35, 43, 44] to be
ignored.

The motion of a deformable cell or capsule consisting of a Newtonian fluid and en-
closed by an elastic membrane in microcirculation can be represented by the interfacial
velocities vFSI at the fluid-structure interface ΓFSI. After performing a temporal integra-
tion, the structural displacements of the membrane can be obtained as

u(t2)=u(t1)+
∫ t2

t1

vFSIdt, (2.8)

in which t1 and t2 indicate the start and finish times, respectively, and the time step ∆t=
t2−t1. The temporal integration in Eq. (2.8) can be approximately implemented by several
explicit or implicit time marching schemes [45]. In the present study, only the classical
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fourth-order Runge-Kutta method is adopted, which can be written as follows:

u
(

t1+
1

2
∆t

)∗
=u(t1)+

1

2
∆tvFSI(t1), (2.9a)

u
(

t1+
1

2
∆t

)∗∗
=u(t1)+

1

2
∆tvFSI

(
t1+

1

2
∆t

)∗
, (2.9b)

u(t2)
∗=u(t1)+∆tvFSI

(
t1+

1

2
∆t

)∗∗
, (2.9c)

u(t2)=u(t1)+
1

6
∆t

(
vFSI(t1)+2vFSI

(
t1+

1

2
∆t

)∗

+2vFSI
(

t1+
1

2
∆t

)∗∗
+vFSI(t2)

)
, (2.9d)

in which vFSI(t1+
1
2 ∆t)∗ and vFSI(t1+

1
2 ∆t)∗∗ are the velocities at time t1+

1
2 ∆t predicted by

the present fluid solver with respect to the configurations u(t1+ 1
2 ∆t)∗ and u(t1+ 1

2 ∆t)∗∗,
respectively. It can be seen that the first two steps use an explicit Euler predictor and an
implicit corrector at time t1+ 1

2 ∆t. The third step applies a midpoint rule predictor for
the full step and the last step uses a Simpson’s rule corrector to obtain the fourth-order
accuracy [45]. Hence, this method can be more accurate than the explicit Euler’s method,
which was adopted for simulating cell motion in [3, 4].

Hence, after solving Eq. (2.8), the unknowns in Eq. (2.7) are the membrane load fs

only since the Cauchy stress tensor σ(t2) can be a function of the structural displacements
u(t1), i.e.

fs(t2)=−divσ(t2)=−divσ(u(t2)). (2.10)

Therefore, the numerical difficulties in solving a system of nonlinear equations due to
the large deformation of living cells can be avoided. The computational efficiency can be
significantly improved and the numerical instability issue is greatly alleviated since the
most time-consuming nonlinear equations solving step in a nonlinear structural mechan-
ics solver [35, 43, 44] is avoided. According to Newton’s third law, the traction forces in
Eq. (2.6) can be given as

ff(t2)=−fs(t2). (2.11)

Hence, the fluid velocity vector v(t2) and scalar pressure p(t2) can be obtained by solving
Eq. (2.6). After updating the interfacial velocity vector vFSI, simulation for the next time
step can be similarly performed. This procedure will continue until the convergence or
the maximum number of time steps is reached.

It is evident that to perform the present FSI simulation smoothly, efficient structural
mechanics and fluid mechanics solvers are necessary to discretize the continuous govern-
ing equations (2.10) and (2.6), respectively. In this study, as shown in Fig. 2, an efficient
implementation of the present coupling approach is developed based on an FEM solver
for the cell membranes and a BEM solver for the biological fluids.
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Figure 2: BEM/FEM discretization for cell motion in a circular cylinder.

2.2 FEM-based structural mechanics solver

The typical size of a suspended moving cell is 10 µm while the thickness of its membrane
is less than 10 nm [46, 47]. Hence, the aspect ratio of a cell membrane is quite small.
The plasma membrane envelops the cell, separates its interior from its environment and
serves as a filter and communications beacon. The membrane is made mostly from a
double layer of lipids and hydrophilic phosphorus molecules [48]. Embedded within this
membrane is a variety of protein molecules that act as channels and pumps that move dif-
ferent molecules into and out of the cell. Although the micro/nanostructural/molecular
dynamics approach [6,14,15,49] has been used to investigate the membrane cytoskeletal
mechanics, it is still a challenge to study single cell mechanics when taking the living and
dynamic nature of the cell into consideration [15]. On the other hand, the continuum ap-
proach [15] can greatly simplify the numerical and experimental analysis since the whole
cell is assumed to be homogeneous without the complicated cytoskeleton. In this study,
the continuum approach is adopted and the cell membrane is further approximated as
an isotropic thin shell [3, 4, 11, 15, 42].

The finite element method can be used for the static and dynamic response analysis
of a thin shell. Several classes of thin shell elements are available in the literature [50–55],
including the curved shell elements, the flat shell elements, the degenerate solid shell
elements and the solid shell element. All these elements have their own advantages and
disadvantages in terms of accuracy, efficiency, robustness and ease of implementation. In
this study, the quadrilateral flat shell element [53] is employed and thus the continuously
curved cell membrane is actually modeled as an assembly of small quadrilateral flat ele-
ments, as shown in Fig. 3, in which flat shell elements are used to discretize a spherical
cell. It should be noted that the flat shell element approximation gives very adequate
solutions for many practical problems [51–54] since the geometrical discretization error
can be approximately of the same order as the field discretization of other low-order shell
elements [52].
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Figure 3: Flat shell elements for a spherical cell.

The structural mechanics governing equations (2.7) are nonlinear with respect to both
the geometry and the material. The corresponding finite element formulation can be
established in terms of a weak form [43, 52, 56] of these differential equations (2.7) under
the current configuration (at time t2), which can be given as follows:

∫

Ωs(t2)
fs(t2)·δûdΩ=

∫

Ωs(t2)
σ(t2) : δǫ̂(t2)dΩ, (2.12)

where û is the virtual displacement vector, ǫ̂ is the virtual velocity gradient tensor, and
“ : ” indicates double product or double contract of two tensors [56]. The virtual velocity
gradient tensor is related with the virtual displacement vector as

ǫ̂=
1

2

(
∇û+(∇û)T

)
. (2.13)

The relationship between the Cauchy stress tensor and the structural deformation can
be described by a solid material constitutive model. There are several material models
available for the continuum cell membrane [4, 11]. One of the most often used models
is Rivlin’s neo-Hookean material model, which assumes that the Cauchy stresses due to
deformation are proportional to the Finger tensor B as

σ =− p̂I+GB, (2.14)

where p̂ is the pressure (= 1
3 tr(σ)), I the unity tensor, and G the shear modulus. The

Finger tensor B is defined as the inverse of the Left Cauchy-Green deformation tensor as

B=
(

FFT
)−1

(2.15)
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in which F is the deformation gradient tensor [56]. For general elastic capsule mem-
branes and/or for the membrane of a red blood cell, other continuum constitutive mod-
els [3,4,11,57–60] based on different strain energy functions have been proposed. Numer-
ical complexity as well as ambiguity may thus be introduced. On the other hand, large
deformation including large (finite) displacements but small strains can be quite com-
mon in a large class of cell motion problems in which the rigid body translational and
rotational displacements are dominated [1, 47]. Due to the small strains, the linear elas-
ticity theory and the hyperelasticity theories based on different strain energy functions
will give similar solutions, as shown in [1]. It should also be noted that a hyperelastic
material based on the neo-Hookean model (2.14) will initially be linear. In order to focus
the present study on an efficient FSI coupling approach rather than an appropriate solid
material constitutive model, only the linear elasticity theory is adopted thereafter and the
relationship between the Cauchy stress tensor σ and the linearized Eulerian or Almansi
strain tensor ε can be expressed as the following linear constitutive equations:

σ =C : ε, (2.16)

where C is the symmetric fourth-order Lagrangian elasticity tensor [56], and the lin-
earized Eulerian or Almansi strain tensor ε can be given as

ε=
1

2

(
∇u+(∇u)T

)
. (2.17)

A typical quadrilateral flat shell element in a local Cartesian coordinate system subject
simultaneously to membrane and bending actions is shown in Fig. 4. It can be seen that
the flat shell element is constructed by combining an in-plane membrane element with
a plate bending element. Membrane-bending coupling has only been neglected locally
and may occur on the interelement boundary [51, 52].

The present quadrilateral membrane element as shown in Figs. 4(a) and 4(b) is isopara-
metric. The mapping between the local spatial coordinates (x̄, ȳ) and the natural coordi-
nates (ξ,η) can be written as {

x̄
ȳ

}
=N(ξ,η)x̄e , (2.18a)

where

N=
[
N1Im N2Im N3Im N4Im

]
, Im∈R

2×4, (2.18b)




N1 = 1
4 (1+ξ)(1+η),

N2 = 1
4 (1+ξ)(1−η),

N3 = 1
4 (1−ξ)(1−η),

N4 = 1
4 (1−ξ)(1+η),

(2.18c)

x̄e
i =

{
x̄i

ȳi

}
, i=1,2,3,4. (2.18d)
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i iuivo z y x
(a) Membrane displacements

i x iFyiFo z y x
(b) Membrane forces
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iw
(c) Bending displacements
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(d) Bending forces

Figure 4: A flat shell element subject to membrane and bending actions.

The membrane displacements ūm can be represented as

ūm =N(ξ,η)(āe)m , (2.19a)

where

(āe)m
i =

{
ūi

v̄i

}
. (2.19b)

According to Eqs. (2.12), (2.16) and (2.17), the nodal membrane forces
(
f̄e

)m
in the local

coordinate system can be finally obtained as
(
f̄e

)m
=(K̄e)

m
(āe)m , (2.20a)

where

(
f̄e

)m

i
=

{
Fx̄i

Fȳi

}
, (2.20b)

(K̄e)
m

=h
∫

Se(t2)
(Bm)TCBm dx̄dȳ, (2.20c)
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in which h is the thickness of the shell, Se the mid-plane of the flat element, and Bm the
membrane strain-displacement matrix [52, 53].

Similarly, the nodal bending forces
(
f̄e

)b
are related with the nodal bending displace-

ments (āe)b as

(
f̄e

)b
=(K̄e)

b
(āe)b ,

(
f̄e

)b

i
=





Fz̄i

Mx̄i

Mȳi



, (āe)b

i =





w̄i

θx̄i

θȳi



, (2.21)

where (K̄e)
b

is the bending stiffness matrix in the local coordinate system [52, 53].
Eqs. (2.20a) and (2.21) can be further assembled as

f̄e = K̄eāe, f̄e
i =





Fx̄i

Fȳi

Fz̄i

Mx̄i

Mȳi

Mz̄i





, āe
i =





ūi

v̄i

w̄i

θx̄i

θȳi

θz̄i





, (2.22)

where K̄e is the element stiffness matrix in the local coordinate system, f̄e and āe are the
local nodal forces and displacements, respectively. It should be noted that the fictitious
drilling rotation θz̄i and drilling moment Mz̄i are introduced as a couple for the conve-
nience of assemblage [51, 52], which can be done by inserting an appropriate number of
zeroes into the stiffness matrix.

By the rules of orthogonal transformation [52], Eq. (2.22) can be written in global
coordinates as

fe =Keae, fe
i =





Fxi

Fyi

Fzi

Mxi

Myi

Mzi





, ae
i =





ui

vi

wi

θxi

θyi

θzi





, (2.23a)

where
Ke =TT(t2)K̄eT(t2) (2.23b)

in which T(t2) is the transformation matrix of the current configuration at time t2. The
total nodal forces f in the global Cartesian coordinate system can be obtained as

f=∪N
i=1fi, (2.24)

where N is the total number of elements.
Several numerical issues need to be addressed in order to make the present shell

element robust enough for large deformation FSI simulation of cell motion. It should
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be noted that the present method is based on the current configuration and thus the
nodal coordinates should be updated before calculating the stiffness matrix. It is differ-
ent from the conventional nonlinear finite element method, in which the displacements
are unknown and the stiffness matrix is based on the previous configuration [44, 52]. For
thin shell elements, numerical instabilities such as shear locking and membrane lock-
ing can be significant [51, 61]. In the present study, the selective reduced integration
technique [51, 62, 63] is adopted to alleviate these problems. It should also be noted
that the rigid body displacements may dominate the large deformation cell motion, as
aforementioned. In the finite element analysis, the existence of rigid body displacement
components may severely affect the convergence rate [62, 64, 65]. In the nonlinear finite
element analysis, an element may still fail to pass the rigid body test even if the patch test
and eigenvalue test for the linear finite element analysis can be passed due to the initial
stresses [35]. To develop a robust algorithm for the membrane load recovery, the rigid
body displacements should be eliminated. Hence, different from many other implemen-
tations in the literature [1, 4, 18], only the deformational displacements are accounted for
in the present force recovery as shown in Eqs. (2.23a) and (2.24).

The nodal displacement vector ae
i in Eq. (2.23a) can be decomposed as

ae
i =(ae

i )
R+(ae

i )
d , (2.25)

where
(
ae

i

)R
is the rigid body displacement vector, and

(
ae

i

)d
the deformational displace-

ment vector, which can be expressed as

(ae
i )

d =

{ (
ae

i

)t

(
ae

i

)r

}
, (2.26)

in which
(
ae

i

)t
is the deformational translations, and

(
ae

i

)r
the deformational rotations.

Due to the flat shell element, according to [66], the deformational translations
(
ae

i

)t
can

be given as follows:

(ae
i )

t =T(t2)(xe
i (t1)+ue

i (t2))−T(t1)xe
i (t1). (2.27)

Moreover, the deformational rotations
(
ae

i

)r
can be obtained from the deformational ro-

tation tensor R̃, which is related with the total rotation tensor R [66] as

R̃=T(t2)RTT(t1), (2.28a)

where

R= I+
sin(ϕ)

ϕ
Φ+

1

2

(
sin(ϕ/2)

ϕ/2

)2

Φ
2, (2.28b)

in which Φ is the spin tensor, and ϕ the length of the corresponding pseudo-vector of
the total rotations of the i-th node [66, 67]. The theoretical formulation to extract the
deformational rotation vector

(
ae

i

)r
from the tensor R̃ [66] is:

(ae
i )

r =axial
[
ln

(
R̃

)]
, (2.29)
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where “axial” indicates the axial vector. However, this method tends to be numerically
unstable for rotation angles near 0 or ±π, etc. [66]. A more robust procedure proposed
by Spurrier [68] in the language of quaternions is thus adopted in this study, in which the

algebraically largest of trace
(
R̃

)
and R̃ii was used.

Hence, the membrane force recovery in Eq. (2.23a) can be re-written in a robust man-
ner as

fe =Ke (ae)d , (2.30)

in which the rigid body displacements are excluded and thus their adverse effects on
numerical convergence of the finite element method [62] can be prevented. It should be
noted that the present procedure to obtain the deformational displacements is different
from the co-rotational method in the nonlinear finite element analysis [66], in which only
the previous configuration based on the Kirchhoff stresses is used.

 
 

!!

Figure 5: Determination of the local coordinate system.

According to Eqs. (2.23a) and (2.23b), the element stiffness matrix Ke in the global co-
ordinate system must be orientation invariant since the nodal force vector fe in the global
coordinate system is independent of the local coordinate system. Therefore, the selection
of the local coordinate system to determine the transformation matrix T can be of crucial
importance. Nevertheless, this issue was not fully addressed in the literature [52] since
only the relatively simple triangular and rectangular elements were often dealt. It should
be noted that the rectangular elements may become quadrilateral due to large deforma-
tion and thus the local coordinate system for the rectangular elements in [52] may violate
the orientation invariant requirement if large deformation is taken into consideration. In
this study, the local coordinate system shown in Fig. 5 is adopted. The single intersection
point of the two diagonal lines of the quadrilateral is used as the local origin point and
the local axes x̄ and ȳ bisect the intersecting angles of the two diagonal lines. The local
axis x̄ and ȳ are perpendicular to each other since it is apparent that α+β=90◦, where α
and β are half of the intersecting angles. The orientation invariant property of the local
stiffness matrix can be guaranteed [51] since the local axes are actually independent of
the numbering order of the four nodes.

The present flat shell element requires that the four nodes of a quadrilateral element
be always co-planar during the large deformation FSI simulation of cell motion. Fur-
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Figure 6: Geometric approximation for the non-planar element.

thermore, as later discussed, the present BEM-based fluid solver also requires that the
four nodes of each panel (element) be co-planar to facilitate the boundary integration.
However, this requirement cannot be exactly satisfied during the large deformation sim-
ulation, as noted by many researchers [51, 54]. To make the present algorithm for large
deformation FSI simulation robust and efficient, this issue must be well tackled. In this
study, further geometric approximation is introduced when the four nodes of an element
are found to be non-planar. As shown in Fig. 6, although the four nodes (1, 2, 3 and 4)
are non-planar, the mid-points of the four edges (5, 6, 7 and 8) can be proven to be within
the same plane to which the distances of the four non-planar nodes are of the same h′.
Hence, it is natural to project the non-planar nodes to the plane as the co-planar nodes 1′,
2′, 3′ and 4′. This geometric approximation of the curved shell is similar to that made by
the flat shell element [51,52] and thus the present handling can be reasonable if the mesh
discretization is fine enough. As discussed in [52], in most arbitrarily shaped curved
shell elements, complete smoothness of the surface between elements is not guaranteed.
The shape discontinuity occurring in curved shell elements can be of the same type as
that encountered in the present flat shell elements and therefore the present geometric
approximation can be generally applicable.

2.3 BEM-based fluid mechanics solver

In simulating the biological fluids, the full Navier-Stokes equations may be considerably
simplified as Stokes equations, as aforementioned. In the Stokes flow approximation as
given in Eq. (2.6), due to the linearity of the Stokes equations, a Green’s function for
the equations can be found, the velocity field can be obtained by a boundary integral
representation [69] derived from Green’s formulae corresponding to the present Stokes
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problem as

v
(
x′

)
=

∫

S

G
(
x,x′

)
t(x)dS−

∫

S

T
(
x,x′

)
v(x)dS, x′∈Ωf\ΩFSI, (2.31)

where t(x) = σN (x) ·n(x) is the traction force vector, σN (x) the fluid Newtonian stress
tensor, n(x) the outward normal vector at a point x of the closed surface S, G(x, x′) and
T(x,x′) are the velocity field and traction field of the fundamental solution of the Stokes
equations respectively, which are also known as the Stokeslet and stresslet respectively
[69] and can be given as

Gij

(
x,x′

)
=

1

8πµr

(
δij+r,ir, j

)
, (2.32a)

Tij

(
x, x′

)
=

3r,i r, j

4πr2

∂r

∂n
, (2.32b)

in which r= |x′−x|, r, j =(x′j−xj)/r, and δij is Kronecker’s delta notation.

Similarly, the scalar pressure field p(x′) can be given as

p(x′)=
∫

S

q
(
x, x′

)
·t(x)dS−µ

∫

S

w
(
x,x′

)
·v(x)dS, x′∈Ωf\ΩFSI, (2.33a)

where

qj

(
x,x′

)
=

r, j

4πr2
, (2.33b)

wj

(
x, x′

)
=

1

πr2

(
nj−r, j

∂r

∂n

)
. (2.33c)

Furthermore, the boundary integral equations for a point x′ ∈ S can be expressed as
follows:

c
(
x′

)
v
(
x′

)
=

∫

S

G
(
x, x′

)
t(x)dS−

∫

S

T
(
x, x′

)
v(x)dS, (2.34a)

Θ
(
x′

)
p(x′)=

∫

S

q
(
x, x′

)
·t(x)dS−µ

∫

S

w
(
x, x′

)
·v(x)dS, (2.34b)

where cij (x′)=Θ(x′)δij and Θ(x′) is the internal angle at point x′ [69]. It should be noted
that the first integral in Eq. (2.34a) is weakly singular since its singularity is of order
O(r−1) while the second integral is strongly singular due to its singularity order O(r−2).
Furthermore, the first integral in Eq. (2.34b) is strongly singular (O(r−2)) while the sec-
ond integral is hypersingular (O(r−3)). Hence, special care must be taken to perform the
singularity integration, which is usually complicated to implement.
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The boundary integral equations (2.34a) and (2.34b) can be solved by the boundary
element method (BEM), or panel method [70]. In this study, a low-order panel method
is developed, in which the closed boundary surface S is represented by an ensemble of
flat quadrilateral panels, the unknowns are assumed to be constant over each panel, and
the boundary integral equations are enforced at the centroid of each panel as a colloca-
tion method [70]. As shown in Fig. 2, there is a one-to-one coincidence between the BEM
panel and the FEM element at the cell surface to achieve the consistency and compati-
bility for the BEM/FEM coupling. Applying the specified surface velocities and traction
forces as the boundary conditions, the unknown surface velocities and traction forces can
be obtained by using standard BEM formulations [69] based on Eq. (2.34a) only, in which
the singularity integration over each low-order panel can be analytically performed [70].
The pressure field can then by calculated by using Eq. (2.33a). However, the higher-order
singularity of the pressure kernels in Eq. (2.33a) may pose the numerical integration dif-
ficulty. In this study, a regularization method [69] for reducing the dominant singularity
is adopted. It should be noted that the velocities at the membrane surface of the cell can
satisfy the mass continuity condition and thus the cell volume can be well kept constant
after the time advancement of the membrane surface using the classical Runge-Kutta
method in Eq. (2.9) with a relatively small time step, as reported in [4].

For the exterior fluid (plasma) of a cell, applying the present BEM discretization to
the boundary integral equation (2.34a) yields

ci

(
x′i

)
v
(
x′i

)
=

NE

∑
j=1

t
(
xj

)∫

Sj

G
(
x,x′i

)
dS−

NE

∑
j=1

v
(
xj

)∫

Sj

T
(
x, x′i

)
dS, (2.35)

where x′i is the centroid of the i-th panel, and NE the total number of panels. Due to the
point collocation method, linear algebraic equations can be derived from Eq. (2.35) as

(C+T )v−Gt=0, (2.36a)

where

C=diag{c1

(
x′1

)
, c2

(
x′2

)
, ··· , cN

(
x′N

)
}, (2.36b)

v={v
(
x′1

)
, v

(
x′2

)
, ··· , v

(
x′N

)
}, (2.36c)

t={t
(

x′1
)

, t
(
x′2

)
, ··· , t

(
x′N

)
}, (2.36d)

Tij =
∫

Sj

T
(
x, x′i

)
dS, (2.36e)

Gij =
∫

Sj

G
(
x,x′i

)
dS. (2.36f)

In Eq. (2.36a), the total number of equations is N while the total number of unknowns
is 2N. Hence, the boundary conditions of the surface must be taken into account. The
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surface S can be expressed as

S=Sv∪St∪Sc (2.37)

in which

Sv∩St =∅, Sv∩Sc =∅, St∩Sc =∅, (2.38)

Sv is the velocity prescribed surface such as the non-slip and non-penetration wall, St

the traction prescribed surface such as the traction-free outlet surface, Sc the cell surface.
Hence, the surface velocities and traction forces can be composed of their corresponding
components on at these surfaces as

v={vv, vt, vc}, (2.39a)

t={tv, tt, tc}, (2.39b)

in which vv and tt are prescribed due to the boundary conditions.

Substituting Eqs. (2.39a) and (2.39b) into Eq. (2.36a) generates the following equa-
tions:

(Cvt+Tvt)vt+(Cvc+Tvc)vc−Gvvtv−Gvctc =−(Cvt+Tvt)vv+Gvttt, (2.40a)

(Ctt+Ttt)vt+(Ctc+Ttc)vc−Gtvtv−Gtctc =−(Ctv+Ttv)vv+Gtttt, (2.40b)

(Cct+Tct)vt+(Ccc+Tcc)vc−Gcvtv−Gcctc =−(Ccv+Tcv)vv+Gcttt, (2.40c)

where

C=




Cvv Cvt Cvc

Ctv Ctt Ctc

Ccv Cct Ccc


, (2.40d)

T =




Tvv Tvt Tvc

Ttv Ttt Ttc

Tcv Tct Tcc


, (2.40e)

G=




Gvv Gvt Gvc

Gtv Gtt Gtc

Gcv Gct Gcc


. (2.40f)

It can be seen that Eq. (2.40) cannot be solved independently since the total number of
equations and that of unknowns are not equal. Hence, the coupling effect of the interior
fluid (cytoplasm) of the cell must be considered.

For the interior fluid of the cell, linear algebraic equations similar to Eq. (2.36a) can be
derived as follows: (

C̃+T̃
)

ṽc−G̃ t̃c =0, (2.41)

where ṽc and t̃c are the velocities and traction forces of the interior fluid at the cell mem-
brane surface due to the fact that the membrane encloses the whole interior fluid.
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Assuming non-slip and non-penetration boundary conditions for the membrane sur-
face, and applying Newton’s third law as shown in Eq. (2.11), the continuity condition at
the membrane surface can be written as

ṽc =vc, t̃c+tc =−f∗, (2.42)

where f∗ is the total membrane load intensity vector in the global Cartesian coordinate
system at the centroid of each panel, which is an averaged effect on each panel of the
corresponding nodal forces f as shown in Eq. (2.24) due to the present flat shell element
solver. Hence, Eq. (2.41) can be re-written as

(
C̃+T̃

)
vc+G̃tc =−G̃f∗. (2.43)

It can be seen that Eqs. (2.40) and (2.43) may be solved simultaneously since the num-
ber of equations and the number of unknowns are equal. For the purpose of simplicity,
Eqs. (2.40) and (2.43) can be written in compact form as

Hz=q, (2.44a)

where

H=




Cvt+Tvt Cvc+Tvc −Gvv −Gvc

Ctt+Ttt Ctc+Ttc −Gtv −Gtc

Cct+Tct Ccc+Tcc −Gcv −Gcc

0 C̃+T̃ 0 G̃


, (2.44b)

z={vt, vc, tv, tc}, (2.44c)

q=





−(Cvt+Tvt)vv+Gvttt

−(Ctv+Ttv)vv+Gtttt

−(Ccv+Tcv)vv+Gcttt

−G̃f∗





. (2.44d)

The resulting linear system of equations (2.44a) is of the standard form of the boundary
element method [69] with a fully populated pseudo-stiffness matrix H. The conven-
tional direct methods based on Gauss elimination to solve this system of equations are
robust, but may require O(N3) computations, where N is the total number of unknowns
in Eq. (2.44a). For large problems the iterative methods are generally preferred to reduce
the computational time [70]. In this study, the iterative GMRES (generalized minimal
residual) method developed by Saad and Martin [71] is employed as a good compromise
between efficiency and robustness. The GMRES method approximates the solution by
the vector in a Krylov subspace with minimal residual and the Arnoldi iteration is used
to find this vector. It should be noted that the computational cost and memory allocation
space may be further reduced by employing some acceleration algorithms such as the
pFFT (precorrected Fast Fourier Transform) method by Phillips and White [72] and the
FMM (Fast Multipole method) by Greengard and Rokhlin [73]. Further incorporation of
these acceleration algorithms into the present FSI simulation is under investigation.
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(a) A cantilever beam (b) Large deflection

Figure 7: Large deflection of a cantilever beam.

3 Examples and discussion

Numerical examples are provided to illustrate the efficiency and accuracy and robust-
ness of the present method. Unless stated otherwise, all the units are consistent. For
all examples, the computation is terminated when the relative difference of maximum
velocity between two successive iterations is less than 10−5 or when the prescribed max-
imum number of iterations has been reached. The classical cantilever beam with large
rotation [74] due to pure bending is used to verify the accuracy of the present shell ele-
ment for external load recovery, and to show the effect of rigid body displacements. The
example of cell motion in a circular cylinder in [4] is adopted to demonstrate the accuracy,
efficiency and robustness of the present BEM/FEM coupling approach for FSI simulation
of cell motion.

3.1 External load recovery of a cantilever beam with large deflection

The classical cantilever [74] shown in Fig. 7 is used to verify the accuracy of the present
shell element for external load recovery. The cantilever beam is of length ℓ = 12 mm,
width b = 1 mm, thickness t = 1 mm, fixed at one end and subjected to a pure bending
moment M=15.708 N-mm at the free end. The material properties are: Young’s modulus
E=1800N/m2, and Poisson’s ratio ν=0. The large displacements predicted in [74] due to
the large rotation are used to obtain the applied load.

The bending moment M obtained by the present method is shown in Table 1. It can
be seen that excellent convergence is achieved when the deformational displacements
are used to calculate the external load of the cantilever beam based on Eq. (2.30). Since
this is a typical problem with large displacements but small strains [55, 74], rigid body
displacements can be dominated and thus the convergence speed is quite slow when
using the total displacements. This is generally expected by the finite element theory
[62,63,65,75]. Hence, the present solutions agree well with the theoretical prediction and
the accuracy of the present method can be verified.



S. Y. Wang et al. / Commun. Comput. Phys., 7 (2010), pp. 994-1026 1015

Table 1: Bending moment M (N-mm) predicted by the present finite element method.

Mesh M (deformational displacements) M (total displacements)
2×1 15.652 157.968

16×1 15.706 47.100

3.2 Cell motion in a cylindrical fluid flow

The numerical example of cell motion in [4], as shown in Fig. 1, is adopted to illustrate
the improvements of the present FSI simulation method in accuracy, efficiency and ro-
bustness over the existing methods. In the numerical simulations presented in [4], the
cylinder was truncated at the length L = πR to achieve a good compromise between the
truncation error and the discretization error of the cylinder surface [33]. The cell motion
is followed by a frame of reference moving with the mean cell velocity. The representa-
tive value are: Et=4.2×10−3 dyn/cm, and the fluid viscosity µ=1.2 mPa-s for the interior
and exterior fluids. At the initial instant, the cell is assigned a specified unstressed shape.
As soon as the simulation begins, the cell is impulsively subjected to a pressure drop
between the inlet and outlet. In this study, the initial cell shape is assumed to be either
spherical or biconcave to facilitate a comparison study. The surfaces of the cylinder wall,
inlet, outlet and the cell membrane are discretized by the BEM panels, as shown in Fig. 2,
in which the BEM panels are coincident with the FEM mesh at the membrane surface.

Moving cells with initially spherical unstressed shapes of radius r at the centreline of
the cylinder along the x direction are first considered. Since bending moments of the cell
membranes were neglected in [4], the present method ignoring the bending moments as
shown in Fig. 4 and Eq. (2.21) is used to perform a numerical comparison and to study
the importance of bending stiffness of a cell membrane.

Fig. 8 shows the shape variation for a spherical cell whose radius r is equal to half the
cylinder’s radius R, i.e. the radius ratio is δ=r/R=0.5, and for the reduced mean velocity
G=0.00667 [4], in which

G=
µUMδ

E
, (3.1)

where UM is the mean velocity of the unidirectional Poiseuille flow [4], which can be
given as

UM =
∆p

L

R2

8µ
. (3.2)

Hence, the pressure drop ∆p for this case can be obtained as

∆p=
8µLUM

R2
, (3.3)

which is ∆p=0.0337 dyn/cm2 based on the prescribed data [4]. Comparing the present
3D evolving shapes with the 2D evolving profiles in [4], it can be seen that good agree-
ment has been reached. Furthermore, Fig. 9 shows the convergence history of the mag-
nitude of the relative velocity (relative to the mean cell velocity) of the frontmost point
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Figure 8: Shape variation of a spherical cell in a circular cylinder using a membrane forces model.
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Figure 9: Convergence history of the relative velocity using a membrane forces model.

at the cell membrane. It can be seen that fast convergence can be achieved and extra it-
erations (about 500 timesteps) have not destroyed the numerical stability of the present
FSI simulation. As a comparison, the simulation in [4] converged very slowly (more than
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Figure 10: Membrane load component f ∗x for the membrane forces model.

1000 steps) and irregular shapes would be generated if more iterations were carried out
since Euler’s forward time marching scheme adopted in [4] tends to be unstable if the
timestep size is not small enough. The distinct efficiency and robustness of the present
method for cell motion simulation due to present improvements as aforementioned can
thus be illustrated.

Simulation results shown in Fig. 8 may pose some arguments over the appropriate-
ness of using a membrane forces model [4] for the present cell motion simulation. The
shape variation at the rear of the spherical cell may suggest that a local buckling of the
membrane has been generated during the cell motion [4]. As shown in Fig. 10(a), the
local pressure load at the rear of the membrane is relatively high and the local surface is
developed to be almost flat. Since bending stiffness is ignored in the membrane forces
model, the nearly flat rear surface of the membrane can hardly withstand the transverse
pressure load, and local buckling of the membrane may thus occur as shown in Fig. 10(b),
totally different from the curved shell in which the membrane forces themselves can re-
sist the pressure due to the curvature of the shell [51, 55, 62, 76]. It should be noted that
in the postbuckling configuration with a concave in Fig. 10(b), the local pressure load on
the concave surface has been drastically reduced.

Due to the significant local buckling on the nearly flat surfaces of a shell, the mem-
brane forces model [4] would be inappropriate for simulating the present cell motion
problem. Hence, the present method incorporating both the membrane and the bend-
ing forces as shown in Fig. 4 is applied for the cell motion simulation. The final shape
is shown in Fig. 11 and the convergence history of the relative velocity of the frontmost
point is shown in Fig. 12. It can be seen that the membrane deformation can be negligi-
ble due to the existence of bending stiffness in the present method. The efficiency and
robustness of the present method is again demonstrated in Fig. 12. The enhanced capac-
ity of local buckling resistance of the present flat shell element is further demonstrated
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Figure 11: Final shape of the spherical cell using the
present bending forces model.
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Figure 12: Convergence history of the relative veloc-
ity using the present bending forces model.
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Figure 13: Shape variation of a spherical cell in a circular cylinder due to a large pressure drop.

in Fig. 13, in which the pressure drop was assumed to be 30 times larger (∆p = 1.011
dyn/cm2). It can be seen the membrane deformation becomes much larger due to the
large pressure drop. There is no local buckling arising from a nearly flat surface evolved
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Figure 14: Convergence history of the relative velocity due to a large pressure drop.

at the rear of the cell membrane for this case due to the existence of bending stiffness in
each flat shell element of the present method. Fig. 14 displays the convergence history of
the relative velocity of the frontmost point of the cell membrane. It can be seen that the
velocity converges quite fast. The robustness and efficiency of the present method are
thus further demonstrated.

The effect of the initial position of the cell on cell motion is shown in Fig. 15, in which
the cell was initially located at the xz plane with a deviation of one quarter of the cylinder
radius R from the centreline axis x, yielding a nonaxisymmetric flow that is symmetric
with respect to the xy plane. It can be seen that the deviated cell moves towards the
centreline and the final shape can be similar to the one without initial position deviation
as shown in Fig. 13. Hence, the relatively small deviation of the initial position will not
affect the final axisymmetric shape of the cell and the final cylindrical flow can still be
axisymmetric, as theoretically predicted [4]. The corresponding convergence history is
shown in Fig. 16 and it can be seen that rapid convergence has also been achieved for this
case due to the present FSI simulation method.

Moving cells with initially biconcave unstressed shapes at the centreline of the cylin-
der along the x direction are next considered. The biconcave resting shape is a typical
shape of red blood cells [57, 59]. The membrane forces model in [4] is first adopted to
facilitate a numerical comparison. The pressure drop is also assumed to be ∆p = 0.0337
dyn/cm2. Figure displays the shape variation of the initially biconcave cell whose initial
surface can be described as

x= R0

√
1−(y2+z2)/R2

0

(
c0+c1

(
y2+z2

)
/R2

0+c2

(
y2+z2

)2
/R4

0

)
, (3.4)

where R0 =3.91 ¯m, c0 =0.1035805, c1 =1.001279, and c2 =−0.561381 [14]. The final shape
with a convex at the front and a concave at the rear is quite similar to the one in [4] due
to the similar membrane forces model. Fig. 18 shows the final results using the present
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Figure 15: Shape variation of a spherical cell in a circular cylinder due to an initial position deviation.
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Figure 16: Convergence history of the relative velocity due to an initial position deviation.
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Figure 17: Shape variation of a biconcave cell in a circular cylinder using a membrane forces model.

bending forces model. It can be seen that the cell deformation can be much smaller to
bear the external load applied by the surrounding fluids due to the bending stiffness.
Again, the bending stiffness of a cell membrane can play a significant role in cell motion
simulation.
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Figure 18: Final results of an initially biconcave cell in a circular cylinder using the present bending forces model.

4 Conclusions

A BEM/FEM coupling approach for simulating the motion of deformable cells in a mi-
crofluidic biological fluid flow is presented. The simulation problem can be approxi-
mated as the motion of a deformable cell enclosed by a thin elastic membrane with in-
terior and exterior liquids described by the Newtonian low-Reynolds-number hydrody-
namics. The biofluid mechanics can be represented by the 3D Stokes flow equations. The
low-order BEM model can be developed to solve the velocities and traction forces of the
two fluids coupled at the membrane surface efficiently. The FEM model based on a flat
thin shell element can be used to predict the membrane load due to the large deformation
of a moving cell accurately. Significant improvement in computational efficiency can be
achieved due to the one-dimensional reduction in the present BEM and FEM models. The
BEM solver for the biological fluids can be effectively coupled with the FEM solver for
the cell membrane due to the one-to-one coincidence between the BEM panels and the
FEM mesh at the membrane surface. The position of the membrane surface nodes can
be accurately advanced in time by using the classical fourth-order Runge-Kutta method
with a relatively small time step to avoid numerical instability. The present method is ap-
plied to the FSI problems of cell motion in a cylindrical flow. The accuracy of the method
is verified against the results by Pozrikidis [4]. Furthermore, it is shown that the classical
membrane theory will not be applicable if nearly flat local surfaces are developed due to
local buckling. Thus, it is important to include the bending stiffness of the cell membrane
in order to obtain a more robust model for a stable cell motion simulation.
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