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#### Abstract

In this paper we use an analytical-numerical approach to find, in a systematic way, new 1 -soliton solutions for a discrete sine-Gordon system in one spatial dimension. Since the spatial domain is unbounded, the numerical scheme employed to generate these soliton solutions is based on the artificial boundary method. A large selection of numerical examples provides much insight into the possible shapes of these new 1-solitons.
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## 1 Introduction

The sine-Gordon equation,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}}+\sin (u)=0 \tag{1.1}
\end{equation*}
$$

is a semilinear hyperbolic equation in $1+1$ dimensions. This PDE has its origin in the 19th century where it arose in the study of surfaces of constant negative curvature (cf. [1]). In the second half of the 20th century the sine-Gordon equation has attracted considerable attention, owing to its importance in the mathematical modeling of various physical phenomena, for example in nonlinear optics (propagation of pulses in resonant media); superconductivity (wave propagation in a Josephson transmission line); condensed matter

[^0]physics (charge density waves in periodic pinning potentials); and in solid state physics (propagation of a dislocation in a crystal). Details and additional examples can be found in [2-5].

A very important property of the sine-Gordon equation (1.1) is the existence of soliton solutions. Many of these special solutions have been obtained in closed form, by using analytical methods such as Bäcklund transformations [6], the nonlinear separation of variables method [2]; see also [3] (Chapter 6). The known soliton solutions of (1.1) mainly can be classified as follows:

1. 1-soliton solutions: Two 1 -soliton solutions are given by $[7,8]$

$$
\begin{equation*}
u(x, t)=4 \arctan \left\{\exp \left( \pm \frac{x-\mu t-x_{0}}{\sqrt{1-\mu^{2}}}\right)\right\}, \quad \mu^{2}<1 \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=-\pi+4 \arctan \left\{\exp \left( \pm \frac{x-\mu t-x_{0}}{\sqrt{\mu^{2}-1}}\right)\right\}, \quad \mu^{2}>1 \tag{1.3}
\end{equation*}
$$

Here, $x_{0}, \mu \in \mathbb{R}$ and $|\mu| \neq 1$.
2. Breather solutions: Two breather solutions to (1.1) are given by [7,8]

$$
\begin{equation*}
u(x, t)=4 \arctan \left\{\frac{\mu \sinh (k x+A)}{k \cosh (\mu t+B)}\right\}, \quad \mu^{2}=k+1 \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=4 \arctan \left\{\frac{\mu \sin (k x+A)}{k \cosh (\mu t+B)}\right\}, \quad \mu^{2}=1-k^{2}>0 \tag{1.5}
\end{equation*}
$$

Here, $A$ and $B$ are arbitrary (real) constants, and the real numbers $\mu$ and $k$ are related by the conditions in (1.4) and (1.5), respectively.
3. $N$-soliton solutions: An $N$-soliton solution for (1.1) is given by

$$
\begin{equation*}
u(x, t)=x+\arccos \left\{1-2\left(\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial t^{2}}\right) \ln F(x, t)\right\} \tag{1.6}
\end{equation*}
$$

with

$$
\begin{aligned}
& F(x, t):=\operatorname{det}\left[M_{i j}\right], \quad M_{i j}:=\frac{2}{a_{i}+a_{j}} \cosh \left(\frac{z_{i}+z_{j}}{2}\right) \\
& z_{i}:= \pm \frac{x-\mu_{i} t+C_{i}}{\sqrt{1-\mu_{i}^{2}}}, \quad a_{i}:= \pm \sqrt{\frac{1-\mu_{i}^{2}}{1+\mu_{i}^{2}}}
\end{aligned}
$$

Here, $C_{i}$ denote arbitrary constants and the (real) constants $\left\{\mu_{i}\right\}$ satisfy $\mu_{i}^{2}<1$.
Numerical methods and numerical simulation have played an important role in the development of soliton theory. In 1965 Zabusky and Kruskal [9] studied the interaction of two solitary waves of the KdV equation. They made the important discovery that, in spite of the highly nonlinear interaction (collision) process the two solitary waves retained their velocities and their "shapes" after the collision - there was no break-up of the two waves. After 1965, the numerical method gradually became a very powerful tool in the studying on the nonlinear wave problem in many areas. Much of the subsequent research on soliton interaction, also in other nonlinear PDEs, appeared [10-16]. Furthermore the numerical method has been applied to find new solitons, for example, recently Han and Xu [17] used the numerical approach to find new soliton solutions for the generalized KdV equations: it appears that these solitons do not possess the "closed-form" representations.

In the present paper we focus on 1-soliton solutions of the sine-Gordon equation and a discrete sine-Gordon system. While the definition of solitons in the literature is often loose (especially in higher spatial dimensions), for the sine-Gordon equation in one spatial dimension we have the following definition.

Definition 1.1. If a solution $u=u(x, t)$ of (1.1) satisfies the three conditions
(1) $u(x, t)$ is a traveling wave; that is, $u(x, t)=v(x-\mu t)$ where the constant $\mu$ is the wave speed;
(2) $v(\xi)$ is not a constant on $\mathbb{R}$; and
(3) there exist two constants $v_{-}$and $v_{+}$so that

$$
v(\xi) \longrightarrow \begin{cases}v_{-} & \text {when } \xi \rightarrow-\infty  \tag{1.7}\\ v_{+} & \text {when } \xi \rightarrow+\infty\end{cases}
$$

then $u(x, t)$ is called $a 1$-soliton solution of the sine-Gordon equation (1.1).
Obviously the functions $u(x, t)$ given in (1.2) and (1.3) are 1 -soliton solutions of the sine-Gordon equation.

Suppose that $u(x, t)$ is a 1 -soliton solution of (1.1), and let $\xi:=x-\mu t$. Then $v(\xi)$ satisfies

$$
\begin{align*}
& \left(\mu^{2}-1\right) v_{\tilde{\xi} \xi}+\sin (v)=0, \quad \xi \in \mathbb{R}  \tag{1.8}\\
& v(\xi) \rightarrow v_{-}, \quad \xi \rightarrow-\infty  \tag{1.9}\\
& v(\xi) \rightarrow v_{+}, \quad \xi \rightarrow+\infty \tag{1.10}
\end{align*}
$$

Case (i): $\mu= \pm 1$. The problem (1.8)-(1.10) reduces to

$$
\begin{array}{ll}
\sin (v)=0, & \xi \in \mathbb{R}, \\
v(\xi) \rightarrow v_{-}, & \xi \rightarrow-\infty, \\
v(\xi) \rightarrow v_{+}, & \xi \rightarrow+\infty . \tag{1.13}
\end{array}
$$

For any real numbers $v_{-}$and $v_{+}$the problem has no non-constant solution. Thus, the sine-Gordon equation has no 1 -soliton solutions when the wave speed $\mu= \pm 1$.
Case (ii): $\mu^{2}<1$. Setting

$$
\eta:=\frac{\xi}{\sqrt{1-\mu^{2}}}
$$

we may write the problem (1.8)-(1.10) in the form

$$
\begin{align*}
& -v_{\eta \eta}+\sin (v)=0, \quad \eta \in \mathbb{R},  \tag{1.14}\\
& v(\eta) \rightarrow v_{-}, \quad \eta \rightarrow-\infty,  \tag{1.15}\\
& v(\eta) \rightarrow v_{+}, \quad \eta \rightarrow+\infty . \tag{1.16}
\end{align*}
$$

Case (iii): $\mu^{2}>1$. In analogy to Case (ii) we set

$$
\eta:=\frac{\xi}{\sqrt{\mu^{2}-1}} .
$$

Problem (1.8)-(1.10) then becomes

$$
\begin{align*}
& v_{\eta \eta}+\sin (v)=0, \quad \eta \in \mathbb{R},  \tag{1.17}\\
& v(\eta) \rightarrow v_{-}, \quad \eta \rightarrow-\infty,  \tag{1.18}\\
& v(\eta) \rightarrow v_{+}, \quad \eta \rightarrow+\infty . \tag{1.19}
\end{align*}
$$

Suppose that $v^{-}(\eta)$ is a non-constant solution of problem (1.14)-(1.16), and $v^{+}(\eta)$ is a non-constant solution of (1.17)-(1.19). The following properties are readily verified.

1. The function $v^{-}(\eta)-\pi$ is a non-constant solution of (1.17)-(1.19), and the function $v^{+}(\eta)+\pi$ is a non-constant solution of (1.14)-(1.16).
2. For arbitrary constant $x_{0}$ the functions

$$
\begin{array}{ll}
u(x, t)=v^{-}\left(\frac{x-\mu t-x_{0}}{\sqrt{1-\mu^{2}}}\right), \quad \mu^{2}<1, \\
u(x, t)=v^{+}\left(\frac{x-\mu t-x_{0}}{\sqrt{\mu^{2}-1}}\right), \quad \mu^{2}>1, \tag{1.21}
\end{array}
$$

are 1 -soliton solutions of the sine-Gordon equation.
In particular, from (1.3) we obtain a function

$$
v(\eta):=4 \arctan (\exp (\eta))
$$

which is a non-constant solution of problem (1.14)-(1.16) with $v_{-}=0$ and $v_{+}=2 \pi$. Therefore, if we can find all non-constant solutions of the nonlinear problem (1.14)-(1.16) for $v_{-}, v_{+} \in \mathbb{R}$, then we can obtain all 1 -soliton solutions of the sine-Gordon equation (1.1).

The outline of the paper is as follows. In Section 2, we analyze the solutions of the problem (1.14)-(1.16). In Section 3, we reduce the sine-Gordon equation to a discrete sineGordon system by the finite difference method and discuss 1 -soliton solutions of the discrete sine-Gordon system. In section 4, a detailed description of our numerical approach for systematically generating 1 -soliton solutions of the discrete sine-Gordon system is given. Section 5 contains a representative selection of numerical 1-soliton solutions of the discrete sine-Gordon system. We end the paper by pointing some future work that will grow out of the present study.

## 2 A nonlinear boundary-value problem on $\mathbb{R}$

For any given real numbers $v_{-}$and $v_{+}$we consider the non-constant solutions of the nonlinear problem (1.14)-(1.16). Suppose $v(\eta)$ is a non-constant solution of problem (1.14)(1.16). From the nonlinear differential equation

$$
-v_{\eta \eta}+\sin (v)=0, \quad \eta \in \mathbb{R},
$$

we obtain the first integral

$$
\begin{equation*}
\left(v_{\eta}\right)^{2}=2(C-\cos (v)) \tag{2.1}
\end{equation*}
$$

with constant of integration $C$. The boundary conditions (1.9) and (1.10) yield

$$
\begin{align*}
& \lim _{\eta \rightarrow-\infty}\left(v_{\eta}\right)^{2}=2\left(C-\cos \left(v_{-}\right)\right)=0,  \tag{2.2}\\
& \lim _{\eta \rightarrow+\infty}\left(v_{\eta}\right)^{2}=2\left(C-\cos \left(v_{+}\right)\right)=0, \tag{2.3}
\end{align*}
$$

and hence

$$
\begin{equation*}
C=\cos \left(v_{-}\right)=\cos \left(v_{+}\right) . \tag{2.4}
\end{equation*}
$$

This implies that we must have

$$
\begin{equation*}
v_{-}=v_{+}+2 k \pi, \quad k=0, \pm 1, \cdots . \tag{2.5}
\end{equation*}
$$

Case ( $i$ ): For $k=0$ we have $v_{-}=v_{+}$. Since $v(\eta)$ is a non-constant solution of (1.4)-(1.6), there exists $\eta_{0} \in \mathbb{R}$ such that

$$
v_{\eta}\left(\eta_{0}\right)=0, \quad v\left(\eta_{0}\right)=: v^{*} \neq v_{-} .
$$

At the point $\eta=\eta_{0}$,

$$
\left(v_{\eta}^{*}\left(\eta_{0}\right)\right)^{2}=2\left(C-\cos \left(v^{*}\right)\right)=0,
$$

and hence

$$
\begin{equation*}
\cos \left(v^{*}\right)=C=\cos \left(v_{-}\right), \tag{2.6}
\end{equation*}
$$

implying that

$$
\begin{equation*}
v^{*}=v_{-}+2 j \pi, \quad j= \pm 1, \pm 2, \cdots . \tag{2.7}
\end{equation*}
$$

By (2.1) we know that $C-\cos (v(\eta)) \geq 0$ with $\eta$ between $v^{*}$ and $v_{-}$, and by (2.6) we find

$$
\begin{equation*}
C=1 . \tag{2.8}
\end{equation*}
$$

Therefore, we obtain $1=\cos \left(v_{-}\right)$and

$$
v_{-}=2 j \pi(j=0, \pm 1, \cdots), \quad v^{*}=2 \ell \pi(\ell=0, \pm 1, \cdots) .
$$

Case (ii): $v_{-}=v_{+}+2 k \pi(k \neq 0)$. Since $\left(v_{\eta}\right)^{2} \geq 0$, we have

$$
C-\cos (v(\eta)) \geq 0, \quad \eta \in \mathbb{R},
$$

and

$$
\begin{equation*}
C \geq 1 \tag{2.9}
\end{equation*}
$$

Combining (2.4) and (2.9) we arrive at the equation

$$
\begin{equation*}
\cos \left(v_{-}\right)=\cos \left(v_{+}\right)=1 \tag{2.10}
\end{equation*}
$$

and thus obtain

$$
\begin{array}{ll}
v_{-}=2 j \pi, & j=0, \pm 1, \cdots \\
v_{+}=2 k \pi, & k=0, \pm 1, \cdots . \tag{2.12}
\end{array}
$$

From above analysis we know that if the nonlinear boundary-value problem (1.14)(1.16) possesses a non-constant solution, then (2.11) and (2.12) must hold. Furthermore, if $v(\eta)$ is a non-constant solution of (1.14)-(1.16), then $v(\eta)-2 j \pi(j= \pm 1, \pm 2, \cdots)$ is also a non-constant solution of the boundary-value problem. Therefore, we now need to consider only the nonlinear boundary-value problem on $\mathbb{R}$

$$
\left(\mathrm{P}_{k}\right) \begin{cases}-v_{\eta \eta}+\sin (v)=0, & \eta \in \mathbb{R},  \tag{2.13}\\ v(\eta) \rightarrow 0, & \eta \rightarrow-\infty, \\ v(\eta) \rightarrow 2 k \pi, & \eta \rightarrow+\infty\end{cases}
$$

for integers $k=0, \pm 1, \cdots$.
If we can obtain all nonzero solutions of the problem $\left(\mathrm{P}_{k}\right)$ for any given integer $k$, then we can also obtain all the nonzero solutions of (1.14)-(1.16), and hence all 1 -soliton solutions of the sine-Gordon equation (1.1). For $k=1$, we have known from equation (1.2) that the function

$$
v(\eta)=4 \arctan (\exp (\eta))
$$

is a nonzero solution of problem $\left(\mathrm{P}_{k}\right)$ with $k=1$.

## 3 A discrete sine-Gordon system

Let $\Delta x$ and $\Delta t$ denote the mesh size of variable $x$ and the mesh size of time $t$. Furthermore let

$$
\begin{align*}
& x_{j}=j \Delta x, \quad j=0, \pm 1, \pm 2, \cdots  \tag{3.1}\\
& t_{m}=m \Delta t, \quad m=0,1,2, \cdots \tag{3.2}
\end{align*}
$$

Then we can obtain the following finite difference scheme of sine-Gordon equation:

$$
\begin{align*}
& \left(u_{j}^{m+1}-2 u_{j}^{m}+u_{j}^{m-1}\right) / \Delta t^{2}-\left(u_{j+1}^{m}-2 u_{j}^{m}+u_{j-1}^{m}\right) / \Delta x^{2}+\sin u_{j}^{m}=0  \tag{3.3}\\
& j=0, \pm 1, \pm 2, \cdots, \quad m=0,1,2, \cdots
\end{align*}
$$

which is called discrete sine-Gordon system. We now consider the traveling solutions of the discrete sine-Gordon system (3.3) with speed $\mu$, in which mesh size $\Delta x$ is fixed, but time step $\Delta t$ will be determined later. Namely

$$
\begin{equation*}
u_{j}^{m}=v\left(x_{j}-\mu t_{m}\right) \tag{3.4}
\end{equation*}
$$

with $\Delta t=\Delta x /|\mu|$ and $v(x)$ is an unknown function defined on $\left\{x_{j} \mid j=0, \pm 1, \pm 2, \cdots\right\}$.
i. When $\mu>0$

$$
\begin{aligned}
& u_{j}^{m+1}=v\left(x_{j}-\mu t_{m+1}\right)=v\left(\left(x_{j}-\mu \Delta t\right)-\mu t_{m}\right)=u_{j-1}^{m}, \\
& u_{j}^{m-1}=v\left(x_{j}-\mu t_{m-1}\right)=u_{j+1}^{m} .
\end{aligned}
$$

ii. When $\mu<0$

$$
\begin{aligned}
& u_{j}^{m+1}=v\left(x_{j}-\mu t_{m+1}\right)=u_{j+1}^{m} \\
& u_{j}^{m-1}=v\left(x_{j}-\mu t_{m-1}\right)=u_{j-1}^{m}
\end{aligned}
$$

If $\left\{u_{j}^{m}\right\}$ satisfies (3.4), from (3.3) we obtain:

$$
\frac{u_{j+1}^{m}-2 u_{j}^{m}+u_{j-1}^{m}}{\Delta t^{2}}-\frac{u_{j+1}^{m}-2 u_{j}^{m}+u_{j-1}^{m}}{\Delta x^{2}}+\sin u_{j}^{m}=0,
$$

namely

$$
\begin{align*}
& \left(\mu^{2}-1\right)\left(u_{j+1}^{m}-2 u_{j}^{m}+u_{j-1}^{m}\right) / \Delta x^{2}+\sin u_{j}^{m}=0  \tag{3.5}\\
& j=0, \pm 1, \pm 2, \cdots, \quad m=0,1,2, \cdots
\end{align*}
$$

Case (i): $0<\mu^{2}<1$. Let $h^{2}=\Delta x^{2} /\left(1-\mu^{2}\right)$. From (3.5), we obtain the following system of nonlinear algebraic equations contained infinitely many unknowns:

$$
\begin{equation*}
-\left(v_{j+1}-2 v_{j}+v_{j-1}\right) / h^{2}+\sin v_{j}=0, \quad j=0, \pm 1, \pm 2, \cdots \tag{3.6}
\end{equation*}
$$

Case (ii): $\mu^{2}>1$. Letting $h^{2}=\Delta x^{2} /\left(\mu^{2}-1\right)$, we obtain

$$
\begin{equation*}
\left(v_{j+1}-2 v_{j}+v_{j-1}\right) / h^{2}+\sin v_{j}=0, \quad j=0, \pm 1, \pm 2, \cdots \tag{3.7}
\end{equation*}
$$

We now consider the following boundary value problem

$$
\left(\mathrm{P}_{k}^{h}\right) \quad \begin{cases}-\left(v_{j+1}-2 v_{j}+v_{j-1}\right) / h^{2}+\sin v_{j}=0,  \tag{3.8}\\ v_{j} \rightarrow 0, & \text { when } j \rightarrow-\infty, \\ v_{j} \rightarrow 2 k \pi, & \text { when } j \rightarrow+\infty .\end{cases}
$$

Problem $\left(\mathrm{P}_{k}^{h}\right)$ also can be understood as finite difference approximation of problem $\left(\mathrm{P}_{k}\right)$. If we can find a nonzero solution $\left\{v_{j}, j=0, \pm 1, \cdots\right\}$ of problem $\left(\mathrm{P}_{k}^{h}\right)$, then we can obtain a traveling solution of the discrete sine-Gordon system with the boundary conditions in (3.8), which is called 1 -soliton solution of the discrete sine-Gordon system (3.3).

## 4 Numerical solution of problem $\left(\mathrm{P}_{k}^{h}\right)$

There are three essential difficulties in finding accurate numerical solutions of problem ( $\mathrm{P}_{k}^{h}$ ):

1. Problem ( $\mathrm{P}_{k}^{h}$ ) contains infinitely many unknowns.
2. Problem $\left(\mathrm{P}_{k}^{h}\right)$ is nonlinear.
3. The solution of problem $\left(\mathrm{P}_{k}^{h}\right)$ is not unique.

In order to overcome the first difficulty, we choose the artificial boundary method [18,19] to reduce problem $\left(\mathrm{P}_{k}^{h}\right)$ to a problem contained only finite unknowns. Thus, introducing two larger integer $N$ and $-N(N>0)$, when $j \leq-N+1, v_{j} \approx 0$, therefore we obtain an approximation of the equation in (3.8)

$$
\begin{equation*}
-\frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}}+v_{j}=0, \quad-\infty<j \leq-N+1, \tag{4.1}
\end{equation*}
$$

which is a finite difference equation with constant coefficients. The general solution of (4.1) is given by

$$
v_{j}=c_{1}\left(\mu_{1}\right)^{j}+c_{2}\left(\mu_{2}\right)^{j}, \quad-\infty<j \leq-N+1,
$$

with constants $c_{1}, c_{2}$ and

$$
\begin{aligned}
& \mu_{1}=\left(1+h^{2} / 2\right)-h \sqrt{1+h^{2} / 4}=\frac{1}{\left(1+h^{2} / 2\right)+h \sqrt{1+h^{2} / 4}} \\
& \mu_{2}=\left(1+h^{2} / 2\right)+h \sqrt{1+h^{2} / 4}
\end{aligned}
$$

For $h>0$, we know that

$$
\begin{equation*}
0<\mu_{1}<1, \text { and } \mu_{2}>1 \tag{4.2}
\end{equation*}
$$

By the boundary condition $v_{j} \rightarrow 0$, when $j \rightarrow-\infty$, we obtain

$$
v_{j}=c_{1}\left(\mu_{1}\right)^{j}, \quad-\infty<j \leq-N+1,
$$

namely

$$
\begin{equation*}
v_{-N}=\frac{1}{\mu_{1}} v_{-N+1} \tag{4.3}
\end{equation*}
$$

Similarly when $j \geq N-1, v_{j} \approx 2 k \pi$, we obtain an approximation of equation (3.8)

$$
\begin{align*}
& -\frac{v_{j+1}-2 v_{j}+v_{j-1}}{h^{2}}+v_{j}-2 \pi=0, \quad N-1 \leq j<+\infty  \tag{4.4}\\
& v_{j} \rightarrow 2 k \pi, \quad j \rightarrow+\infty \tag{4.5}
\end{align*}
$$

The general solution of problem (4.4) and (4.5) is given by

$$
v_{j}-2 k \pi=C\left(\mu_{1}\right)^{j}, \quad N-1 \leq j<+\infty .
$$

Therefore, we have

$$
\begin{equation*}
v_{N}-2 k \pi=\mu_{1}\left(v_{N-1}-2 k \pi\right) \tag{4.6}
\end{equation*}
$$

Using the boundary conditions (4.3) and (4.6), the problem $\left(\mathrm{P}_{k}^{h}\right)$ is reduced to

$$
\left(\mathrm{P}_{k}^{h}(b)\right)\left\{\begin{array}{l}
-\left(v_{j-1}-2 v_{j}+v_{j+1}\right) / h^{2}+\sin v_{j}=0, \quad-N+1 \leq j \leq N-1  \tag{4.7}\\
v_{-N}=\frac{1}{\mu_{1}} v_{-N+1} \\
v_{N}=\mu_{1} v_{N-1}+2\left(1-\mu_{1}\right) k \pi
\end{array}\right.
$$

where $b=N h$. The problem $\left(\mathrm{P}_{k}^{h}(b)\right)$ is a system of nonlinear algebraic equations, which only contains finite unknowns $\left\{v_{j},-N \leq j \leq N\right\}$.

In order to solve the nonlinear system $\left(\mathrm{P}_{k}^{h}(b)\right)$, we choose an appropriate iteration method with carefully selected initial data. This method is described as follows:

1. For a given initial function $v^{0}(\eta)$ we choose the initial data by

$$
\begin{equation*}
v_{j}^{0}:=v^{0}\left(\eta_{j}\right), \quad-N \leq j \leq N \tag{4.8}
\end{equation*}
$$

with $\eta_{j}=j h$.
2. For known data $\left\{v_{j}^{n-1}:-N \leq j \leq N\right\}$, solve the linear algebraic system

$$
\left\{\begin{array}{l}
-\frac{v_{j-1}^{n}-2 v_{j}^{n}+v_{j+1}^{n}}{h^{2}}+v_{j}^{n}=v_{j}^{n-1}-\sin \left(v_{j}^{n-1}\right), \quad-N+1 \leq j \leq N+1  \tag{4.9}\\
v_{-N}=\frac{1}{\mu_{1}} v_{-N+1} \\
v_{N}=\mu_{1} v_{N-1}+2\left(1-\mu_{1}\right) k \pi .
\end{array}\right.
$$

3. The stopping rule is

$$
\begin{equation*}
\max _{-N \leq j \leq N}\left|v_{j}^{n}-v_{j}^{n-1}\right| \leq \varepsilon:=10^{-11} \tag{4.10}
\end{equation*}
$$

When the condition (4.10) is satisfied, the iteration will stop and we obtain a numerical approximation solution of problem $\left(\mathrm{P}_{k}^{h}\right)$. Let $v_{h}^{n}(\eta)$ denote by this numerical approximation, namely, $v_{h}^{n}(\eta)$ is a function defined on $\left\{\eta_{j},-N \leq j \leq N\right\}$ and $v_{h}^{n}\left(\eta_{j}\right)=v_{j}^{n},-N \leq j \leq N$. From our computation we understand that in general the problem $\mathrm{P}_{k}^{h}(b)$ exists many solutions. For different choice of initial functions $v^{0}(\eta)$, the different numerical solutions can be obtained.

## 5 New 1-soliton solutions of the discrete sine-Gordon system

Firstly we consider the problems $\left(\mathrm{P}_{k}\right)$ and $\left(\mathrm{P}_{k}^{h}\right)$ with $k=1$ as a test problem. The problem $\left(\mathrm{P}_{1}\right)$ admits a soliton solution

$$
v_{\operatorname{exa}}(\eta)=4 \arctan \{\exp (\eta)\}, \quad \eta \in \mathbb{R},
$$

which approaches $2 \pi$ as $\eta \rightarrow+\infty$ and 0 as $\eta \rightarrow-\infty$. Thus we can use this reference solution to test the performance of our numerical approach for systematically generating 1 -soliton solutions. In the calculation, we take mesh size $h=1 / 4$, the tolerance error $\varepsilon=10^{-11}$ and the initial piece-wise function as

$$
v^{0}=\frac{\pi}{b} \eta+\pi
$$

where $b=N h$ is used to characterize the length of the computational domain. The numerical schemes convergent to the numerical solution under iteration times $n=26$. Fig. 1 shows the numerical solution to match the exact solution perfectly.

In fact, for this example, we also can choose other nonzero piece-wise functions as initial value to obtain the same numerical solution in Fig. 1. To evaluate the convergence rate of the numerical method accurately, one error estimation is defined by

$$
\begin{equation*}
L_{1}=\left\|v_{h}^{n}(\cdot)-v_{\text {exa }}(\cdot)\right\|_{1} . \tag{5.1}
\end{equation*}
$$

Table 1 shows the accuracy of our numerical scheme under $L_{1}$-norm (5.1) with mesh size $h=1 / 4,1 / 8,1 / 16,1 / 32$. One can see that the numerical scheme is of second order.

Table 1: Errors in $L_{1}$-norm and order in interval $[-8,8]$.

|  | $h=\frac{1}{4}$ | order | $h=\frac{1}{8}$ | order | $h=\frac{1}{16}$ | order | $h=\frac{1}{32}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Error | $8.739 \mathrm{e}-4$ | - | $2.204 \mathrm{e}-4$ | 1.987 | $5.534 \mathrm{e}-5$ | 1.994 | $1.38 \mathrm{e}-5$ | 1.997 |

Next, we present a selection of many new 1-soliton solutions of the discrete sineGordon system, which are obtained by numerical method given in Section 4 and we call


Figure 1: Monotone 1-soliton (cf. (1.2)) (( $\left.P_{k}^{h}\right)$ with $k=1$ ).


Figure 2: Monotone 2-step 1-soliton (( $P_{k}^{h}$ ) with $k=2$ ).


Figure 3: Monotone 3-step 1-soliton (( $P_{k}^{h}$ ) with $k=3$ ).


Figure 4: Symmetric 1-level 1-soliton $\left(\left(P_{k}^{h}\right)\right.$ with $\left.k=0\right)$.


Figure 5: Symmetric 2-level 1-soliton $\left(\left(P_{k}^{h}\right)\right.$ with $\left.k=0\right)$.


Figure 6: Symmetric 3-level 1-soliton ( $\left(P_{k}^{h}\right)$ with $k=0$ ).


Figure 7: Non-symmetric 1 -soliton with three symmetric towers $\left(\left(P_{k}^{h}\right)\right.$ with $\left.k=0\right)$.


Figure 8: Non-symmetric 1-tower 1-soliton ( $\left(P_{k}^{h}\right)$ with $k=0$ ).


Figure 9: General nonsymmetric 1-soliton ( $\left(P_{k}^{h}\right)$ with $k=0$ ).


Figure 10: Symmetric 2-tower 1-soliton ( $\left(P_{k}^{h}\right)$ with $k=0$ ).


Figure 11: Non-symmetric 2-level 1-soliton ( $\left(P_{k}^{h}\right)$ with $k=1$ ).
them "numerical solitons". In the each numerical result, we firstly list the basic parameter $k, h, b=N h$, the times of iteration $n$ and the initial function $v^{0}(\eta)$, which can be founded in the figures for each numerical soliton. Secondly, let $v_{h}^{n}(\eta)$ denote the corresponding numerical solutions of problem ( $\mathrm{P}_{k}^{h}$ ). For the monotone soliton solutions, one can refer to Figs. 1-3. For the tower-like soliton solutions, one can see the different level plots in Figs. 4-6. Some special soliton solutions are shown in Figs. 7-11.

To test the above new numerical 1-soliton solution, without loss of generality, we use the numerical soliton solution of Fig. 10 (symmetric 2-tower 1-soliton) as the initial data for the system equation (3.3). By taking the speed $\mu=0.8$, Fig. 12 plots the evolution of the numerical soliton solution, which retains its initial "shape" with velocity $\mu=0.8$.


Figure 12: Symmetric 2-tower 1-soliton of sine-Gordon equation.

## 6 Concluding remarks

We have shown that combining analytical techniques with an appropriate numerical approach can form the basis of a systematic numerical search for new 1-soliton solutions of the discrete (spatially one-dimensional) sine-Gordon system. This approach provides considerable insight into the properties of possible 1-solitons for this PDE.

Those results will form the basis for the numerical study on soliton interaction for the sine-Gordon equation.
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