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Abstract. We present discretization and solver methods for a model of the solid-gas
phase in a crystal growth apparatus. The model equations are coupled Eulerian and
heat-transfer equations with flux boundary conditions. For a more detailed discussion
we consider simpler equations and present time- and space-decomposition methods as
solver methods to decouple the multi-physics processes. We present the error analysis
for the discretization and solver methods. Numerical experiments are performed for
the Eulerian and heat-transfer equation using decomposition methods. We present
a real-life application of a crystal growth apparatus, based on underlying stationary
heat conduction. Finally we discuss further error analysis and application to a more
complex model of crystal growth.
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1 Introduction

The modelling and numerical simulation of the solid-gas phase in complex apparatuses
have become interesting tools for the improved design and optimization of numerous
industrial processes such as crystal growth, for example by the physical vapour trans-
port (PVT) method [25]. Because of the complex processes, a careful study is important
for the correct design of numerical simulations [36]. The combination of discretization
and solver methods is therefore an important task. We propose decomposition meth-
ods to break down complicated multi-physics into simpler physics. Time decomposition
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methods, and their extended versions with more stable behaviour, are based on operator-
splitting methods [14]. With these methods a useful decoupling of the time-scales is pos-
sible and the solvers can be applied on these different time-scales. Space decomposition
methods are based on Schwarz waveform relaxation methods and their accurate error es-
timates [10]. These methods decouple into domains with the same equation parameters.
Therefore effective spatial discretization and solver methods are applicable.

The paper is organized as follows: The mathematical model is stated in Section 2, the
space discretization methods are performed with finite volume discretization and are de-
scribed in Section 3. The time-discretization and decomposition methods are described
in Sections 4 and 5. In Section 6 we describe the numerical experiments in which we ver-
ify our decomposition methods and simulate a realistic crystal-growth apparatus. Future
work and the Conclusions are presented in Section 7.

2 Mathematical model

The motivation for this study comes from the technical demand to simulate a crystal
growth apparatus for single SiC crystals. The single crystals are highly valued materials
for opto-electronics and electronics [34]. The silicon carbide (SiC) bulk single crystal is
produced by a growth process through physical vapour transport (PVT), called the mod-
ified Lely method. The modelling of the thermal processes within the growth apparatus
is done by [26] and [37]. The underlying equations of the model are as follows:

a.) In this work, we assume that the temperature evolution inside the gas region Ωg

can be approximated by considering the gas to be pure argon. The reduced heat equation
is

ρg∂tUg −∇·(κg∇T)=0, (2.1)

Ug = zAr RAr T, (2.2)

where T is the temperature, t is the time, and Ug is the internal energy of the argon
gas. The density of the argon gas is ρg, κg denotes the thermal conductivity, zAr is the
configuration number, and RAr is the gas constant for argon.

b.) The temperature evolution inside the region of solid materials Ωs, for example in-
side the silicon carbide crystal, the silicon carbide powder, the graphite, and the graphite
insulation, is described by the heat equation

ρs ∂tUs −∇·(κs∇T)= f , (2.3)

Us =
∫ T

0
cs(S)dS, (2.4)

where ρs is the density of the solid material, Us is the internal energy, κs is the thermal
conductivity, and cs is the specific heat. Here, f represents the heat source in the material
Ωs.
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These equations hold in the domains of the respective materials and are coupled by
interface conditions, requiring for example the continuity of temperature and the nor-
mal components of the heat flux on the interfaces between opaque solid materials. At
the interface between the solid material and the gas domain, we consider the interface
condition

κg ∇T ·ng+R− J =κs∇T ·ng, (2.5)

where ng is the normal to the gas domain, R is the radiosity, and J is the irradiosity. The
irradiosity is determined by integrating R along the whole boundary of the gas domain
[26]. Moreover, we have

R=E+ Jref, (2.6)

E=σ ǫ T4 (Stefan-Boltzmann equation), (2.7)

Jref =(1−ǫ) J, (2.8)

where E is the radiation, Jref is the reflected radiation, ǫ is the emissivity, and σ is the
Boltzmann radiation constant.

In the next section, we focus on decoupling the complicated process into simpler pro-
cesses. We discretize and solve the simpler equations by more accurate methods with
embedded analytical solutions [19, 20].

3 Space discretization

We discuss finite volume methods as conservation-preserving methods for the balance
equations.

3.1 Discretization with finite volume methods

Finite volume methods are robust discretization methods for conservative problems,
see [12]. Because of the different material behaviours in the apparatus, for example the
anisotropy of thermal conductivity, the underlying discretization method must be flexi-
ble to respect such modifications. The finite volume methods are predestinated for such
applications, because they can be applied to unstructured grids and also material be-
haviours can be found in their geometries, see [12].

There exist standard techniques including the finite element method [9] (used in [11])
and the finite volume method [12] to treat such problems. The extension of such standard
methods to materials with anisotropic thermal conductivity can be straightforward for
simple geometries (for example if the geometry admits a discretization into a structured
grid of rectangles or parallel planes). Anisotropic materials within complex geometries
are typical in industrial applications. For two-dimensional domains, we apply adapted
finite volume methods as described in e.g., [1, 2, 6, 12, 13].
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We apply a constrained Delaunay triangulation to discretize polyhedral domains, fol-
lowed by a Voronoi construction to define finite volumes. This is a well-known procedure
(see [16, Sec. 3.2] and references therein). Here, we briefly review some definitions and
properties that will subsequently be used in the formulation of the finite volume scheme
for the anisotropic case.

An admissible discretization of material domain Ωm, m∈ M, consists of a finite fam-
ily Σm := (σm,i)i∈Im

of subsets of Ωm satisfying a number of assumptions, subsequently
denoted by (DA-∗).

For d ∈ {1,2}, we have λd and denote a d-dimensional Lebesgue measure. In the
following we have the notation of our finite volume method.

(DA-1) For each m∈ M, Σm =(σm,i)i∈Im
forms a finite conforming triangulation of

Ωm. In particular, for each i∈ Im, σm,i is an open triangle. Moreover, letting
I :=

⋃

m∈M Im, Σ :=(σi)i∈I forms a conforming triangulation of Ω.

(DA-2) For each m∈ M, the triangulation Σm =(σm,i)i∈Im
respects ΓDir and ΓRob in

the sense that, for each i∈ Im, either λ1(ΓDir∩∂σm,i)=0 or λ1(ΓRob∩∂σm,i)=0.

(DA-3) For each m∈ M, the triangulation Σm has the constrained Delaunay prop-
erty: If Ṽm :=

⋃

i∈Im
V(σm,i), then for each (v,z) ∈ Ṽ2

m such that v 6= z, the
following conditions (a) and (b) are satisfied:

(a) If the boundaries of the Voronoi cells corresponding to v and z have a
one-dimensional intersection, i.e. if λ1(∂ωm,v∩∂ωm,z) 6= 0, then [v,z] is
an edge of at least one σ∈Σm.

(b) If [v,z] is an edge of at least one σ ∈ Σm, then the boundaries of
the corresponding Voronoi cells have a nonempty intersection, i.e.,
∂ωm,v∩∂ωm,z 6=∅.

For each σm,i, let V(σm,i) =
{

vm
i,j : j ∈ {1,2,3}

}

denote the set of vertices of σm,i, and let

V :=
⋃

m∈M,i∈Im
V(σm,i) be the set of all vertices in the triangulation. One can then define

the control volumes as the Voronoi cells with respect to the vertices. Using ‖·‖2 to denote
Euclidean distance, we define

for all v∈V: ωv :=
{

x∈Ω : ‖x−v‖2 <‖x−z‖2 for each z∈V\{v}
}

,

for all m∈M: ωm,v :=ωv∩Ωm, Vm :={z∈V : ωm,z 6=∅}.

Letting T :=(ωv)v∈V , Tm :=(ωm,v)v∈Vm , m∈M, T forms a partition of Ω, and Tm forms a
partition of Ωm.

Remark 3.1. Due to the two-dimensional setting, (DA-3) can be expressed equivalently
in terms of the angles in the triangulation: For each m∈M, if γ is an interior edge of the
triangulation Σm, and α and β are the angles opposite to γ, then α+β≤π. If γ⊆∂Ωm is a
boundary edge of Σm, and α is the angle opposite γ, then α≤π/2.
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The following remark allows the incorporation of the interface condition (2.5) into the
finite volume scheme.

Remark 3.2. Using our finite volume notation, we can show that (DA-1) and (DA-3)
imply the following assertions (a) and (b):

(a) For each m∈ M, the set Vm defined above is identical to the set Ṽm defined in
(DA-3).

(b) Let Γ be a one-dimensional material interface: Γ = ∂Ωm∩∂Ωm̃, λ1(Γ) 6= 0. For
each v ∈ V, if some ωv has a one-dimensional intersection with the interface
Γ, then it lies on both sides of the intersection; in other words, ∂regωm,v∩Γ =
∂regωm̃,v∩Γ, in particular, λ1(∂ωm,v∩Γ) 6=0 if and only if λ1(∂ωm̃,v∩Γ) 6=0.

Integrating (2.3) over ωm,v and applying the Gauss-Green integration theorem yields

∫

ωm,v

ρs∂tusdx−
∫

∂ωm,v

(Km(τ)∇τ)•nωm,v dx=
∫

ωm,v

fm dx, (3.2)

where nωm,v denotes the outer unit normal vector to ωm,v. fm≥0 represent the heat source
in material m, Ωm is the domain of material m, and M is a finite index set.

4 Time discretization

For the time discretization of the parabolic equations, we propose the standard Runge-
Kutta methods and BDF methods [23]. These methods are stable and simple to imple-
ment.

For the combination with our operator-splitting, we propose high order methods, that
will fit best for each time-scale. Because of the decoupling, each resulting equation has to
be treated with the appropriate time-step and the standard time discretization method of
high order.

An important class of time-discretization methods are the IMEX (implicit-explicit)
methods. These are a combination of mixed discretization methods for stiff operators
(implicit method) and non-stiff operators (explicit method) [3]. Because of the combina-
tion of two discretization methods, the methods are more time consuming and we do not
apply them.

For our iterative splitting methods, we apply standard time-discretization methods
of high order, that are less time consuming. The delicate initialization process with the
initial solution at the first iteration step can be overcome with high order discretization
[14]. For the next iteration step the order has to be increased till the proposed order of the
time discretization is reached. We deal therefore with the following two methods, that fit
our splitting methods.
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4.1 Runge-Kutta method

The Runge-Kutta methods are known to be one-step methods for ODEs and obtain suf-
ficiently high order accuracy and stability [7]. Because of the order reduction, which
shows up in high accuracy calculations of initial boundary value problems, we propose
to use the method in the initialization process of our splitting methods or for less stiff
problems [23].

We use the following two RK-methods: The implicit trapezoidal rule, which is given
by

0

1 1
2

1
2

1
2

1
2

, (4.1)

and the Gauß Runge-Kutta method which is given by
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To use these Runge-Kutta methods with our operator-splitting method we have to
take into account that we solve equations of the form

∂ui

∂t
= Aui+b

for each iteration, where b= Bui−1 is a discrete function, as we have only a discrete solu-
tion for ui−1.

For the implicit trapezoidal rule this is no problem, because we do not need the values
at any sub-points. On the other hand, for the Gauß method we need to now the values

of b at the sub-points t0+c1h and t0+c2h with c = ( 1
2−

√
3

6 , 1
2 +

√
3

6 )T. Therefore we must
interpolate b. To do so we choose cubic spline functions. Numerical experiments show
that this works properly with non-stiff problems, but not with stiff-problems.

4.2 BDF method

Their robustness and stability for stiff problems [7,23], and their simpler implementation
with respect to the implicit method, motivates our use of BDF methods.

Initial experiments, based on the high order Gauß Runge-Kutta method in combina-
tion with cubic spline interpolation, did not work properly with stiff problems. There-
fore, we use the following BDF method and of order at least three, which does not require
sub-points and therefore no interpolation is needed. The BDF3 method is given by

1

k

(

11

6
un+2−3un+1+

3

2
un− 1

3
un−1

)

= A(un+3) . (4.3)
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To compute the pre-steps un and un−1, for example the first results u1,u2, we use the
implicit trapezoidal rule of second order.

The application of the BDF3 methods to our operator-splitting method is more straight-
forward. We take the iteration equations of the form ∂tui = Aui+b, where b = Bui−1 is a
discrete function, for the right-hand side. The computation of the second equation re-
quires only a simple change of the iterative equations to ∂tui+1 =Bui+1+b, where b= Aui

is the right-hand side, known from the previous iterative solution. There is no need to
compute intermediate time-steps, which is an enormous computational benefit [7]. De-
composition methods are explained in the next section.

5 Decomposition methods

In this section, we describe the underlying time and spatial decomposition methods used
to reduce the complexity of the given equation [21].

5.1 Time-decomposition methods: Operator-splitting

Operator-splitting methods are used to solve complex models in the geophysical and
environmental physics. They are developed and applied in [42, 43]. We apply our con-
tributed ideas to decouple complicate systems of differential equations in simpler sys-
tems of differential equations. These resulting equations can be solved with standard
higher order methods, see [21]. For this we use the operator-splitting method and decou-
ple the equation as follows.

5.1.1 First order Splitting methods for linear equations

First we describe the simplest operator-splitting, known as A-B or sequential splitting,
for the following system of ordinary linear differential equations:

∂c(t)

∂t
= A c(t) + B c(t) , (5.1)

where the initial-conditions are cn=c(tn). The operators A and B are spatially discretized
operators. They might for example correspond to the spatially discretize convection and
diffusion operators (matrices). They can therefore be considered as bounded operators.

The sequential operator-splitting method is a method for solving two sub-problems
sequentially, where the different sub-problems are connected via the initial conditions.
This means that we replace the original problem (5.1) with the sub-problems

∂c∗(t)

∂t
= Ac∗(t) , with c∗(tn)= cn , (5.2)

∂c∗∗(t)

∂t
= Bc∗∗(t) , with c∗∗(tn)= c∗(tn+1) ,
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where the splitting time-step is defined as τn = tn+1−tn. The approximated split solution
is defined as

cn+1 = c∗∗(tn+1).

Clearly, the replacement of the original problems with the sub-problems usually re-
sults in some error, called the splitting error. The splitting error of the sequential splitting
method can be derived as follows

ρn =
1

τ

(

exp(τn(A+B))−exp(τnB)exp(τn A)
)

c(tn)

=
1

2
τn[A,B] c(tn)+O(τ2) . (5.3)

where [A,B] := AB−BA is the commutator of A and B. Consequently, the splitting error
is O(τn) when the operators A and B do not commute, otherwise the method is exact.
Therefore sequential splitting is also known as the first order splitting method.

5.1.2 Iterative splitting method

The following algorithm is based on iteration with a fixed splitting discretization step-
size τ. On the time interval [tn,tn+1] we solve the following sub-problems consecutively
for i=0,2,··· ,2m (see, e.g., [14, 24]):

∂ci(t)

∂t
= Aci(t) + Bci−1(t), with ci(tn)= cn, (5.4)

∂ci+1(t)

∂t
= Aci(t) + Bci+1(t), with ci+1(tn)= cn , (5.5)

where c0(tn)=cn, c−1=0, cn is the known split approximation at the time level t= tn. The
split approximation at the time level t= tn+1 is defined as

cn+1 = c2m+1(tn+1).

Clearly, the function ci+1(t) depends on the interval [tn,tn+1] too, but for the sake of sim-
plicity, in our notation we omit the dependence on n.

In the following, we will present the convergence and the rate of convergence of the
method (5.4)-(5.5) for the linear operators A,B : X→X where we assume that these op-
erators and their sum are generators of the C0 semi groups. We emphasize that these
operators are not necessarily bounded, so the convergence is examined in a general Ba-
nach space setting. The following result was proven in [14].

Theorem 5.1. Let us consider the abstract Cauchy problem in a Banach space X:

∂c(t)

∂t
= Ac(t)+Bc(t), 0< t≤T,

c(0)= c0,

(5.6)
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where A,B,A+B : X → X are given linear operators being generators of the C0-semigroup and
c0 ∈X is a given element. Then the iteration process (5.4)-(5.5) is convergent and the rate of the
convergence is of second order.

Remark 5.1. When A and B are matrices (i.e. (5.4)-(5.5) is a system of ordinary differential
equations), we can use the concept of the logarithmic norm to estimate the growth (see,
e.g., [23]). Hence, for many important classes of matrices we can prove the validity of
this theorem.

Remark 5.2. We note that a large class of important differential operators generate con-
tractive semigroups. This means that for such problems – assuming the exact solvability
of the split sub-problems – the iterative splitting method is convergent in second order to
the exact solution.

5.2 Domain decomposition methods: Schwarz waveform relaxation

In this subsection we show that the overlapping Schwarz waveform relaxation method is
a flexible decomposition method for multi-domain applications such as those presented
in Subsection 6.3.

We present the method and the convergence analysis for a convection-diffusion-
reaction equation, and also for heat equations. The method can be extended to multiple
dimensions and parabolic equation systems [10].

We consider the convection-diffusion-reaction equation:

ut = Duxx−νux−λu , (5.7)

defined in the domain Ω =[0,L] for T =[T0,Tf ], with the following initial and boundary
conditions

u(0,t)= f1(t), u(L,t)= f2(t), u(x,T0)=u0 .

To solve the model problem using the overlapping Schwarz waveform relaxation
method, we subdivide the domain Ω in two overlapping sub-domains Ω1 = [0,L2] and
Ω2 =[L1,L], where L1 <L2 and Ω1

⋂

Ω2 =[L1,L2] is the overlapping region for Ω1 and Ω2.
To begin the waveform relaxation algorithm we first consider the solution of the

model problem (5.7) over Ω1 as follows

vt = Dvxx−νvx−λv, x∈Ω1, t∈ [T0,Tf ],
v(0,t)= f1(t), v(L2,t)=w(L2,t), t∈ [T0,Tf ],
v(x,T0)=u0, x∈Ω1;

(5.8)

and
wt = Dwxx−νwx−λw, x∈Ω2, t∈ [T0,Tf ],
w(L1,t)=v(L1,t), w(L,t)= f2(t), t∈ [T0,Tf ],
w(x,T0)=u0, x∈Ω2,

(5.9)
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where v(x,t)=u(x,t)|Ω1
and w(x,t)=u(x,t)|Ω2

. The Schwarz waveform relaxation is then
given by

vk+1
t = Dvk+1

xx −νvk+1
x −λvk+1, x∈Ω1, t∈ [T0,Tf ],

vk+1(0,t)= f1(t), vk+1(L2,t)=wk(L2,t), t∈ [T0,Tf ],
vk+1(x,T0)=u0, x∈Ω1,

(5.10)

and
wk+1

t = Dwk+1
xx −νwk+1

x −λwk+1, x∈Ω2, t∈ [T0,Tf ],
wk+1(L1,t)=vk(L1,t), wk+1(L,t)= f2(t), t∈ [T0,Tf ],
wk+1(x,T0)=u0, x∈Ω2.

(5.11)

We are interested in estimating the decay of the error in the over the overlapping sub-
domains in the solution found by the overlapping Schwarz waveform relaxation method
over a long time interval.

Let us assume that ek+1(x,t)=u(x,t)−vk+1(x,t) and dk+1(x,t)=u(x,t)−wk+1(x,t) are
the errors of (5.10) and (5.11) over Ω1 and Ω2, respectively. The corresponding differential
equations satisfied by ek+1(x,t) and dk+1(x,t) are

ek+1
t = Dek+1

xx −νek+1
x −λek+1, x∈Ω1, t∈ [T0,Tf ],

ek+1(0,t)=0, ek+1(L2,t)=dk(L2,t), t∈ [T0,Tf ],
ek+1(x,T0)=0, x∈Ω1,

(5.12)

and
dk+1

t = Ddk+1
xx −νdk+1

x −λdk+1, x∈Ω2, t∈ [T0,Tf ],
dk+1(L1,t)= ek(L1,t), dk+1(L,t)=0, t∈ [T0,Tf ],
dk+1(x,T0)=0, x∈Ω2.

(5.13)

We define, for bounded functions h(x,t) : Ω×[T0,T]→R, the norm

||h(.,.)||∞ := sup
x∈Ω,t∈[T0,Tf ]

|h(x,t)|.

The theory behind our error estimates is based on the positivity lemma by Pao (or the
maximum principle theorem) [35].

The convergence and error estimates of ek+1 and dk+1 given by (5.12)-(5.13) are sum-
marized below and were proved in [10].

Theorem 5.2. Let ek+1 and dk+1 be the errors from the solution of the sub-problems (5.12)-(5.13)
by Schwarz waveform relaxation over Ω1 and Ω2 respectively. Then

||ek+2(L1,t)||∞ ≤γ||ek(L1,t)||∞, (5.14)

||dk+2(L2,t)||∞ ≤γ||dk(L1,t)||∞, (5.15)

where

γ=
sinh(βL1)

sinh(βL2)

sinh(β(L2−L))

sinh(β(L1−L))
<1, β=

√
ν2+4Dλ

2D
. (5.16)
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Theorem 5.2 shows that the convergence of of the overlapping Schwarz method de-
pends on γ defined by (5.16). Due to the characteristic of the sinh function we will have
a sharp decay of the error for any L1 < L2, or for a large degree of overlap.

We have applied this method for the convection-diffusion-reaction equation. For the
heat equation we can apply Theorem 5.2 with the parameter ν=λ=0. In the next section
we present numerical results.

6 Numerical results

In this section we present numerical experiments with two test examples and a real-life
application. We verify the decomposition methods with test examples for the convection-
reaction and heat equations. Based on these results we present a real-life application.
We discuss the heat equation in different material layers and outline a more efficient
treatment based on decomposition methods.

6.1 Convection-reaction equation for a mixture of gasses

We apply operator-splitting methods for the convection-reaction equation. Our underly-
ing transport equation is given by

∂tu1 =−v1∂xu1−λu1, (6.1)

∂tu2 =−v2∂xu2+λu1, (6.2)

with the initial and boundary conditions

u1(x,0)=

{

1, for 0.1≤ x≤0.3,
0, otherwise,

(6.3)

u2(x,0)=0, for x∈ [0,X], (6.4)

u1(0,t)=u2(0,t)=0, for t∈ [0,T], (6.5)

where λ∈R+ and v1,v2 ∈R+. We have the time interval t∈ [0,T] and the space interval
x∈[0,X]. We apply the equations with X=1.5 and T=1.0. We rewrite the equation system
(6.1)-(6.5) in operator notation, and obtain the following equations:

∂tu= Au+Bu, (6.6)

u(x,0)=

{

(1,0)T, for 0.1≤ x≤0.3,
(0,0)T, otherwise,

(6.7)

where u=(u1,u2)T. Our split operators are

A=

( −v1∂x 0
0 −v2∂x

)

, B=

( −λ 0
λ 0

)

. (6.8)
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We use the finite-difference method for spatial discretization and solve the time dis-
cretization analytically.

The spatial discretization is done as follows. We concentrate on the interval x∈ [0,1.5]
and we consider a uniform partition thereof with step-size ∆x = 0.1. For the transport
term we use an upwind finite-difference discretization given by:

∂xui =
ui−ui−1

∆x
. (6.9)

We use for the initial values, the following impuls function is given:

u1(x)=

{

1, 0.1≤ x≤0.3,
0, otherwise,

(6.10)

u2(x)=0, x∈ [0,1.5]. (6.11)

For the iterative operator-splitting method and its application to our transport equa-
tion we use the discretized equation with two indices. Index i is used for the spatial
discretization and the index j is used for the iterations.

We first solve all the equations with the index i, that is all sixteen equations for each
point. Then we perform our iterations and obtain the first time-step. The process is then
complete for one time partition. We repeat this four times for the computation of five
partitions and so on.

In the following equations we write the iterative operator-splitting algorithm by tak-
ing into account the discretization in space. The time discretization is solved analyti-
cally. We solve the following problems consecutively for j=1,3,5,··· for the time interval
[tn,tn+1]. The split approximation at the time level t=tn+1 is defined as un+1

i ≡ui,iter(tn+1).
We then have the following algorithm:

∂tu1,i,j =−v1/∆x(u1,i,j−u1,i−1,j)−λu1,i,j−1 , (6.12)

∂tu2,i,j =−v2/∆x(u2,i,j−u2,i−1,j)+λu1,i,j−1 , (6.13)

∂tu1,i,j+1 =−v1/∆x(u1,i,j−u1,i−1,j)−λu1,i,j+1 , (6.14)

∂tu2,i,j+1 =−v2/∆x(u2,i,j−u2,i−1,j)+λu1,i,j+1 , (6.15)

with the initial conditions

u1,i,j(0)=

{

1, for i=1,2,3,
0, otherwise,

(6.16)

u2,i,j(0)=0, for i=0,··· ,15, (6.17)

where λ=0.5 and v1=0.5 and v2=1.0. For the time interval we use t∈[0,1]. The analytical
solution of the equation system (6.1)-(6.5) is

u1(x,t)=

{

exp(−λt), for 0.1+v1t≤ x≤0.3+v1t,
0, otherwise,

u2(x,t)=λ(L1,2+L2,2+M12,2).
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In the following, the factors L1,2, L2,2 and M12,2 are given by

L1,2 =

{

− 1
λ exp(−λt), for 0.1+v1t≤ x≤0.3+v1t ,

0, otherwise,

L2,2 =

{

1
λ , for 0.1+v2t≤ x≤0.3+v2t ,
0, otherwise,

and

M12,2 =



























1
λ exp(−λt)
exp(−( λ

v1−v2
)(x−v1t−0.1)), for0.1+v1t≤ x≤0.1+v2t

− 1
λ exp(−λt)

exp(−( λ
v1−v2

)(x−v1t−0.3)), for0.3+v1t≤ x≤0.3+v2t ,

0, otherwise.

So, at the end time tend =1, we check the results for the endpoint x1 =v1t+0.3. We get the
exact solution:

u1(x1,tend)=0.60653, u2(x1,tend)=0.

In Table 1 we give the errors for the exact solutions at the end time t = 1 and endpoint
x=v1t+0.3=0.8. The experiments were performed in Matlab 7.0 with a Linux Personal
Computer (PC), 2 GHz with computation accuracy of about 10−313.

Table 1: Numerical results for the first example with the iterative splitting method.

Number of Iterative err1 err2

time partitions Steps

1 2 2.679116×10−1 2.465165×10−1

1 4 1.699365×10−1 3.584424×10−1

1 10 2.702681×10−1 5.327567×10−2

1 50 6.065295×10−1 6.170954×10−7

1 100 6.065307×10−1 7.152770×10−17

5 2 2.472959×100 6.812055×10−1

5 4 1.181408×101 4.757047×100

5 10 4.680711×100 1.496981×100

5 50 8.208500×10−2 7.325327×10−25

5 100 8.208500×10−2 1.299116×10−70

10 2 2.289850×102 7.246663×101

10 4 1.121958×104 4.498364×103

10 10 8.999232×104 2.819985×104

10 50 6.737947×10−3 2.593585×10−34

10 100 6.737947×10−3 3.160841×10−70

Remark 6.1. The benefit of the iterative operator-splitting method can be seen in the
optimal choice of time-steps and iterations. According to our results, smaller time-steps
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are expensive, because the repetition of many linear solver steps are required. But with
further iterations combined with larger time-steps we can achieve more accurate results
with less time-consuming methods. Therefore we propose more iterations and a small
number of time partitions to reach the optimal results.

6.2 Heat equation with nonlinear heat source

In the second test example we examine a two-dimensional heat equation with a nonlinear
heat source [3]:

∂tu(x,y,t)=uxx +uyy−4(1+y2)e−tex+y2
, (6.18)

u(x,y,0)= ex+y2
in Ω=[−1,1]×[−1,1], (6.19)

u(x,y,t)= e−tex+y2
on ∂Ω, (6.20)

with the exact solution

u(x,y,t)= e−tex+y2
. (6.21)

We choose the time interval [0,1] and again apply finite differences for this space with
∆x=2/19. We use the operator-splitting method for decomposition. The domain is split
into two sub-domains. The operator equation is given by

∂tu(x,y,t)= Au+Bu+ f (x,y) ,

where
f (x,y)=−4(1+y2)e−tex+y2

,

and the operators are given by

Au=

{

uxx+uyy for (x,y)∈Ω1 ,
0 for (x,y)∈Ω2 ,

(6.22)

Bu=

{

0 for (x,y)∈Ω1 ,
uxx+uyy for (x,y)∈Ω2 ,

(6.23)

where Ω1∪Ω2 = Ω and Ω1∩Ω2 = ∅. The initial and boundary conditions are given by
equations (6.19)-(6.20).

We choose the splitting intervals Ω1 = [−1,0]×[−1,1] and Ω2 = [0,1]×[−1,1]. The
maximum approximation error is given by

Max-error= |max
i,j

uexact(xi,yj,T)−uapprox(i∆x, j∆x,T)|,

where T =1.
The results of the experiment are presented in Table 2. One can see the decrease in the

maximum error with respect to the number of iterations. Further comparisons to other
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Table 2: Numerical results for the second example with the Iterative Operator Splitting method and BDF3 with
h=10−1.

Iterative Number of Max-error L∞

Steps splitting-partitions

1 1 2.7183e+000
2 1 8.2836e+000
3 1 3.8714e+000
4 1 2.5147e+000
5 1 1.8295e+000

10 1 6.8750e-001
15 1 2.5764e-001
20 1 8.7259e-002
25 1 2.5816e-002
30 1 5.3147e-003
35 1 2.8774e-003

Figure 1: The numerical results of the second example after ten iterations (left) and twenty iterations (right).

methods are made in [22]. Based on these results, the iterative operator splitting-method
appears more accurate.

It can be seen graphically in Fig. 1 that the solution becomes smoother with increasing
numbers of relaxation steps.

Remark 6.2. Here the results of the previous experiments are used to deal with large
time-steps. With the largest time-step and with about 15-20 iterations we achieve our
required maximum error of about 10−2. By using the splitting method we can decouple
to simpler domains and reduce the amount of computational time.
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6.3 Real-life problem: crystal growth apparatus

Here we examine stationary heat conduction in potentially anisotropic materials. We
require the following underlying equations:

−div(Km(θ)∇θ)= fm in Ωm (m∈M), (6.24)

where θ ≥ 0 represents absolute temperature, the symmetric and positive definite ma-
trix Km represents the thermal conductivity tensor in material m, fm ≥ 0 represents heat
sources in material m due to some heating mechanism such as induction or resistance
heating, Ωm is the domain of material m, and M is a finite index set. We consider
the case where the thermal conductivity tensor is a diagonal matrix with temperature-
independent anisotropy so that

Km(θ)=
(

κm
i,j(θ)

)

, where κm
i,j(θ)=

{

αm
i κm

iso(θ) for i= j,

0 for i 6= j,
(6.25)

where κm
iso(θ) > 0 is the potentially temperature-dependent thermal conductivity of the

isotropic case, and αm
i >0 are anisotropy coefficients. For example, the growth apparatus

used in silicon carbide single crystal growth using PVT is usually insulated by graphite
felt, where the fibres are aligned in one particular direction, resulting in a thermal conduc-
tivity tensor of the form (6.25). We apply the finite-volume scheme described in Section
3.1 and consider the anisotropy in the thermal insulation of the physical vapour transport
(PVT) growth apparatus in [18].

The temperature θ is assumed to be continuous throughout the entire domain Ω. Con-
tinuity of the normal component of the heat flux on the interface between different ma-
terials m1 and m2, m1 6= m2, yields the following interface conditions, coupling the heat
equations (6.24):

(

Km1
(θ)∇θ

)

↾
Ωm1

•nm1
=

(

Km2(θ)∇θ
)

↾
Ωm2

•nm1
on Ωm1

∩Ωm2 , (6.26)

where↾ denotes restriction, and nm1
denotes the unit normal vector pointing from mate-

rial m1 to material m2.

We consider two types of outer boundary condition, namely Dirichlet and Robin con-
ditions. To that end, we decompose ∂Ω according to (A-1) thus

(A-1) Let ΓDir and ΓRob be relatively open polyhedral subsets of ∂Ω such that ∂Ω=ΓDir∪
ΓRob, ΓDir∪ΓRob =∅.

The boundary conditions are then

θ = θDir on ΓDir, (6.27a)

−
(

Km(θ)∇θ
)

•nm = ξm (θ−θext,m), a.e. on ΓRob∩∂Ωm, m∈M, (6.27b)
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Ω1 Ω1

Ω2 Ω2

Ω3

Ω4

Ω5

�
��

A
AU

Ω6

� Blind hole
(for cooling and measurements).

Ω1: Insulation (often anisotropic).

Ω2: Graphite crucible.

Ω3: SiC crystal seed.

Ω4: Gas enclosure.

Ω5: SiC powder source.

Ω6: Quartz.

Ω=
6⋃

m=1

Ωm.

Figure 2: The modelled apparatus shown as an axisymmetric domain with regions regions of different materials.

where nm is the outer unit normal to Ωm, θDir≥0 is the given temperature on ΓDir, θext,m≥0
is the given external temperature ambient to ΓRob∩∂Ωm, and ξm >0 is a transition coeffi-
cient. Our geometry of the apparatus is shown in Fig. 2. The radius of the domain is 12cm
and the height is 45.3cm. This represents a growth apparatus used in silicon carbide sin-
gle crystal growth by the PVT method. Ω consists of six subdomains Ωm, m∈{1,··· ,6},
representing the insulation, graphite crucible, SiC crystal seed, gas enclosure, SiC pow-
der source and quartz. Aiming to use realistic functions for the isotropic parts κm

iso(θ) of
the thermal conductivity tensors (cf. (6.25)), the gas enclosure, graphite crucible, insula-
tion and SiC crystal seed, we use the functions given by (A.1), (A.3b), (A.4b) and (A.7b)
in [30]; for κ5

iso(θ) (the SiC powder source), we use [28, (A.1)], and for κ6
iso(θ) (quartz), we

use

κ6
iso(θ)=

(

1.82−1.21·10−3 θ

K
+1.75·10−6 θ2

K2

)

W

mK
. (6.28)

Hence, all functions κm
iso(θ) depend nonlinearly on θ. As mentioned in the introduction

the thermal conductivity in the insulation is typically anisotropic in PVT growth appara-
tus. We therefore vary the anisotropy coefficients (α1

r ,α1
z) of the insulation while keeping

(αm
r ,αm

z ) = (1,1) for all other materials m ∈ {2,3,4,5} in the numerical experiments de-
scribed below.

Heat sources fm 6=0 are present only in the parts of section Ω2 (the graphite crucible)
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which are labelled “uniform heat sources” in the left-hand part of Fig. 3. These parts sat-
isfy 5.4cm≤r≤6.6cm and 9.3cm≤z≤42.0cm. In that region, f2 is set to the constant value
f2 =1.23 MW/m3, which corresponds to a total heating power of 1.8 kW. This serves as
an approximation to the situation typically found in a radio frequency induction-heated
apparatus, where a moderate skin effect concentrates the heat sources within a few mil-
limeters of the conductor’s outer surface.

Here, our main goal is to illustrate the effectiveness of our finite-volume scheme for
computing the temperature field in a realistic complex geometry involving materials with
anisotropic thermal conductivity. If the anisotropy in the thermal conductivity of the in-
sulation is sufficiently large, we expect the isotherms to be almost parallel to the direction
with the larger anisotropy coefficient. Because the use of a Dirichlet boundary condition
(6.27a) can suppress such an alignment of the isotherms, we prefer the Robin condition
(6.27b) on all of ∂Ω. For m∈{1,2,6}, we set θext,m = 500 K and ξm =80W/(m2K).

We now present results of numerical experiments, varying the anisotropy coefficients
(α1

r ,α1
z) in the insulation. In each case, we use a fine grid consisting of 61222 triangles. We

start with the isotropic case (α1
r ,α1

z) = (1,1) depicted on the right-hand side of Fig. 3. In
Fig. 4, we present the simulated temperature fields for the moderately anisotropic cases,
where the anisotropy coeffients are given as (α1

r ,α1
z)= (10,1) in the left figure, (α1

r ,α1
z)=

(1,10) in the middle figure and in the right figure, we have (α1
r ,α1

z) = (10,1) in top and
bottom insulation parts and (α1

r ,α1
z)=(1,10) in insulation side walls.

The maximum temperatures established in the seven experiments are collected in
Table 3.

Table 3: Maximum temperatures for numerical experiments, depending on the anisotropy coefficients (α1
r ,α1

z)
of the insulation (cf. Figs. 3 and 4).

α1
r α1

z maximal temperature
[K]

1 1 1273.18
1 10 1232.15

1-10, mixed 1-10, mixed 1238.38
10 1 918.35

Comparing the temperature fields in Figs. 3 and 4 as well as the maximum tem-
peratures listed in Table 3, we find that any anisotropy reduces the effectiveness of the
thermal insulation. The stronger the anisotropy the less effective the insulation and any
value above unity improves the insulation’s thermal conductivity in that direction. Simi-
larly, when reducing one of the anisotropy coefficients to a value below unity, a stronger
anisotropy would result in improved insulation.

The application of decoupling methods in this real-life application is very important,
because of the complicated domains with different parameters. Each simpler domain can
be computed more accurately and parallel computation is possible. In these presented
examples, we only apply the decomposition methods for the test examples.
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Location of heat sources

uniform heat sources
field
Stationary temperature

1220 K

580 K

820 K

Figure 3: Left: location of the heat sources. Right: computed temperature field for the isotropic case α1
r =α1

z =1,
where the isotherms are spaced at 80 K.

field
Stationary temperature

850 K

750 K

550 K

field
Stationary temperature

1220 K

580 K

800 K

field
Stationary temperature

1220 K

580 K

800 K

Figure 4: Computed temperature fields for the moderately anisotropic cases. Left figure, we deal with (α1
r ,α1

z)=
(10,1) and isotherms spaced at 50 K. Middle figure, we deal with (α1

r ,α1
z)=(1,10) and isotherms spaced at 80 K.

Right figure, we deal with (α1
r ,α1

z)= (10,1) in top and bottom insulation parts, (α1
r ,α1

z)= (1,10) in insulation
side wall and isotherms spaced at 80 K.
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The underlying real-life application can be computed more efficient using spatial de-
composition methods. In subsequent experiments we will show that spatial decomposi-
tion methods are more adaptive to the underlying domains and can benefit from paral-
lelization.

Remark 6.3. We discussed a complex model which can be decoupled using temporal and
spatial decomposition methods, as proposed in the previous test examples, into smaller
parts. These smaller models can be calculated with more efficient methods using less
computational time. Because of this simplification to partial models, complicated models
may be computed using more standard and less time-consuming methods. The coupling
of such partial models can be done with iterative decomposition methods, which are
optimal and quickly implemented.

7 Conclusion

The paper presents computations of a complex model of a crystal growth apparatus.
Based on a complicated model equation, we decouple into simpler sub-problems in both
time and space. These simpler sub-problems are solved by decomposition methods in
time and space. We described a temporal and spatial splitting method of high order that
decreases the splitting error enormously. Because of these new methods, the application
of decomposition methods for time and space is more useful. The theoretical results are
verified with numerical experiments and lastly we present a real-life problem, see [18].
One future direction for the decomposition method would be to to understand the phys-
ical decoupling and apply the method to non-smooth and discontinuous problems. A
second future development would be to recode standard software packages for one spe-
cific application and to couple them with decomposition methods using other standard
software. Both future works aim to reduce the complexity of a given model and solve it
with optimal iterative decomposition methods.
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