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Abstract. In this paper, the three-dimensional lattice kinetic scheme is presented to
simulate incompressible viscous thermal flows. As compared with the standard LBM,
the present scheme has the following good features. It can save the computer mem-
ory since there is no need to store the density distributions. Like the conventional NS
solvers, the implementation of boundary conditions is straightforward since the de-
pendent variables are the macroscopic flow parameters. The easy implementation of
boundary conditions is a good property for solving three-dimensional flow problems.
The present scheme is validated by simulating the three-dimensional natural convec-
tion in an air-filled cubical enclosure, which is heated differentially at two vertical side
walls. The obtained numerical results compare very well with available data in the
literature.

PACS: 47.11.+j, 47.15.-x
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1 Introduction

The lattice Boltzmann method (LBM) is an alternative numerical scheme for simulating
viscous flows [1, 2]. It has been widely used in many kinds of complex flows such as the
turbulent flow, multiphase flow and micro-flow [3]. It has the following good features:
the linear convection operator in the phase space, the pressure calculated using an equa-
tion of state and the use of a minimal set of velocities in the phase space. Furthermore, it
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has the intrinsic feature of parallelism. The only variables for LBM are the density distri-
butions. The mapping from the density distributions to the fluid variables is a straight-
forward summation. In contrast, the inverse mapping from the fluid variables to the
density distributions is somewhat tricky to make, especially for the three-dimensional
problem. However, on the boundaries, the macroscopic fluid variables, instead of the
density distributions, are usually given as the boundary conditions. The inverse map-
ping has to be used on the boundaries. Different ways to make the inverse mapping
form different methods to implement boundary conditions. The bounce-back rule for the
boundary condition is the simplest way to impose on the solid wall. Particles that meet
at a wall point are simply bounced back with a reverse direction. This rule leads to a
non-slip boundary located at somewhere between the wall nodes and the adjacent fluid
nodes [4]. It is found to be only the first order in the numerical accuracy at the bound-
aries [5, 6] and its serious shortcomings have been pointed out by Noble et al [7]. More
sophisticated boundary conditions, which model the non-slip boundary exactly at the
wall nodes, have been proposed by several authors [8, 9]. Among them, the consistent
hydrodynamic boundary condition has been widely used in recent years. It calculates
the unknown density distributions from the velocity boundary conditions and the den-
sity distributions of neighboring fluid nodes near the boundary. This requires that the
unknown density distributions should not exceed the available number of equations for
the density and momentum. For two dimensions, the number of available equations is
three and it is four for three dimensions. However, for the general three-dimensional
problems, the unknown density distributions usually exceed four, especially for the cor-
ner points. The supplementary rules have to be introduced. Chen et al. [10] proposed
a new boundary condition using a second-order extrapolation scheme to obtain the un-
known density distributions on the boundary. Bouzidi et al. [11] proposed a new scheme
for wall boundary conditions. It uses the bounce-back rule and interpolation. Ginzburg
and d’Humiéres [12] presented a general framework for several previously introduced
boundary conditions, such as the bounce-back rule and the linear and quadratic inter-
polations, and designed boundary conditions for general flows which are third-order
kinetic accurate. Starting from the well developed theory of boundary conditions for the
continuous Boltzmann equation, Ansumali and Karlin [13] derived the boundary condi-
tion for the discrete set of velocities. Using this boundary condition, the Knudsen layer
in the Kramers’ problem is reproduced correctly for small Knudsen numbers.

As an alternative approach, the two-dimensional lattice kinetic scheme was proposed
by Inamuro [14]. Similar idea was also proposed by Martys [15]. It is based on the idea
that if the dimensionless relaxation time in the LBM with BGK model is set to unity,
the macroscopic variables can be calculated without using density distributions and the
scheme becomes very similar to the kinetic approach. By merging the LBM with kinetic
scheme, the implementation of boundary conditions is very easy and straightforward
since on the boundaries, only the macroscopic variables are needed as for the conven-
tional NS solvers. This feature is very distinguished as compared with the conventional
LBM when the flow problems with complex geometry are solved. In addition, it can
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save much memory as compared with the standard LBM, because there is no need to
store the density distributions. The original lattice kinetic scheme is limited to the two-
dimensional uniform grids. Its extension to the arbitrary mesh for the two-dimensional
flow problems was made by Peng et al. [16] using the idea of Taylor series expansion-
and least squares- based method.

In practical applications, three-dimensional flows are often encountered. When the
flow problems with curved boundaries are solved, the boundaries cannot be well de-
fined when the uniform grids are used. Even when the flows are confined in the regular
domain, non-uniform grid is preferred at high Reynolds or Rayleigh numbers. In order
to meet these requirements and exploit the good feature of the lattice kinetic scheme in
the implementation of boundary conditions, its extension to three dimensions and its
applications on arbitrary meshes are necessary for its development into a competitive
method.

In this paper, we extended the lattice kinetic scheme to the three-dimensional case and
then apply it to simulate incompressible viscous thermal flows on the arbitrary mesh us-
ing the idea of Taylor series expansion- and least squares- based method. To validate the
new lattice kinetic scheme in three dimensions on the arbitrary mesh, a numerical study
of the three-dimensional natural convection in an air-filled cubical enclosure, which is
heated differentially at two vertical side walls, is carried out. The test problem has many
engineering applications, such as cooling of electronic devices, energy storage systems
and compartment fires. The present results compare very well with available data in the
literature.

2 Methodology

At first, we will give a description on the three-dimensional lattice kinetic scheme on the
uniform grid. Then, we will further extend its use on the arbitrary mesh.

2.1 Three-dimensional lattice kinetic scheme

We will take the particle velocity model of D3Q15 as an example to illustrate the three-
dimensional lattice kinetic scheme. The configuration of D3Q15 is shown in Fig. 1, and
its velocities are defined as:

eα =







0 α=0,
(±1,0,0),(0,±1,0),(0,0,±1) α=1−6,
(±1,±1,±1) α=7−14.

(2.1)

The evolution equation for the density distribution fα(x,t) with the particle velocity eα

can be written as

fα(x,t+δt)= fα(x−eαδt,t)−
fα(x−eαδt,t)− f

eq
α (x−eαδt,t)

τ
, α=0,1,.. . ,N, (2.2)
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Figure 1: The lattice velocities of D3Q15.

where τ is the single relaxation time; f
eq
α is the corresponding density equilibrium distri-

bution function; δt is the time step and N is the number of discrete particle velocities. On
the uniform grid, δt is chosen so that the particles travel one-lattice spacing during this
time. When D3Q15 is used, the equilibrium distribution function can be chosen as

f
eq
α =wαρ

[

1+3eα ·V +
9(eα ·V )2

2
−

3V
2

2

]

, (2.3)

where w0=2/9, wα=1/9 for α= 1-6 and wα=1/72 for α= 7-14. The macroscopic density
ρ and fluid velocity V are calculated in terms of the density distributions as

ρ=
14

∑
α=0

fα, V =
1

ρ

14

∑
α=0

fαeα. (2.4)

The pressure p is computed from the equation of state by

p=
ρ

3
(2.5)

and the kinematic viscosity υ is given by

υ=
1

3

(

τ−
1

2

)

δt. (2.6)
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When the dimensionless relaxation time τ in equation (2.2) is set to unity, we can obtain

fα(x,t+δt)= f
eq
α (x−eαδt,t). (2.7)

Then using equation (2.3), we can get

ρ(x,t+δt)=
14

∑
α=0

f
eq
α (x−eαδt,t),

ρ(x,t+δt)V (x,t+δt)=
14

∑
α=0

f
eq
α (x−eαδt,t)eα.

(2.8)

By using equations (2.3) and (2.8), one can calculate the density and fluid velocity without
using the density distributions. The pressure is obtained with equation (2.5) and the
kinematic viscosity is given by

υ=
1

6
δt. (2.9)

This yields a very small time step at high Reynolds numbers. In order to remove this
shortcoming, we modify f

eq
α to the following form [17]

f
eq
α =wαρ

[

1+3eα ·V +
9(eα ·V)2

2
−

3V
2

2
+Aδt

(

∂uδ

∂xγ
+

∂uγ

∂xδ

)

eαδeαγ

]

. (2.10)

There are other kinetic models proposed in [18–24]. By use of the Chapman-Enskog ex-
pansion or Grad’s moment method, BGK-models with proper Prandtl number or being
consistent with equilibrium thermodynamics can be derived.

In the same way, the lattice kinetic scheme for the temperature T is

T(x,t+δt)=
14

∑
α=0

g
eq
α (x−eαδt,t) (2.11)

with
g

eq
α =wαT [1+3eα ·V ]+wαBδt(eα ·∇T). (2.12)

By doing the Chapman-Enskog expansion, the following NS equation system can be ob-
tained:

∇·V =0 (2.13)

∂V

∂t
+(V ·∇)V =−∇p+υ∇2

V (2.14)

∂T

∂t
+(V ·∇)T =χ∇2T, (2.15)

with the kinematic viscosity

υ=

(

1

6
−

2

9
A

)

δt, (2.16)
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and the thermal diffusivity

χ=

(

1

6
−

1

3
B

)

δt. (2.17)

Note that in equations (2.10) and (2.12), the equilibrium distribution functions f eq and
geq can be calculated by using the particle velocities and macroscopic variables. There-
fore, by using equations (2.8) and (2.11), one can calculate the macroscopic variables
without using the density distributions. This can save a lot of memory space for the
three-dimensional flows.

2.2 Three-dimensional lattice kinetic scheme on arbitrary mesh

In order to extend the use of three-dimensional lattice kinetic scheme on the arbitrary
mesh, the idea of the Taylor series expansion and least squares optimization is introduced
in the lattice kinetic scheme. The details of these techniques can be found in [25]. These
techniques and their use in the standard LBM can be applied in the lattice kinetic scheme.
It has been successfully tested on the two dimensional case [16]. In this paper, we will
apply these techniques to the three dimensional case.

Suppose that the calculation point is at the grid point P(x,y,z,t). As seen from equa-
tion (2.8), for the original lattice kinetic scheme, the macroscopic density and velocity
can be calculated as the function of f

eq
α (x−eαxδt, y−eαyδt, z−eαzδt,t). For a uniform lat-

tice, δx = eαxδt, δy= eαyδt, δz = eαzδt. So, (x−eαxδt, y−eαyδt, z−eαzδt) is at the grid point

and the values of f
eq
α (x−eαδt, t) can be easily determined from equation (2.10). In other

words, equation (2.8) can be used to update the density and velocity exactly at the grid
points. However, for a non-uniform grid, (x−eαxδt, y−eαyδt,z−eαzδt) is usually not at

the grid point (x−δx, y−δy, z−δz). So the values of f
eq
α (x−eαδt, t) cannot be obtained

from equation (2.10) directly since only the macroscopic properties such as the density
and flow velocity at every mesh point are known. As a result, the density and velocity at
the new time level cannot be obtained using equation (2.8). In order to get the values of
f

eq
α (x−eαδt,t), the Taylor series expansion in the spatial direction is applied.

Let point P represent the calculation point (xP, yP, zP, t), points Q0 - Q14 represent the
position (x−eαxδt, y−eαyδt, z−eαzδt, t) and points P1 - P14 represent the position (xPi

, yPi
,

zPi
, t) with xPi

= xP−δxi, yPi
=yP−δyi, zPi

= zP−δzi. So, equation (2.8) gives

ρ(x,t+δt)=
14

∑
α=0

f
eq
α (xα,t),

ρ(x,t+δt)V(x,t+δt)=
14

∑
α=0

f
eq
α (xα,t)eα,

(2.18)

where x0 = xP, xα = xQα
, α=1-14.

For the general case, Q1-Q14 may not coincide with the mesh points P1-P14. We will
take the point Q1 as an example. Q1 may not coincide with the mesh point P1. Since
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f
eq
α (P1,t) is known, we can build the connection between f

eq
α (Q1,t) and f

eq
α (P1,t) by using

the Taylor series expansion to the second order derivative terms. That is

f
eq
α (P1,t)= f eq

α
(Q1,t)+∆xP1

∂ f
eq
α (Q1,t)

∂x
+∆yP1

∂ f
eq
α (Q1,t)

∂y
+∆zP1

∂ f
eq
α (Q1,t)

∂z

+
1

2
(∆xP1

)2 ∂2 f eq
α

(Q1,t)

∂x2
+

1

2
(∆yP1

)2 ∂2 f eq
α

(Q1,t)

∂y2
+

1

2
(∆zP1

)2 ∂2 f eq
α

(Q1,t)

∂z2

+(∆xP1
∆yP1

)
∂2 f eq

α
(Q1,t)

∂x∂y
+(∆xP1

∆zP1
)

∂2 f eq
α

(Q1,t)

∂x∂z

+(∆yP1
∆zP1

)
∂2 f eq

α
(Q1,t)

∂y∂z
+O[(∆xP1

)3,(∆yP1
)3(∆zP1

)3], (2.19)

where ∆xP1
= xP1

−(xP−eαxδt), ∆yP1
= yP1

−
(

yP−eαyδt
)

, ∆zP1
= zP1

−(zP−eαzδt). For the
three-dimensional case, this expansion involves 10 unknowns, that is, one equilibrium
distribution function at the point Q1, three first order derivatives, and six second-order
derivatives at the same point. To solve for these unknowns, 10 equations are needed to
close the system. This can be done by building the connections with other mesh points,
which is made by applying the second-order Taylor series expansion at the other 9 points:
P0, P2 - P9. The following equation system can be obtained:

f ′k ={sk}
T{W}=

9

∑
j=0

sk,jWj, k= P0-P9, (2.20)

where

f ′k = f
eq
α (xk,yk,zk,t),

{sk}
T ={1,∆xk ,∆yk,∆zk,(∆xk)

2/2,(∆yk)
2/2,(∆zk)

2/2,∆xk∆yk,∆xk∆zk,∆yk∆zk},

{W}={ f
eq
α ,∂ f

eq
α /∂x,∂ f

eq
α /∂y,∂ f

eq
α /∂z,∂2 f

eq
α /∂x2,∂2 f

eq
α /∂2y,∂2 f

eq
α /∂2z,

∂2 f
eq
α /∂x∂y,∂2 f

eq
α /∂x∂z,∂2 f

eq
α /∂y∂z}T .

Our target is to find the first element W1 = f eq
α

(Q1,t). Equation system (2.20) can be put
into the following matrix form

[S]{W}={ f ′}, (2.21)

where [S] is a matrix formed by the vector {sk}. In practical applications, it was found
that the matrix [S] might be singular or ill-conditioned using only ten points (P0 - P9). To
overcome this difficulty and make the method be more general, more points are added
and the least squares optimization [26] was introduced to optimize the over-constrained
approximation by equation (2.21). As a result, the equation system for {W} becomes

{W}=
(

[S]T [S]
)−1

[S]T{ f ′}=[A]{ f ′}. (2.22)
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From equation (2.22), we can have

f
eq
α (Q1,t)=W1 =

M−1

∑
k=0

a1,k f ′k, (2.23)

where a1,k are the elements of the first row of the matrix [A], which is determined by the
coordinates of the mesh points, the particle velocity and time step size, and will not be
changed in the calculation procedure, M is the number of the points used and should
be greater than 10. In the present study, a structured grid is used, and M is taken as 15.
This means that for a reference mesh point P, we need to select its fourteen neighboring
points to compute the coefficients in equation (2.23). The above procedure shows the cal-
culation of f

eq
α (Q1,t) and the same procedure can be applied to calculate the equilibrium

distribution function at other points such as Q0, Q2 - Q14. Then the density and velocity
can be obtained by

ρ(x,t+δt)= ∑
Q0−Q14

M−1

∑
k=0

a1,k f ′k,

ρ(x,t+δt)V (x,t+δt)= ∑
Q0−Q14

M−1

∑
k=0

a1,k f ′keα.

(2.24)

We can calculate the coefficients in equation (2.24) once and store them in advance, so
little computational effort is introduced as compared with the original lattice kinetic
scheme. On the other hand, equation (2.24) is nothing to do with the mesh structure.
It only needs the information on coordinates of the mesh points. Thus, we can say that
equation (2.24) can be consistently used to any kind of mesh structure. On the other hand,
we have to indicate that, as compared to the original lattice kinetic scheme, the present
method requires much more memory to store the coefficients a1,k. This is the price paid
for its application to the arbitrary mesh.

The same procedure can be applied to the calculation of g
eq
α (x−eαδt,t) so that the

temperature can be obtained. If we use the same particle velocity model and neighboring
points, the geometry matrix for g

eq
α (x−eαδt,t) is the same as for f

eq
α (x−eαδt,t), which can

save the computational time and memory space. The temperature can be obtained by

T(x,t+δt)= ∑
Q0−Q14

M−1

∑
k=0

a1,kg′k, (2.25)

where g′k = g
eq
α (xk,yk,t).

The equation systems (2.10), (2.16), (2.24) for the density, velocity and (2.12), (2.17),
(2.25) for the temperature form our new three-dimensional lattice kinetic scheme on the
arbitrary mesh.

As seen from equations (2.10) and (2.12), there exist velocity and temperature gradi-
ents, which are needed to be calculated by the finite-difference technique.
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Figure 2: Configuration of the natural convection in a cubical cavity.

3 Implementation of boundary conditions

On the boundaries, usually the macroscopic variables and their first order derivatives are
specified. These conditions can be implemented directly for the lattice kinetic scheme in
the same way as for the conventional computational fluid dynamics (CFD) solvers. This
is one of the attractive advantages of the lattice kinetic scheme over the standard LBM as
pointed out in the introduction. In order to illustrate this, we will take the left vertical
wall of a cubic enclosure as an example. Suppose that HJNL as shown in Fig. 2 is the left
vertical wall for the flow configuration. For the conventional LBM, at the boundary line
HJ, the density distributions at the directions 1, 5, 7, 9, 10, 11, 13 and 14 are unknowns.
The number of the unknown density distributions exceeds 4, so the consistent hydro-
dynamic boundary condition cannot be directly used. Usually, the bounce-back rule of
the non-equilibrium distribution proposed by Zou and He [27] can be used. So the den-
sity distributions at the directions 1, 5, 7 and 11 can be determined from the boundary
condition. However, the two density distributions at the directions 9, 10, 13 and 14 are
still not determined. Assumptions have to be introduced. When Neumann boundary
conditions are encountered, things become more complicated. However, for the lattice
kinetic scheme, on the boundaries, the given macroscopic variables and their first order
derivatives can be implemented directly. There is no need to make any assumption or
introduce any supplementary condition.
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4 Numerical simulation

In order to validate the application of the lattice kinetic scheme in the three dimensional
case, the computations for a sample problem are carried out. The problem considered
is a natural convection in a three-dimensional cubical cavity with two vertical side walls
maintained at different temperatures. The temperature difference between the walls in-
troduces a temperature gradient in a fluid, and the consequent density difference induces
the fluid motion, that is, convection. The remaining walls are adiabatic. The definition of
this problem and boundary conditions are displayed in Fig. 2.

4.1 Buoyancy force and dimensionless parameters

The Boussinesq approximation is applied to the buoyancy force term. This means that
the properties β and υ are considered as constants, the density ρ is constant, and the
buoyancy term is assumed to depend linearly on the temperature,

ρG =ρβg0 (T−Tm)k, (4.1)

where β is the thermal expansion coefficient; g0 is the acceleration due to gravity; Tm =
(TH +TL)/2 is the average temperature, in which TL and TH are low and high temper-
atures on the side walls, respectively; k is the vertical direction opposite to that of the
gravity. Correspondingly, the external force term 3wαgβ(T−Tm)eαzδt is added to the
density equilibrium distribution function (2.10).

The dimensionless parameters for this natural convection problem are Prandtl num-
ber Pr and Rayleigh number Ra defined by

Pr=υ
/

χ (4.2)

Ra=
β∆Tg0L3

υχ
, (4.3)

where ∆T =TH−TL and L is the height of the cubic cavity.

In equation (4.3),
√

βg0∆TL is the characteristic velocity. To ensure the code working
properly in the near-incompressible regime, the value of

√

βg0∆TL should be carefully
chosen. It is chosen to be 0.1 at low Rayleigh numbers and 0.15 at high Rayleigh num-
bers. This means that the Mach number is 0.1 at low Rayleigh numbers and 0.15 at high
Rayleigh numbers.

Once the two dimensionless parameters Pr and Ra are given, the kinematic viscosity
and thermal diffusivity are determined by solving equations (4.2) and (4.3). Then the
two parameters A and B in equations (2.10) and (2.12) can be determined through the
relationships expressed by equations (2.16) and (2.17).

The Nusselt number Nu is one of the most important dimensionless parameters in
describing the convective heat transport. The Nusselt numbers at the isothermal walls
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Y

Figure 3: Typical non-uniform mesh system of a cubic cavity.

are defined as

Numean (y)=
∫ 1

0

∂T(y,z)

∂x

∣

∣

∣

∣

x=0 or x=1

dz (4.4)

Nuoverall =
∫ 1

0
Numean(y)dy. (4.5)

4.2 Grid and convergence criterion

In the present simulation, a non-uniform grid is used. The grid size used is 101×101×101.
The non-uniform grid is formed by stretching the mesh points near the walls, which is
shown in Fig. 3. The time step is the minimum grid distance. The convergence criterion
for all the cases is set to

max
i,j,k

∣

∣

∣

∣

√

(u2+v2+w2)n+1−
√

(u2+v2+w2)n

∣

∣

∣

∣

≤10−7,

max
i,j,k

∣

∣

∣
Tn+1−Tn

∣

∣

∣
≤10−7,

(4.6)

where n and n+1 represent the old and new time levels, respectively.

4.3 Validation of the numerical results and analysis of flow and thermal fields

Numerical simulations of the natural convection in a cubic cavity at Rayleigh numbers
of 103 to 105 are carried out. Table 1 shows the representative quantities of the flow field
and the heat transfer rates in the symmetry plane (y=0.5). The overall Nusselt number
on the isothermal wall of x=0 for each Rayleigh number is also shown in this table. The
numerical results of an N-S solver using a high-resolution finite difference method [28]
are included for comparison.
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Table 1: Comparison of the representative field parameters between the present lattice kinetic scheme and a
Navier-Stokes solver [28].

Ra 103 104 105

Method Present NS solver Present NS solver Present NS solver

umax 0.132 0.1314 0.207 0.2013 0.147 0.1468

z 0.180 0.2000 0.170 0.1833 0.150 0.1453

vmax 0.133 0.1320 0.219 0.2252 0.250 0.2471

x 0.820 0.8333 0.880 0.8833 0.930 0.9353

Numax 1.420 1.420 3.630 3.652 7.89 7.795

z 0.090 0.08333 0.162 0.1623 0.09 0.08256

Numin 0.750 0.7639 0.600 0.6110 0.80 0.7867

z 1.0 1.0 1.0 1.0 1.0 1.0

Numean 1.098 1.105 2.297 2.302 4.659 4.646

Nuoverall 1.076 1.085 2.088 2.100 4.378 4.361

In the symmetry plane of y = 0.5, the representative quantities of the flow field in-
clude: the maximum horizontal velocity umax on the vertical mid-line in this plane and
its location z, the maximum vertical velocity vmax on the horizontal mid-line and its lo-
cation x. The representative quantities of the heat transfer rates in this symmetry plane
contain the following Nusselt numbers defined at the vertical boundary x=0. They are:
the maximum value of the local Nusselt number Numax and its location z, the minimum
value of the local Nusselt number Numin and its location z, and the average Nusselt num-
ber Numean. The grid size of 32×32×32 is used for Ra=103, 64×64×64 for Ra=104 and
Ra = 105 by the NS solver. From the table, we can see that the numerical results using
the present three-dimensional lattice kinetic scheme agree very well with the benchmark
data. There are little differences between some representative quantities. This shows
that the three-dimensional lattice kinetic scheme has the capability for the real thermal
applications.

The streamlines and isotherms in the symmetry plane of y=0.5 for Ra=103 to Ra=105

are shown in Figs. 4 to 6. They compare well with the contours obtained by Sivalo-
ganathan using the pseudospectral method [29]. They are qualitatively similar to those
in the two-dimensional thermal cavity. However, the three dimensional effect is notable
and it can be represented in the overall Nusselt number at the isothermal walls, which is
to be described in the following section.

4.4 The overall Nusselt number at the isothermal walls

The non-dimensional heat transfer rate on the isothermal walls is a very important pa-
rameter in the engineering application. From Table 1, we can see that for Ra = 103, the
overall Nusselt number at the heated wall is 1.076, while for the two-dimensional square
cavity, the average Nusselt number on the heated wall is 1.117. The three-dimensional
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Figure 4: Streamlines and isotherms for Ra=103 in a cubical cavity (y=0.5).

Figure 5: Streamlines and isotherms for Ra=104 in a cubical cavity (y=0.5).

Figure 6: Streamlines and isotherms for Ra=105 in a cubical cavity (y=0.5).
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Figure 7: Distribution of the mean Nusselt number in the y-direction for Ra=103.

result of the overall Nusselt number is smaller than that in two dimensions, which shows
the effect of the side walls. This observation agrees well with the results shown in Fig. 7.
Fig. 7 represents the profile of the mean Nusselt number along the y-direction on the
heated wall of x = 0 for Ra = 103. The mean Nusselt number increases as the symmetry
plane is approached, and its peak value occurs at the symmetry plane located at y=0.5.
The peak value at the symmetry plane is still smaller than the two-dimensional aver-
age Nusselt number. So the overall Nusselt number should be smaller than the two-
dimensional result. The same trend is applied to Ra=104 and Ra=105.

5 Conclusions

The lattice kinetic scheme is successfully extended and applied to the three-dimensional
incompressible viscous thermal flows on the arbitrary mesh. The present scheme uses
the macroscopic flow parameters such as density, velocity and temperature as depen-
dent variables. The numerical results of the three-dimensional natural convection in
an air-filled cubical enclosure obtained by present scheme agree well with the available
benchmark data. It shows that the proposed scheme is very suitable for the practical
applications.
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[22] S. Ansumali, I. V. Karlin and H. C. Öttinger, Minimal entropic kinetic models for hydrody-
namics, Europhys. Lett., 63 (2003), 798-804.

[23] C. D. Levemore, Moment closure hierarchies for kinetic theories, J. Stat. Phys., 5-6 (1996),
1021-1065.

[24] P. Andries, P. L. Tallec, J. P. Perlat and B. Perthame, The Gaussian-BGK model of Boltzmann
equation with small Prandtl number, Eur. J. Mech. B Fluids, 19 (2000), 813-830.

[25] C. Shu, Y. T. Chew and X. D. Niu, Least square-based lattice Boltzmann method: A meshless
approach for simulation of flows with complex geometry, Phys. Rev. E., 64 (2001), 045701.

[26] G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd Ed., Johns Hopkins University



254 Y. Peng, C. Shu and Y. T. Chew / Commun. Comput. Phys., 2 (2007), pp. 239-254

Press, Maryland, USA, 1996.
[27] Q. Zou and X. He, On pressure and velocity boundary conditions for the lattice Boltzmann

BGK model, Phys. Fluids., 9 (1997), 1591-1598.
[28] F. Fusegi, J. M. Hyun, K. Kuwahara and B. Farouk, A numerical study of three-dimensional

natural convection in a differentially heated cubical enclosure, Int. J. Heat Mass Tran., 34(6)
(1991), 1543-1557.

[29] S. Sivaloganathan and A. Karageorghis, Numerical solution of the 3-D Buoyancy driven
cavity problem by a pseudospectral method, App. Math. Comp., 75 (1996), 43-58.


