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#### Abstract

In this paper, the time-dependent Maxwell's equations used to modeling wave propagation in dispersive lossy bi-isotropic media are investigated. Existence and uniqueness of the modeling equations are proved. Two fully discrete finite element schemes are proposed, and their practical implementation and stability are discussed.
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## 1 Introduction

The research on numerical analysis and modeling of electromagnetic wave propagation in dispersive media (especially metamaterials) has been a subject of increasing interest over the recent years (cf. [1,6,10-14,16,19-21] and references cited therein). In this paper, we consider the wave propagation problem in dispersive lossy bi-isotropic (BI) media, which are characterized by more complicated constitutive relations than those classical dispersive media models such as Debye and Lorentz models [10]. In BI media, the magnetic and electric fields are coupled. Electromagnetic waves in such media have some interesting characteristics such as optical rotatory dispersion [15].

[^0]Though some FDTD schemes (cf. [7]) have been developed for solving BI media, to our best knowledge, there is no rigorous mathematical analysis (such as the existence and uniqueness) of this model. Furthermore, to overcome the disadvantage of FDTD schemes for complex geometric problems, it is interesting to develop some finite element method for modeling wave propagation in BI media. Our major goal of this paper is to initiate the analysis of these new modeling equations and develop some efficient finite element methods to solve them.

In this paper, we denote $C$ (sometimes with a sub-index) a generic constant independent of the mesh size $h$ and the time step size $\Delta t$. We also use some common notations [17]:

$$
\begin{aligned}
& H(\operatorname{div} ; \Omega)=\left\{\boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3}: \nabla \cdot \boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3}\right\}, \\
& H(\operatorname{curl} ; \Omega)=\left\{\boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3}: \nabla \times \boldsymbol{v} \in\left(L^{2}(\Omega)\right)^{3}\right\}, \\
& H_{0}(\operatorname{curl} ; \Omega)=\{\boldsymbol{v} \in H(\operatorname{curl} ; \Omega): \boldsymbol{n} \times \boldsymbol{v}=\mathbf{0} \text { on } \partial \Omega\},
\end{aligned}
$$

for any bounded Lipschitz polyhedral domain $\Omega$ in $\mathcal{R}^{3}$ with connected boundary $\partial \Omega$. Moreover, we let $\left(H^{\alpha}(\Omega)\right)^{3}$ be the standard Sobolev space equipped with norm $\|\cdot\|_{\alpha}$. When $\alpha=0$, we just denote $\|\cdot\|_{0}$ for the $\left(L^{2}(\Omega)\right)^{3}$ norm.

The rest of the paper is organized as follows. In Section 2, we first present the timedependent governing equations for modeling wave propagation in BI media. Then we prove the existence and uniqueness of the modeling equations. We also present a stability result. In Section 3, we develop two fully-discrete finite element schemes for solving the BI media model equations. Solvability, stability of these schemes are discussed. Finally, we conclude the paper in Section 4.

## 2 The governing equations

The description of the dispersive lossy BI media is given by the constitutive relations [15]:

$$
\begin{align*}
& \boldsymbol{D}=\boldsymbol{\boldsymbol { D }}(\omega) \boldsymbol{E}+\sqrt{\boldsymbol{\epsilon}_{0} \mu_{0}}(\chi-i \kappa(\omega)) \boldsymbol{H},  \tag{2.1a}\\
& \boldsymbol{B}=\mu(\omega) \boldsymbol{H}+\sqrt{\boldsymbol{\epsilon}_{0} \mu_{0}}(\chi+i \kappa(\omega)) \boldsymbol{E}, \tag{2.1b}
\end{align*}
$$

where $\boldsymbol{E}$ and $\boldsymbol{H}$ denote the electric field and magnetic field, $\boldsymbol{D}$ and $\boldsymbol{B}$ denote the electric and magnetic flux densities respectively, $\epsilon_{0}$ and $\mu_{0}$ are the vacuum permittivity and permeability respectively, the number $i=\sqrt{-1}, \chi \geq 0$ is the nonreciprocity parameter, and $\kappa(\omega)$ is the chirality parameter. Furthermore, the permittivity $\epsilon(\omega)$ and permeability $\mu(\omega)$ depend on the wave frequency $\omega$. Experiments found that a Condon model can be used to describe the frequency of the chirality $\kappa(\omega)$, and both $\epsilon(\omega)$ and $\mu(\omega)$ follow a second-order Lorentz model. Since the resonance frequencies of $\kappa(\omega), \epsilon(\omega)$ and $\mu(\omega)$ are found to be very close in experiments, in practice they are assumed to be the same, in which case, the frequency domain constitutive relations (2.1a)-(2.1b) are expressed as
(we corrected some typos of (3)-(4) in [7]):

$$
\begin{align*}
& \boldsymbol{D}=\epsilon_{0} \epsilon_{\infty} \boldsymbol{E}+\frac{\epsilon_{0}\left(\epsilon_{s}-\epsilon_{\infty}\right) \omega_{0}^{2}}{\omega_{0}^{2}-\omega^{2}+i 2 \omega_{0} \xi \omega} \boldsymbol{E}+\frac{\chi}{c_{v}} \boldsymbol{H}-\frac{i}{c_{v}} \frac{\omega \tau \omega_{0}^{2}}{\omega_{0}^{2}-\omega^{2}+i 2 \omega_{0} \xi \omega} \boldsymbol{H},  \tag{2.2a}\\
& \boldsymbol{B}=\mu_{0} \mu_{\infty} \boldsymbol{H}+\frac{\mu_{0}\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}^{2}}{\omega_{0}^{2}-\omega^{2}+i 2 \omega_{0} \xi \omega} \boldsymbol{H}+\frac{\chi}{c_{v}} \boldsymbol{E}+\frac{i}{c_{v}} \frac{\omega \tau \omega_{0}^{2}}{\omega_{0}^{2}-\omega^{2}+i 2 \omega_{0} \xi \omega} \boldsymbol{E}, \tag{2.2b}
\end{align*}
$$

where $c_{v}=1 / \sqrt{\epsilon_{0} \mu_{0}}$ represents the light speed in vacuum, $\xi \in[0,1)$ is the loss parameter, $\epsilon_{s}$ and $\epsilon_{\infty}$ are the permittivities at zero and infinity frequencies, respectively, $\mu_{s}$ and $\mu_{\infty}$ are the permeabilities at zero and infinity frequencies, respectively, and $\tau>0$ is a time constant.

Using the following rules

$$
i \omega \rightarrow \frac{\partial}{\partial t^{\prime}} \quad \omega^{2} \rightarrow-\frac{\partial^{2}}{\partial t^{2}},
$$

the constitutive equations (2.2a)-(2.2b) can be written in time domain as

$$
\begin{align*}
\frac{\partial^{2} \boldsymbol{D}}{\partial t^{2}}+2 \omega_{0} \xi \frac{\partial \boldsymbol{D}}{\partial t}+\omega_{0}^{2} \boldsymbol{D}= & \epsilon_{0} \epsilon_{\infty} \frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi \frac{\partial \boldsymbol{E}}{\partial t}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \boldsymbol{E} \\
& +\frac{\chi}{c_{v}}\left(\frac{\partial^{2} \boldsymbol{H}}{\partial t^{2}}+2 \omega_{0} \xi \frac{\partial \boldsymbol{H}}{\partial t}+\omega_{0}^{2} \boldsymbol{H}\right)-\frac{\tau}{c_{v}} \omega_{0}^{2} \frac{\partial \boldsymbol{H}}{\partial t},  \tag{2.3a}\\
\frac{\partial^{2} \boldsymbol{B}}{\partial t^{2}}+2 \omega_{0} \xi \frac{\partial \boldsymbol{B}}{\partial t}+\omega_{0}^{2} \boldsymbol{B}= & \mu_{0} \mu_{\infty} \frac{\partial^{2} \boldsymbol{H}}{\partial t^{2}}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi \frac{\partial \boldsymbol{H}}{\partial t}+\mu_{0} \mu_{s} \omega_{0}^{2} \boldsymbol{H} \\
& +\frac{\chi}{c_{v}}\left(\frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}+2 \omega_{0} \xi \frac{\partial \boldsymbol{E}}{\partial t}+\omega_{0}^{2} \boldsymbol{E}\right)+\frac{\tau}{c_{v}} \omega_{0}^{2} \frac{\partial \boldsymbol{E}}{\partial t} . \tag{2.3b}
\end{align*}
$$

To make the problem complete, (2.3a)-(2.3b) need to be coupled with the Ampere's law and Faraday's law written as follows:

$$
\begin{align*}
& \frac{\partial \boldsymbol{D}}{\partial t}=\nabla \times \boldsymbol{H}  \tag{2.4a}\\
& \frac{\partial \boldsymbol{B}}{\partial t}=-\nabla \times \boldsymbol{E} . \tag{2.4b}
\end{align*}
$$

Furthermore, we assume that the governing equations (2.2a)-(2.3b) are subject to the perfectly conducting (PEC) boundary condition

$$
\begin{equation*}
\boldsymbol{n} \times \boldsymbol{E}=\mathbf{0} \quad \text { on } \partial \Omega \text {, } \tag{2.5}
\end{equation*}
$$

and initial conditions

$$
\begin{array}{llll}
E(x, 0)=E_{0}(x), & H(x, 0)=H_{0}(x), & D(x, 0)=D_{0}(x), & B(x, 0)=B_{0}(x), \\
E_{t}(x, 0)=E_{1}(x), & H_{t}(x, 0)=H_{1}(x), & D_{t}(x, 0)=D_{1}(x), & B_{t}(x, 0)=B_{1}(x) \tag{2.6b}
\end{array}
$$

where $\boldsymbol{n}$ is the unit outward normal to $\partial \Omega$, and $\boldsymbol{E}_{i}, \boldsymbol{H}_{i}, \boldsymbol{B}_{i}$ and $\boldsymbol{D}_{i}, i=0,1$, are some given functions.

In the rest of this section, we shall show that the problem (2.3a)-(2.6b) is well-posed.
For a function $u(t)$ defined for $t \geq 0$, let us denote its Laplace transform by $\hat{u}(s)=$ $\mathcal{L}(u)=\int_{0}^{\infty} e^{-s t} u(t) d t$. Taking the Laplace transform of (2.3a)-(2.4b), we have
(i) $s^{2} \hat{\boldsymbol{D}}+2 \omega_{0} \xi_{s} \hat{\boldsymbol{D}}+\omega_{0}^{2} \hat{\boldsymbol{D}}=\epsilon_{0} \epsilon_{\infty} s^{2} \hat{\boldsymbol{E}}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi_{s} \hat{\boldsymbol{E}}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \hat{\boldsymbol{E}}$

$$
\begin{equation*}
+\frac{\chi}{c_{v}}\left(s^{2} \hat{\boldsymbol{H}}+2 \omega_{0} \tilde{\xi}_{s} \hat{\boldsymbol{H}}+\omega_{0}^{2} \hat{\boldsymbol{H}}\right)-\frac{\tau}{c_{v}} \omega_{0}^{2} s \hat{\boldsymbol{H}}+\tilde{F}_{0}(s), \tag{2.7a}
\end{equation*}
$$

(ii) $s^{2} \hat{\boldsymbol{B}}+2 \omega_{0} \xi_{s} \hat{\boldsymbol{B}}+\omega_{0}^{2} \hat{\boldsymbol{B}}=\mu_{0} \mu_{\infty} s^{2} \hat{\boldsymbol{H}}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi_{s} \hat{\boldsymbol{H}}+\mu_{0} \mu_{s} \omega_{0}^{2} \hat{\boldsymbol{H}}$

$$
\begin{equation*}
+\frac{\chi}{c_{v}}\left(s^{2} \hat{\boldsymbol{E}}+2 \omega_{0} \xi s \hat{\boldsymbol{E}}+\omega_{0}^{2} \hat{\boldsymbol{E}}\right)+\frac{\tau}{c_{v}} \omega_{0}^{2} s \hat{\boldsymbol{E}}+\tilde{G}_{0}(s), \tag{2.7b}
\end{equation*}
$$

(iii) $s \hat{\boldsymbol{D}}-\boldsymbol{D}_{0}=\nabla \times \hat{\boldsymbol{H}}$,
(iv) $s \hat{\boldsymbol{B}}-\boldsymbol{B}_{0}=-\nabla \times \hat{\boldsymbol{E}}$,
where we have absorbed all related initial conditions into $\tilde{F}_{0}(s)$ and $\tilde{G}_{0}(s)$, i.e.,

$$
\begin{aligned}
\tilde{F}_{0}(s)= & s \boldsymbol{D}_{0}+\boldsymbol{D}_{1}+2 \omega_{0} \xi \boldsymbol{D}_{0}-\epsilon_{0} \epsilon_{\infty}\left(s \boldsymbol{E}_{0}-\boldsymbol{E}_{1}\right)-2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi \boldsymbol{E}_{0} \\
& -\frac{\chi}{c_{v}}\left(s \boldsymbol{H}_{0}+\boldsymbol{H}_{1}+2 \omega_{0} \xi \boldsymbol{H}_{0}\right)+\frac{\tau \omega_{0}^{2}}{c_{v}} \boldsymbol{H}_{0}, \\
\tilde{G}_{0}(s)= & s \boldsymbol{B}_{0}+\boldsymbol{B}_{1}+2 \omega_{0} \xi \boldsymbol{B}_{0}-\mu_{0} \mu_{\infty}\left(s \boldsymbol{H}_{0}+\boldsymbol{H}_{1}\right)-2 \mu_{0} \mu_{\infty} \omega_{0} \xi \boldsymbol{H}_{0} \\
& -\frac{\chi}{c_{v}}\left(s \boldsymbol{E}_{0}+\boldsymbol{E}_{1}+2 \omega_{0} \xi \boldsymbol{E}_{0}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}} \boldsymbol{E}_{0} .
\end{aligned}
$$

Multiplying (2.7a) and (2.7b) by $s$, and using (2.7c) and (2.7d) respectively, we obtain

$$
\begin{align*}
& -p(s) \nabla \times \hat{\boldsymbol{E}}=q(s) \hat{\boldsymbol{H}}+\left(\frac{\chi}{c_{v}} s p(s)+\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right) \hat{\boldsymbol{E}}+G_{0}(s),  \tag{2.8a}\\
& p(s) \nabla \times \hat{\boldsymbol{H}}=r(s) \hat{\boldsymbol{E}}+\left(\frac{\chi}{c_{v}} s p(s)-\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right) \hat{\boldsymbol{H}}+F_{0}(s), \tag{2.8b}
\end{align*}
$$

where we denote

$$
\begin{align*}
& p(s)=s^{2}+2 \omega_{0} \tilde{\xi} s+\omega_{0}^{2},  \tag{2.9a}\\
& q(s)=\left(\mu_{0} \mu_{\infty} s^{2}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi^{s}+\mu_{0} \mu_{s} \omega_{0}^{2}\right) s,  \tag{2.9b}\\
& r(s)=\left(\epsilon_{0} \epsilon_{\infty} s^{2}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi^{\xi} s+\epsilon_{0} \epsilon_{s} \omega_{0}^{2}\right) s,  \tag{2.9c}\\
& G_{0}(s)=s \tilde{G}_{0}(s)-p(s) \boldsymbol{B}_{0},  \tag{2.9d}\\
& F_{0}(s)=s \tilde{F}_{0}(s)-p(s) \boldsymbol{D}_{0} . \tag{2.9e}
\end{align*}
$$

Multiplying (2.8b) by $q(s)$ and using (2.8a) to eliminate $\hat{\boldsymbol{H}}$, we have

$$
\begin{aligned}
& r(s) q(s) \hat{E}+p(s) \nabla \times\left[p(s) \nabla \times \hat{E}+\left(\frac{\chi}{c_{v}} s p(s)+\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right) \hat{E}+G_{0}(s)\right] \\
& \quad-\left(\frac{\chi}{c_{v}} s p(s)-\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)\left[p(s) \nabla \times \hat{E}+\left(\frac{\chi}{c_{v}} s p(s)+\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right) \hat{E}+G_{0}(s)\right]+q(s) F_{0}(s)=0,
\end{aligned}
$$

which can be rewritten as

$$
\begin{align*}
& p^{2}(s) \nabla \times \nabla \times \hat{\boldsymbol{E}}+2 \frac{\tau}{c_{v}} \omega_{0}^{2} s^{2} p(s) \nabla \times \hat{\boldsymbol{E}}+\left[\left(\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)^{2}-\left(\frac{\chi}{c_{v}} s p(s)\right)^{2}+r(s) q(s)\right] \hat{E} \\
= & \left(\frac{\chi}{c_{v}} s p(s)-\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right) G_{0}(s)-q(s) F_{0}(s)-p(s) \nabla \times G_{0}(s) \equiv F G(s) . \tag{2.10}
\end{align*}
$$

A weak formulation of (2.10) can be formed as: Find $\hat{\boldsymbol{E}} \in H_{0}$ (curl; $\Omega$ ) such that

$$
\begin{equation*}
\mathcal{A}(\hat{\boldsymbol{E}}, \boldsymbol{u})=(F G(s), \boldsymbol{u}), \quad \forall \boldsymbol{u} \in H_{0}(\operatorname{curl} ; \Omega), \tag{2.11}
\end{equation*}
$$

where the bilinear form $\mathcal{A}(\cdot, \cdot)$ is given by

$$
\begin{align*}
& \mathcal{A}(\hat{\boldsymbol{E}}, \boldsymbol{u})=p^{2}(s)(\nabla \times \hat{\boldsymbol{E}}, \nabla \times \boldsymbol{u})+2 \frac{\tau}{c_{v}} \omega_{0}^{2} s^{2} p(s)(\nabla \times \hat{\boldsymbol{E}}, \boldsymbol{u}) \\
&+\left[\left(\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)^{2}-\left(\frac{\chi}{c_{v}} s p(s)\right)^{2}+r(s) q(s)\right](\hat{\boldsymbol{E}}, \boldsymbol{u}) . \tag{2.12}
\end{align*}
$$

Theorem 2.1. Under the conditions

$$
\begin{equation*}
\sqrt{\mu_{\infty} \epsilon_{\infty}} \geq \chi, \quad \epsilon_{s} \geq \epsilon_{\infty}, \quad \mu_{s} \geq \mu_{\infty} \tag{2.13}
\end{equation*}
$$

where equal signs cannot be true at the same time, there exists a unique solution $\hat{\boldsymbol{E}} \in H_{0}($ curl $; \Omega)$ for the problem (2.11).
Proof. First, it is easy to see that $\mathcal{A}(\hat{\boldsymbol{E}}, \boldsymbol{u})$ is bounded in $H_{0}($ curl $; \Omega)$ norm, i.e.,

$$
\begin{equation*}
\mathcal{A}(\hat{\boldsymbol{E}}, \boldsymbol{u}) \leq C\|\hat{\boldsymbol{E}}\|_{H_{0}\left(\operatorname{curl}^{\prime} \Omega\right)}\|\boldsymbol{u}\|_{H_{0}\left(\operatorname{curl}^{2} \Omega\right)} . \tag{2.14}
\end{equation*}
$$

To prove the existence and uniqueness, we shall further confirm the coercivity of the bilinear form $\mathcal{A}(\cdot, \cdot)$. Note that $q(s)$ and $r(s)$ defined in (2.9b) and (2.9c) can be written as

$$
q(s)=\mu_{0} \mu_{\infty} s p(s)+\mu_{0}\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}^{2} s
$$

and

$$
r(s)=\epsilon_{0} \epsilon_{\infty} s p(s)+\epsilon_{0}\left(\epsilon_{s}-\epsilon_{\infty}\right) \omega_{0}^{2} s,
$$

from which we obtain

$$
\begin{aligned}
q(s) r(s)= & \mu_{0} \epsilon_{0} \mu_{\infty} \epsilon_{\infty}(s p(s))^{2}+\mu_{0} \epsilon_{0} \omega_{0}^{2} s^{2} p(s)\left[\mu_{\infty}\left(\epsilon_{s}-\epsilon_{\infty}\right)+\epsilon_{\infty}\left(\mu_{s}-\mu_{\infty}\right)\right] \\
& +\mu_{0} \epsilon_{0}\left(\epsilon_{s}-\epsilon_{\infty}\right)\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}^{4} s^{2} .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
\left(\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)^{2}-\left(\frac{\chi}{c_{v}} s p(s)\right)^{2}+r(s) q(s)= & \left(\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)^{2}+\mu_{0} \epsilon_{0}\left(\mu_{\infty} \epsilon_{\infty}-\chi^{2}\right)(s p(s))^{2} \\
& +\mu_{0} \epsilon_{0} \omega_{0}^{2} s^{2} p(s)\left[\mu_{\infty}\left(\epsilon_{s}-\epsilon_{\infty}\right)+\epsilon_{\infty}\left(\mu_{s}-\mu_{\infty}\right)\right] \\
& +\mu_{0} \epsilon_{0}\left(\epsilon_{s}-\epsilon_{\infty}\right)\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}^{4} s^{2} . \tag{2.15}
\end{align*}
$$

On the other hand, by the arithmetic-geometric mean inequality, we have

$$
\begin{equation*}
2 \frac{\tau}{c_{v}} \omega_{0}^{2} s^{2} p(s)(\nabla \times \hat{\boldsymbol{E}}, \hat{\boldsymbol{E}}) \geq-\delta p^{2}(s)\|\nabla \times \hat{\boldsymbol{E}}\|_{0}^{2}-\frac{1}{\delta}\left(\frac{\tau}{c_{v}} \omega_{0}^{2} s^{2}\right)^{2}\|\hat{\boldsymbol{E}}\|_{0}^{2} \tag{2.16}
\end{equation*}
$$

where the arbitrary constant $\delta>0$.
Using (2.15) and (2.16), and the property $p(s)>s^{2}$, we have

$$
\begin{align*}
\mathcal{A}(\hat{\boldsymbol{E}}, \hat{\boldsymbol{E}}) \geq(1 & -\delta) p^{2}(s)\|\nabla \times \hat{\boldsymbol{E}}\|_{0}^{2}+\left(1+\text { Ind }-\frac{1}{\delta}\right) \epsilon_{0} \mu_{0}\left(\tau \omega_{0}\right)^{2} \omega_{0}^{2} s^{4}\|\hat{\boldsymbol{E}}\|_{0}^{2} \\
& +\left[\mu_{0} \epsilon_{0}\left(\mu_{\infty} \epsilon_{\infty}-\chi^{2}\right)(s p(s))^{2}+\mu_{0} \epsilon_{0}\left(\epsilon_{s}-\epsilon_{\infty}\right)\left(\mu_{s}-\mu_{\infty}\right) \omega_{0}^{4} s^{2}\right]\|\hat{\boldsymbol{E}}\|_{0}^{2} \tag{2.17}
\end{align*}
$$

where we denote $\operatorname{Ind}=\left[\mu_{\infty}\left(\epsilon_{s}-\epsilon_{\infty}\right)+\epsilon_{\infty}\left(\mu_{s}-\mu_{\infty}\right)\right] /\left(\tau \omega_{0}\right)^{2}$.
From (2.13) and (2.17), we can see that Ind $>0$. Hence choosing $1>\delta \geq 1 /(1+$ Ind $)$ guarantees that

$$
\mathcal{A}(\hat{E}, \hat{E}) \geq C\|\hat{E}\|_{H_{0}(\operatorname{curl} ; \Omega)^{\prime}}^{2}
$$

which, along with the boundness (2.14), guarantees the existence and uniqueness of a solution $\hat{\boldsymbol{E}} \in H_{0}(\operatorname{curl} ; \Omega)$ by the Lax-Milgram lemma.

The existence and uniqueness of a solution $\hat{\boldsymbol{H}}$ is implied from (2.8a). From (2.7c) and (2.7d) and the existence of solutions $\hat{\boldsymbol{H}}$ and $\hat{\boldsymbol{E}}$, we see that solutions $\hat{\boldsymbol{D}}$ and $\hat{\boldsymbol{B}}$ exist and are unique. The inverse Laplace transforms of functions $\hat{\boldsymbol{H}}, \hat{E}, \hat{\boldsymbol{D}}$ and $\hat{\boldsymbol{B}}$ are the solutions of the original time-dependent problem (2.3a)-(2.6b).
Remark 2.1. In [7], two examples of BI media are considered. The first one chooses the parameters

$$
\mu_{s}=\mu_{\infty}=1, \quad \epsilon_{s}=6, \quad \epsilon_{\infty}=4, \quad \tau=20 p s, \quad \omega_{0}=4 \pi G H z, \quad \xi=0, \quad \chi=0,
$$

which satisfy the assumption (2.13). In this case, Ind $\approx 31.66$.
The second example chooses the parameters

$$
\mu_{s}=1.5, \quad \mu_{\infty}=1, \quad \epsilon_{s}=6, \quad \epsilon_{\infty}=4, \quad \tau=15 p s, \quad \omega_{0}=6 \pi G H z, \quad \xi=0.2, \quad \chi=0.1,
$$

which also satisfy the assumption (2.13). In this case, $I n d \approx 50.04$.
By the ordinary differential equation theory, we can solve (2.3a) for $\boldsymbol{D}$, and (2.3b) for $B$ analytically.
Lemma 2.1. The solution of (2.3a) can be written as

$$
\begin{equation*}
\boldsymbol{D}(t)=e^{-\delta t}\left(C_{1} \cos \alpha t+C_{2} \sin \alpha t\right)+\boldsymbol{D}_{p}(t), \tag{2.18}
\end{equation*}
$$

where the particular solution (cf. [10,12])

$$
\begin{align*}
& \boldsymbol{D}_{p}(t)=\int_{0}^{t} g(t-s)\left[\epsilon_{0} \epsilon_{\infty} \boldsymbol{E}_{t t}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi \boldsymbol{E}_{t}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \boldsymbol{E}\right. \\
&\left.+\frac{\chi}{c_{v}}\left(\boldsymbol{H}_{t t}+2 \omega_{0} \tilde{\xi} \boldsymbol{H}_{t}+\omega_{0}^{2} \boldsymbol{H}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}} \boldsymbol{H}_{t}\right] d s . \tag{2.19}
\end{align*}
$$

Here the kernel $g(t)=\alpha^{-1} e^{-\delta t} \sin \alpha t$, and the parameters are

$$
\delta=\omega_{0} \xi, \quad \alpha=\sqrt{\omega_{0}^{2}-\delta^{2}}=\omega_{0} \sqrt{1-\xi^{2}}, \quad C_{1}=\boldsymbol{D}(x, 0), \quad C_{2}=\left(\boldsymbol{D}_{t}(x, 0)+\delta C_{1}\right) / \alpha
$$

Similarly, the solution of (2.3b) can be written as

$$
\begin{equation*}
\boldsymbol{B}(t)=e^{-\delta t}\left(\tilde{C}_{1} \cos \alpha t+\tilde{C}_{2} \sin \alpha t\right)+\boldsymbol{B}_{p}(t), \tag{2.20}
\end{equation*}
$$

where the particular solution

$$
\begin{gather*}
\boldsymbol{B}_{p}(t)=\int_{0}^{t} g(t-s)\left[\mu_{0} \mu_{\infty} \boldsymbol{H}_{t t}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi \boldsymbol{H}_{t}+\mu_{0} \mu_{s} \omega_{0}^{2} \boldsymbol{H}\right. \\
+\frac{\chi}{c_{v}}\left(\boldsymbol{E}_{t t}+2 \omega_{0} \tilde{\left.\left.\boldsymbol{E}_{t}+\omega_{0}^{2} \boldsymbol{E}\right)+\frac{\tau \omega_{0}^{2}}{c_{v}} \boldsymbol{E}_{t}\right] d s .} .\right. \tag{2.21}
\end{gather*}
$$

Here the kernel $g(t)$ has the same form as that for $\boldsymbol{D}_{p}$, and the parameters are

$$
\tilde{C}_{1}=\boldsymbol{B}(x, 0), \quad \tilde{C}_{2}=\left(\boldsymbol{B}_{t}(x, 0)+\delta \tilde{C}_{1}\right) / \alpha .
$$

Finally, for the problem (2.3a)-(2.6b) we have the following stability.
Theorem 2.2. The solution $(\boldsymbol{E}, \boldsymbol{H}, \boldsymbol{D}, \boldsymbol{B})$ of (2.3a)-(2.6b) satisfies the following stability: for any $t \in[0, T]$,

$$
\begin{equation*}
\left(\|\boldsymbol{E}\|_{0}^{2}+\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\|\boldsymbol{H}\|_{0}^{2}+\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\|\boldsymbol{B}\|_{0}^{2}+\left\|\boldsymbol{B}_{t}\right\|_{0}^{2}+\|\boldsymbol{D}\|_{0}^{2}+\left\|\boldsymbol{D}_{t}\right\|_{0}^{2}\right)(t) \leq C, \tag{2.22}
\end{equation*}
$$

where the constant $C>0$ depends on $T$ and the initial condition functions

$$
\begin{equation*}
\|\boldsymbol{E}(0)\|_{0},\|\boldsymbol{H}(0)\|_{0},\|\boldsymbol{B}(0)\|_{0},\|\boldsymbol{D}(0)\|_{0},\left\|\boldsymbol{E}_{t}(0)\right\|_{0},\left\|\boldsymbol{H}_{t}(0)\right\|_{0},\left\|\boldsymbol{B}_{t}(0)\right\|_{0},\left\|\boldsymbol{D}_{t}(0)\right\|_{0} \tag{2.23}
\end{equation*}
$$

Proof. Multiplying (2.3a) by $E_{t}$ and integrating the resultant over $\Omega$, we have

$$
\begin{align*}
& \frac{1}{2} \epsilon_{0} \epsilon_{\infty} \frac{d}{d t}\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\frac{1}{2} \epsilon_{0} \epsilon_{s} \omega_{0}^{2} \frac{d}{d t}\|\boldsymbol{E}\|_{0}^{2} \\
& \quad+\frac{\chi}{c_{v}}\left(\boldsymbol{H}_{t t}+2 \omega_{0} \xi \boldsymbol{H}_{t}+\omega_{0}^{2} \boldsymbol{H}, \boldsymbol{E}_{t}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}}\left(\boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)-\left(\boldsymbol{D}_{t t}+2 \omega_{0} \xi \boldsymbol{D}_{t}+\omega_{0}^{2} \boldsymbol{D}, \boldsymbol{E}_{t}\right)=0 . \tag{2.24}
\end{align*}
$$

Similarly, multiplying (2.3b) by $\boldsymbol{H}_{t}$ and integrating the resultant over $\Omega$, we have

$$
\begin{align*}
& \frac{1}{2} \mu_{0} \mu_{\infty} \frac{d}{d t}\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\frac{1}{2} \mu_{0} \mu_{s} \omega_{0}^{2} \frac{d}{d t}\|\boldsymbol{H}\|_{0}^{2} \\
& \quad+\frac{\chi}{c_{v}}\left(\boldsymbol{E}_{t t}+2 \omega_{0} \xi \boldsymbol{E}_{t}+\omega_{0}^{2} \boldsymbol{E}, \boldsymbol{H}_{t}\right)+\frac{\tau \omega_{0}^{2}}{c_{v}}\left(\boldsymbol{E}_{t}, \boldsymbol{H}_{t}\right)-\left(\boldsymbol{B}_{t t}+2 \omega_{0} \xi \boldsymbol{B}_{t}+\omega_{0}^{2} \boldsymbol{B}, \boldsymbol{H}_{t}\right)=0 . \tag{2.25}
\end{align*}
$$

Summing up (2.24) and (2.25), we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[\epsilon_{0} \boldsymbol{\epsilon}_{\infty}\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2}\|\boldsymbol{E}\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\mu_{0} \mu_{s} \omega_{0}^{2}\|\boldsymbol{H}\|_{0}^{2}\right] \\
& \quad+\frac{\chi}{c_{v}}\left[\left(\boldsymbol{H}_{t t}+2 \omega_{0} \xi \boldsymbol{H}_{t}+\omega_{0}^{2} \boldsymbol{H}, \boldsymbol{E}_{t}\right)+\left(\boldsymbol{E}_{t t}+2 \omega_{0} \xi \boldsymbol{E}_{t}+\omega_{0}^{2} \boldsymbol{E}, \boldsymbol{H}_{t}\right)\right] \\
& \quad-\left(\boldsymbol{D}_{t t}+2 \omega_{0} \xi \boldsymbol{D}_{t}+\omega_{0}^{2} \boldsymbol{D}, \boldsymbol{E}_{t}\right)-\left(\boldsymbol{B}_{t t}+2 \omega_{0} \xi \boldsymbol{B}_{t}+\omega_{0}^{2} \boldsymbol{B}, \boldsymbol{H}_{t}\right) \leq 0 . \tag{2.26}
\end{align*}
$$

Using (2.4a), (2.4b), and the PEC boundary condition (2.5), we have

$$
\begin{equation*}
\left(\boldsymbol{D}_{t t}, \boldsymbol{E}_{t}\right)+\left(\boldsymbol{B}_{t t}, \boldsymbol{H}_{t}\right)=\left(\nabla \times \boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)-\left(\nabla \times \boldsymbol{E}_{t}, \boldsymbol{H}_{t}\right)=0 . \tag{2.27}
\end{equation*}
$$

Integrating (2.26) from 0 to $t$, and using (2.27) and the following identity

$$
\begin{equation*}
\int_{0}^{t}\left[\left(\boldsymbol{H}_{t t}, \boldsymbol{E}_{t}\right)+\left(\boldsymbol{E}_{t t}, \boldsymbol{H}_{t}\right)\right] d t=\left(\boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)(t)-\left(\boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)(0) \tag{2.28}
\end{equation*}
$$

we have

$$
\begin{align*}
& \frac{1}{2}\left[\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2}\|\boldsymbol{E}\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\mu_{0} \mu_{s} \omega_{0}^{2}\|\boldsymbol{H}\|_{0}^{2}\right](t) \\
& \leq \frac{1}{2}\left[\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2}\|\boldsymbol{E}\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\mu_{0} \mu_{s} \omega_{0}^{2}\|\boldsymbol{H}\|_{0}^{2}\right](0) \\
&-\frac{\chi}{c_{v}}\left[\left(\boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)(t)-\left(\boldsymbol{H}_{t}, \boldsymbol{E}_{t}\right)(0)\right]-\int_{0}^{t} \frac{\chi}{c_{v}}\left[\left(2 \omega_{0} \xi^{z} \boldsymbol{H}_{t}+\omega_{0}^{2} \boldsymbol{H}, \boldsymbol{E}_{t}\right)+\left(2 \omega_{0} \xi \boldsymbol{E}_{t}+\omega_{0}^{2} \boldsymbol{E}, \boldsymbol{H}_{t}\right)\right] d t \\
&+\int_{0}^{t}\left[\left(2 \omega_{0} \xi \boldsymbol{D}_{t}+\omega_{0}^{2} \boldsymbol{D}, \boldsymbol{E}_{t}\right)+\left(2 \omega_{0} \xi \boldsymbol{B}_{t}+\omega_{0}^{2} \boldsymbol{B}, \boldsymbol{H}_{t}\right)\right] d t . \tag{2.29}
\end{align*}
$$

It is easy to see that all the right hand side terms can be bounded by the left hand side terms except those involving $\boldsymbol{D}$ and $\boldsymbol{B}$, which can be bounded by Lemma 2.1 as shown below.

From (2.18) and (2.19), we can see that $\|\boldsymbol{D}(t)\|_{0}$ can be bounded by a function of

$$
\left\|\boldsymbol{E}_{t}(t)\right\|_{0},\|\boldsymbol{E}(t)\|_{0},\left\|\boldsymbol{H}_{t}(t)\right\|_{0},\|\boldsymbol{H}(t)\|_{0},\|\boldsymbol{D}(0)\|_{0},\left\|\boldsymbol{D}_{t}(0)\right\|_{0},\left\|\boldsymbol{E}_{t}(0)\right\|_{0},\left\|\boldsymbol{H}_{t}(0)\right\|_{0}
$$ where we used integration by parts for terms $\boldsymbol{E}_{t t}$ and $\boldsymbol{H}_{t t}$ in (2.19).

Similarly, from (2.20) and (2.21), we can see that $\|\boldsymbol{B}(t)\|_{0}$ can be bounded by a function of

$$
\left\|\boldsymbol{E}_{t}(t)\right\|_{0},\|\boldsymbol{E}(t)\|_{0},\left\|\boldsymbol{H}_{t}(t)\right\|_{0},\|\boldsymbol{H}(t)\|_{0},\|\boldsymbol{B}(0)\|_{0},\left\|\boldsymbol{B}_{t}(0)\right\|_{0},\left\|\boldsymbol{E}_{t}(0)\right\|_{0},\left\|\boldsymbol{H}_{t}(0)\right\|_{0}
$$

Differentiating (2.18), we obtain

$$
\begin{equation*}
\left.\boldsymbol{D}_{t}(t)=e^{-\delta t}\left[\left(C_{2} \alpha-C_{1} \delta\right) \cos \alpha t-\left(C_{2} \delta+C_{1} \alpha\right) \sin \alpha t\right)\right]+\boldsymbol{D}_{p}^{\prime}(t), \tag{2.30}
\end{equation*}
$$

where the derivative

$$
\begin{align*}
\boldsymbol{D}_{p}^{\prime}(t)= & \int_{0}^{t} g_{t}(t-s)\left[\epsilon_{0} \epsilon_{\infty} \boldsymbol{E}_{t t}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi \boldsymbol{E}_{t}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \boldsymbol{E}\right. \\
& \left.+\frac{\chi}{c_{v}}\left(\boldsymbol{H}_{t t}+2 \omega_{0} \xi \boldsymbol{H}_{t}+\omega_{0}^{2} \boldsymbol{H}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}} \boldsymbol{H}_{t}\right] d s . \tag{2.31}
\end{align*}
$$

Here kernel

$$
g_{t}(t)=\frac{\omega_{0}}{\alpha} e^{-\delta t} \cos (\theta+\alpha t), \quad \text { where } \theta=\cos ^{-1}\left(\frac{\alpha}{\sqrt{\alpha^{2}+\delta^{2}}}\right)=\cos ^{-1} \sqrt{1-\xi^{2}} .
$$

From (2.30) and (2.31), we can see that $\left\|\boldsymbol{D}_{t}(t)\right\|_{0}$ can be bounded by a function of

$$
\left\|\boldsymbol{E}_{t}(t)\right\|_{0},\|\boldsymbol{E}(t)\|_{0},\left\|\boldsymbol{H}_{t}(t)\right\|_{0},\|\boldsymbol{H}(t)\|_{0},\|\boldsymbol{D}(0)\|_{0},\left\|\boldsymbol{D}_{t}(0)\right\|_{0},\left\|\boldsymbol{E}_{t}(0)\right\|_{0},\left\|\boldsymbol{H}_{t}(0)\right\|_{0}
$$

By the same arguments, we can prove that $\left\|\boldsymbol{B}_{t}(t)\right\|_{0}$ can be bounded by a function of

$$
\left\|\boldsymbol{E}_{t}(t)\right\|_{0},\|\boldsymbol{E}(t)\|_{0},\left\|\boldsymbol{H}_{t}(t)\right\|_{0},\|\boldsymbol{H}(t)\|_{0},\|\boldsymbol{B}(0)\|_{0},\left\|\boldsymbol{B}_{t}(0)\right\|_{0},\left\|\boldsymbol{E}_{t}(0)\right\|_{0},\left\|\boldsymbol{H}_{t}(0)\right\|_{0}
$$

Substituting estimates of $\|\boldsymbol{D}(t)\|_{0},\|\boldsymbol{B}(t)\|_{0},\left\|\boldsymbol{D}_{t}(t)\right\|_{0},\left\|\boldsymbol{B}_{t}(t)\right\|_{0}$ into (2.29), and using the Gronwall inequality [5], we obtain

$$
\begin{equation*}
\left[\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{t}\right\|_{0}^{2}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2}\|\boldsymbol{E}\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{t}\right\|_{0}^{2}+\mu_{0} \mu_{s} \omega_{0}^{2}\|\boldsymbol{H}\|_{0}^{2}\right](t) \leq C, \quad \forall t \in(0, T], \tag{2.32}
\end{equation*}
$$

where the constant $C>0$ depends on $T$ and initial condition functions (2.23).
Eq. (2.32), along with the fact that $\|\boldsymbol{B}(t)\|_{0},\left\|\boldsymbol{B}_{t}(t)\right\|_{0},\|\boldsymbol{D}(t)\|_{0}$ and $\left\|\boldsymbol{D}_{t}(t)\right\|_{0}$ are bounded by those left hand side terms of (2.32) and functions (2.23), concludes the proof.

## 3 Design of some fully-discrete finite element schemes

To design a finite element method to solve (2.3a)-(2.6b), we partition $\Omega$ by a family of regular cubic or tetrahedral meshes $T^{h}$ with maximum mesh size $h$. Depending upon the regularity of the solution, we can use a proper order Raviart-Thomas-Nédélec (RTN) mixed finite element space (cf. [17,18]): For any $l \geq 1$, on a tetrahedral element, we can choose

$$
\begin{align*}
& \boldsymbol{u}_{h}=\left\{\boldsymbol{u}_{h} \in H(\operatorname{div} ; \Omega):\left.\boldsymbol{u}_{h}\right|_{K} \in\left(p_{l-1}\right)^{3} \oplus \tilde{p}_{l-1} x, \forall K \in T^{h}\right\},  \tag{3.1a}\\
& \boldsymbol{V}_{h}=\left\{\boldsymbol{v}_{h} \in H(\operatorname{curl} ; \Omega):\left.\boldsymbol{v}_{h}\right|_{K} \in\left(p_{l-1}\right)^{3} \oplus S_{l}, \forall K \in T^{h}\right\}, \tag{3.1b}
\end{align*}
$$

where the subspace $S_{l}=\left\{\vec{p} \in\left(\tilde{p}_{l}\right)^{3}: \boldsymbol{x} \cdot \vec{p}=0\right\}$; while on a cubic element we choose

$$
\begin{align*}
& \boldsymbol{u}_{h}=\left\{\boldsymbol{u}_{h} \in H(\operatorname{div} ; \Omega):\left.\boldsymbol{u}_{h}\right|_{K} \in Q_{l, l-1, l-1} \times Q_{l-1, l, l-1} \times Q_{l-1, l-1, l}, \forall K \in T^{h}\right\},  \tag{3.2a}\\
& \boldsymbol{V}_{h}=\left\{\boldsymbol{v}_{h} \in H(\operatorname{curl} ; \Omega):\left.\boldsymbol{v}_{h}\right|_{K} \in Q_{l-1, l, l} \times Q_{l, l-1, l} \times Q_{l, l, l-1}, \forall K \in T^{h}\right\} . \tag{3.2b}
\end{align*}
$$

Here $\tilde{p}_{k}$ denotes the space of homogeneous polynomials of degree $k$, and $Q_{i, j, k}$ denotes the space of polynomials whose degrees are less than or equal to $i, j, k$ in variables $x, y, z$, respectively. To accommodate the boundary condition (2.5), we define a subspace of $\boldsymbol{V}_{h}$ :

$$
\begin{equation*}
\boldsymbol{V}_{h}^{0}=\left\{\boldsymbol{v}_{h} \in \boldsymbol{V}_{h}: \boldsymbol{n} \times \boldsymbol{v}_{h}=\mathbf{0}\right\} . \tag{3.3}
\end{equation*}
$$

Finally, we divide the time interval $I=[0, T]$ by $N+1$ uniform points $t_{i}=i \Delta t$, where $\Delta t=T / N$, and $i=0, \cdots, N$. Furthermore, we denote $u^{k}=u\left(\cdot, t_{k}\right)$ and introduce the difference operators:

$$
\delta_{\tau}^{2} u^{k}=\left(u^{k+1}-2 u^{k}+u^{k-1}\right) /(\Delta t)^{2}, \quad \bar{u}^{k}=\frac{1}{2}\left(u^{k+1}+u^{k-1}\right), \quad \delta_{2 \tau} u^{k}=\left(u^{k+1}-u^{k-1}\right) /(2 \Delta t)
$$

With the above preparations, we can now develop a fully discrete finite element scheme for solving (2.3a)-(2.6b): Given initial approximations

$$
\begin{equation*}
\boldsymbol{E}_{h}^{0}, \boldsymbol{H}_{h}^{0}, \quad \boldsymbol{B}_{h}^{0}, \boldsymbol{D}_{h}^{0}, \boldsymbol{E}_{h}^{1}, \boldsymbol{H}_{h}^{1}, \boldsymbol{B}_{h}^{1}, \boldsymbol{D}_{h}^{1}, \tag{3.4}
\end{equation*}
$$

at time levels $t_{0}$ and $t_{1}$, for any $n \geq 1$ find $\boldsymbol{E}_{h}^{n+1} \in V_{h}^{0}, \boldsymbol{D}_{h}^{n+1} \in V_{h}, \boldsymbol{H}_{h}^{n+1}, \boldsymbol{B}_{h}^{n+1} \in U_{h}$ such that
(i) $\left(\boldsymbol{D}_{h}^{n+1}-\boldsymbol{D}_{h}^{n-1}, \boldsymbol{\phi}_{h}\right)-2 \Delta t\left(\boldsymbol{H}_{h}^{n}, \nabla \times \boldsymbol{\phi}_{h}\right)=0, \quad \forall \boldsymbol{\phi}_{h} \in V_{h}^{0}$,
(ii) $\left(\boldsymbol{B}_{h}^{n+1}-\boldsymbol{B}_{h}^{n-1}, \boldsymbol{\psi}_{h}\right)+2 \Delta t\left(\nabla \times \boldsymbol{E}_{h}^{n}, \boldsymbol{\psi}_{h}\right)=0, \quad \forall \boldsymbol{\psi}_{h} \in U_{h}$,
(iii) $\delta_{\tau}^{2} \boldsymbol{D}_{h}^{n}+2 \omega_{0} \xi \delta_{2 \tau} \boldsymbol{D}_{h}^{n}+\omega_{0}^{2} \overline{\boldsymbol{D}}^{n}=\epsilon_{0} \epsilon_{\infty} \delta_{\tau}^{2} \boldsymbol{E}_{h}^{n}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \xi^{\xi} \delta_{2 \tau} \boldsymbol{E}_{h}^{n}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \overline{\boldsymbol{E}}^{n}$

$$
\begin{equation*}
+\frac{\chi}{c_{v}}\left(\delta_{\tau}^{2} \boldsymbol{H}_{h}^{n}+2 \omega_{0} \xi^{\tau} \delta_{2 \tau} \boldsymbol{H}_{h}^{n}+\omega_{0}^{2} \overline{\boldsymbol{H}}^{n}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}} \delta_{2 \tau} \boldsymbol{H}_{h}^{n} \tag{3.5c}
\end{equation*}
$$

(iv) $\delta_{\tau}^{2} \boldsymbol{B}_{h}^{n}+2 \omega_{0} \xi^{\tau} \delta_{2 \tau} \boldsymbol{B}_{h}^{n}+\omega_{0}^{2} \overline{\boldsymbol{B}}^{n}=\mu_{0} \mu_{\infty} \delta_{\tau}^{2} \boldsymbol{H}_{h}^{n}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi \delta_{2 \tau} \boldsymbol{H}_{h}^{n}+\mu_{0} \mu_{s} \omega_{0}^{2} \overline{\boldsymbol{H}}^{n}$

$$
\begin{equation*}
+\frac{\chi}{c_{v}}\left(\delta_{\tau}^{2} \boldsymbol{E}_{h}^{n}+2 \omega_{0} \xi \delta_{2 \tau} \boldsymbol{E}_{h}^{n}+\omega_{0}^{2} \overline{\boldsymbol{E}}^{n}\right)+\frac{\tau \omega_{0}^{2}}{c_{v}} \delta_{2 \tau} \boldsymbol{E}_{h}^{n} . \tag{3.5d}
\end{equation*}
$$

Note that the scheme (3.5a)-(3.5d) is explicit in that at each time step we can first solve (3.5a)-(3.5b) for $\boldsymbol{D}_{h}^{n+1}$ and $\boldsymbol{B}_{h}^{n+1}$, independently; then we solve (3.5c)-(3.5d) as a system for $\boldsymbol{E}_{h}^{n+1}$ and $\boldsymbol{H}_{h}^{n+1}$.

Theorem 3.1. Under the assumption (2.13), the system (3.5c)-(3.5d) is solvable for $\boldsymbol{E}_{h}^{n+1}$ and $\boldsymbol{H}_{h}^{n+1}$.

Proof. Note that the coefficient matrix for $\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)^{\prime}$ can be written as:

$$
A=\left(\begin{array}{ll}
\frac{\epsilon_{0} \epsilon_{\infty}}{(\Delta t)^{2}}+\frac{\epsilon_{0} \epsilon_{\infty} \omega_{0} \xi}{\Delta t}+\frac{\epsilon_{0} \epsilon_{s} \omega_{0}^{2}}{2} & \frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}+\frac{\omega_{0} \xi}{\Delta t}+\frac{\omega_{0}^{2}}{2}\right)-\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t} \\
\frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}+\frac{\omega_{0} \xi}{\Delta t}+\frac{\omega_{0}^{2}}{2}\right)+\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t} & \frac{\mu_{0} \mu_{\infty}}{(\Delta t)^{2}}+\frac{\mu_{0} \mu_{\infty} \omega_{0} \xi}{\Delta t}+\frac{\mu_{0} \mu_{s} \omega_{0}^{2}}{2}
\end{array}\right)
$$

whose determinant equals

$$
\begin{align*}
|A|= & \epsilon_{0} \mu_{0}\left(\epsilon_{\infty} \mu_{\infty}-\chi^{2}\right) f^{2}(\Delta t)+\frac{\epsilon_{0} \mu_{0} \omega_{0}^{2}}{2} f(\Delta t)\left[\epsilon_{\infty}\left(\mu_{s}-\mu_{\infty}\right)+\mu_{\infty}\left(\epsilon_{s}-\epsilon_{\infty}\right)\right] \\
& +\frac{\epsilon_{0} \mu_{0} \omega_{0}^{4}\left(\epsilon_{s}-\epsilon_{\infty}\right)\left(\mu_{s}-\mu_{\infty}\right)}{4}+\left(\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t}\right)^{2} \tag{3.6}
\end{align*}
$$

where we denote $f(\Delta t)=1 /(\Delta t)^{2}+\omega_{0} \xi / \Delta t+\omega_{0}^{2} / 2$. It is easy to see that $|A|>0$ under the assumption (2.13). Hence the matrix $A$ is invertible, which concludes the proof.

Similarly, we can develop another fully discrete finite element scheme for solving (2.3a)-(2.4b): Given initial approximations (3.4), for any $n \geq 1$ find $\boldsymbol{E}_{h}^{n+1} \in V_{h}^{0}, \boldsymbol{D}_{h}^{n+1} \in V_{h}$, $\boldsymbol{H}_{h}^{n+1}, \boldsymbol{B}_{h}^{n+1} \in U_{h}$ such that
(i) $\left(\boldsymbol{D}_{h}^{n+1}-\boldsymbol{D}_{h}^{n-1}, \boldsymbol{\phi}_{h}\right)-2 \Delta t\left(\overline{\boldsymbol{H}}_{h}^{n}, \nabla \times \boldsymbol{\phi}_{h}\right)=0, \quad \forall \boldsymbol{\phi}_{h} \in V_{h}^{0}$,
(ii) $\left(\boldsymbol{B}_{h}^{n+1}-\boldsymbol{B}_{h}^{n-1}, \boldsymbol{\psi}_{h}\right)+2 \Delta t\left(\nabla \times \overline{\boldsymbol{E}}_{h}^{n}, \boldsymbol{\psi}_{h}\right)=0, \quad \forall \boldsymbol{\psi}_{h} \in U_{h}$,
(iii) $\delta_{\tau}^{2} \boldsymbol{D}_{h}^{n}+2 \omega_{0} \delta_{2 \tau} \boldsymbol{D}_{h}^{n}+\omega_{0}^{2} \boldsymbol{D}^{n}=\epsilon_{0} \epsilon_{\infty} \delta_{\tau}^{2} \boldsymbol{E}_{h}^{n}+2 \epsilon_{0} \epsilon_{\infty} \omega_{0} \delta_{2 \tau} \boldsymbol{E}_{h}^{n}+\epsilon_{0} \epsilon_{s} \omega_{0}^{2} \boldsymbol{E}^{n}$

$$
+\frac{\chi}{c_{v}}\left(\delta_{\tau}^{2} \boldsymbol{H}_{h}^{n}+2 \omega_{0} \tilde{\xi}^{2} \delta_{2 \tau} \boldsymbol{H}_{h}^{n}+\omega_{0}^{2} \boldsymbol{H}^{n}\right)-\frac{\tau \omega_{0}^{2}}{c_{v}} \delta_{2 \tau} \boldsymbol{H}_{h}^{n}
$$

(iv) $\delta_{\tau}^{2} \boldsymbol{B}_{h}^{n}+2 \omega_{0} \xi \delta_{2 \tau} \boldsymbol{B}_{h}^{n}+\omega_{0}^{2} \boldsymbol{B}^{n}=\mu_{0} \mu_{\infty} \delta_{\tau}^{2} \boldsymbol{H}_{h}^{n}+2 \mu_{0} \mu_{\infty} \omega_{0} \xi^{\tau} \delta_{2 \tau} \boldsymbol{H}_{h}^{n}+\mu_{0} \mu_{s} \omega_{0}^{2} \boldsymbol{H}^{n}$

$$
\begin{equation*}
+\frac{\chi}{c_{v}}\left(\delta_{\tau}^{2} \boldsymbol{E}_{h}^{n}+2 \omega_{0} \xi \delta_{2 \tau} \boldsymbol{E}_{h}^{n}+\omega_{0}^{2} \boldsymbol{E}^{n}\right)+\frac{\tau \omega_{0}^{2}}{c_{v}} \delta_{2 \tau} \boldsymbol{E}_{h}^{n} . \tag{3.7d}
\end{equation*}
$$

First, we like to remark that this scheme is different from the scheme (3.5a)-(3.5d) in that this scheme is fully coupled for all unknowns $\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}, \boldsymbol{B}_{h}^{n+1}$ and $\boldsymbol{D}_{h}^{n+1}$. This fact makes implementing this scheme quite challenging, but we shall show below that the unknowns can be separated after some calculations.

Multiplying (3.7a) by $1 /(\Delta t)^{2}+\omega_{0} \xi / \Delta t$ and using (3.7c) to eliminate $D_{h}^{n+1}$, we obtain

$$
\begin{align*}
& \quad\left(\frac{\epsilon_{0} \epsilon_{\infty}}{(\Delta t)^{2}}+\frac{\epsilon_{0} \epsilon_{\infty} \omega_{0} \xi}{\Delta t}\right)\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{\phi}_{h}\right)-\left(\frac{1}{\Delta t}+\omega_{0} \xi\right)\left(\boldsymbol{H}_{h}^{n+1}, \nabla \times \boldsymbol{\phi}_{h}\right) \\
& \quad+\left[\frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}+\frac{\omega_{0} \xi}{\Delta t}\right)-\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t}\right]\left(\boldsymbol{H}_{h}^{n+1}, \boldsymbol{\phi}_{h}\right) \\
& =  \tag{3.8}\\
& \left(R_{1}, \boldsymbol{\phi}_{h}\right)+\left(\frac{1}{\Delta t}+\omega_{0} \xi\right)\left(\boldsymbol{H}_{h}^{n-1}, \nabla \times \boldsymbol{\phi}_{h}\right),
\end{align*}
$$

where $R_{1}$ is given as

$$
\begin{align*}
R_{1}= & -\left(\epsilon_{0} \epsilon_{s} \omega_{0}^{2}-\frac{2 \epsilon_{0} \epsilon_{\infty}}{(\Delta t)^{2}}\right) \boldsymbol{E}_{h}^{n}-\left(\frac{\epsilon_{0} \epsilon_{\infty}}{(\Delta t)^{2}}-\frac{\epsilon_{0} \epsilon_{\infty} \omega_{0} \xi}{\Delta t}\right) \boldsymbol{E}_{h}^{n-1}-\frac{\chi}{c_{v}}\left(\omega_{0}^{2}-\frac{2}{(\Delta t)^{2}}\right) \boldsymbol{H}_{h}^{n} \\
& -\left[\frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}-\frac{\omega_{0} \xi}{\Delta t}\right)+\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t}\right] \boldsymbol{H}_{h}^{n-1}+\frac{2}{(\Delta t)^{2}} \boldsymbol{D}_{h}^{n-1}-\left(\frac{2}{(\Delta t)^{2}}-\omega_{0}^{2}\right) \boldsymbol{D}_{h}^{n} . \tag{3.9}
\end{align*}
$$

Similarly, using (3.7b) and (3.7d), we can obtain

$$
\begin{align*}
& \quad\left(\frac{\mu_{0} \mu_{\infty}}{(\Delta t)^{2}}+\frac{\mu_{0} \mu_{\infty} \omega_{0} \xi}{\Delta t}\right)\left(\boldsymbol{H}_{h}^{n+1}, \boldsymbol{\psi}_{h}\right)+\left(\frac{1}{\Delta t}+\omega_{0} \xi\right)\left(\nabla \times \boldsymbol{E}_{h}^{n+1}, \boldsymbol{\psi}_{h}\right) \\
& \quad+\left[\frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}+\frac{\omega_{0} \xi}{\Delta t}\right)+\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t}\right]\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{\psi}_{h}\right) \\
& =  \tag{3.10}\\
& \left(R_{2}, \boldsymbol{\psi}_{h}\right)-\left(\frac{1}{\Delta t}+\omega_{0} \xi\right)\left(\nabla \times \boldsymbol{E}_{h}^{n-1}, \boldsymbol{\psi}_{h}\right),
\end{align*}
$$

where $R_{2}$ is given as

$$
\begin{align*}
R_{2}= & -\left(\mu_{0} \mu_{s} \omega_{0}^{2}-\frac{2 \mu_{0} \mu_{\infty}}{(\Delta t)^{2}}\right) \boldsymbol{H}_{h}^{n}-\left(\frac{\mu_{0} \mu_{\infty}}{(\Delta t)^{2}}-\frac{\mu_{0} \mu_{\infty} \omega_{0} \xi}{\Delta t}\right) \boldsymbol{H}_{h}^{n-1}-\frac{\chi}{c_{v}}\left(\omega_{0}^{2}-\frac{2}{(\Delta t)^{2}}\right) \boldsymbol{E}_{h}^{n} \\
& -\left[\frac{\chi}{c_{v}}\left(\frac{1}{(\Delta t)^{2}}-\frac{\omega_{0} \xi}{\Delta t}\right)-\frac{\tau \omega_{0}^{2}}{2 c_{v} \Delta t}\right] \boldsymbol{E}_{h}^{n-1}+\frac{2}{(\Delta t)^{2}} \boldsymbol{B}_{h}^{n-1}-\left(\frac{2}{(\Delta t)^{2}}-\omega_{0}^{2}\right) \boldsymbol{B}_{h}^{n} . \tag{3.11}
\end{align*}
$$

Hence, at each time step, the scheme (3.7a)-(3.7d) can be implemented as follows: we first solve (3.8) and (3.10) as a system for $\boldsymbol{E}_{h}^{n+1}$ and $\boldsymbol{H}_{h}^{n+1}$; then we solve (3.7a) and (3.7b) independently for $\boldsymbol{D}_{h}^{n+1}$ and $\boldsymbol{B}_{h}^{n+1}$. Below we assure that the system formed by (3.8) and (3.10) is indeed solvable.

Theorem 3.2. Under the assumption $\chi<\sqrt{\epsilon_{\infty} \mu_{\infty}}$, the system (3.8) and (3.10) is solvable for $E_{h}^{n+1}$ and $\boldsymbol{H}_{h}^{n+1}$.

Proof. To prove the solvability of the system (3.8) and (3.10), we assume that their right hand sides are zero. Choosing $\boldsymbol{\phi}=\boldsymbol{E}_{h}^{n+1}$ and $\boldsymbol{\psi}=\boldsymbol{H}_{h}^{n+1}$ in (3.8) and (3.10) and summing up the resultants, we have

$$
\left(\frac{1}{(\Delta t)^{2}}+\frac{\omega_{0} \xi}{\Delta t}\right)\left[\epsilon_{0} \epsilon_{\infty}\left\|E_{h}^{n+1}\right\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+2 \frac{\chi}{c_{v}}\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)\right]=0
$$

which is equivalent to

$$
\begin{equation*}
\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+2 \frac{\chi}{c_{v}}\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)=0 \tag{3.12}
\end{equation*}
$$

From (3.12), we easily see that

$$
\begin{equation*}
\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right) \leq 0 . \tag{3.13}
\end{equation*}
$$

On the other hand, we can rewrite (3.12) as

$$
\left\|\sqrt{\epsilon_{0} \epsilon_{\infty}} E_{h}^{n+1}+\sqrt{\mu_{0} \mu_{\infty}} \boldsymbol{H}_{h}^{n+1}\right\|^{2}=2 \sqrt{\epsilon_{0} \mu_{0}}\left(\sqrt{\epsilon_{\infty} \mu_{\infty}}-\chi\right)\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right) \geq 0,
$$

which, combining with (3.13), shows that $\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)=0$. Hence by (3.12), we have $\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}=\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}=0$, which concludes the solvability of the system (3.8) and (3.10).

Finally, we want to show that the scheme (3.7a)-(3.7d) is stable.
Theorem 3.3. Let $c_{i n v}>0$ be the constant in the standard inverse estimate [17]

$$
\begin{equation*}
\left\|\nabla \times \boldsymbol{u}_{h}\right\|_{0} \leq c_{i n v} h^{-1}\left\|\boldsymbol{u}_{h}\right\|_{0}, \quad \forall \boldsymbol{u}_{h} \in \boldsymbol{V}_{h} \tag{3.14}
\end{equation*}
$$

Under the time step constraint

$$
\begin{equation*}
\frac{c_{i n v} \Delta t}{h}=\mathcal{O}(1), \tag{3.15}
\end{equation*}
$$

and the condition $\chi<\sqrt{\epsilon_{\infty} \mu_{\infty}}$, the solution $\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}, \boldsymbol{D}_{h}^{n+1}, \boldsymbol{B}_{h}^{n+1}\right)$ of (3.7a)-(3.7d) satisfies the following stability: for any $n \geq 1$,

$$
\begin{gather*}
\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n+1}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n+1}\right\|_{0}^{2} \\
\leq C\left[\left\|\boldsymbol{E}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{E}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}^{2}\right. \\
\left.\quad+\left\|\boldsymbol{D}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n-1}\right\|_{0}^{2}\right], \tag{3.16}
\end{gather*}
$$

where the constant $C>0$ is independent of $h$ and $\Delta t$.
Proof. Choosing $\boldsymbol{\phi}_{h}=(\Delta t)^{2} \boldsymbol{E}_{h}^{n+1}$ in (3.8), $\boldsymbol{\psi}_{h}=(\Delta t)^{2} \boldsymbol{H}_{h}^{n+1}$ in (3.10), then adding the results together, we obtain

$$
\begin{align*}
& \left(1+\omega_{0} \xi \Delta t\right)\left[\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+2 \frac{\chi}{c_{v}}\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)\right] \\
= & (\Delta t)^{2}\left(R_{1}, \boldsymbol{E}_{h}^{n+1}\right)+\Delta t\left(1+\omega_{0} \xi \Delta t\right)\left(\boldsymbol{H}_{h}^{n-1}, \nabla \times \boldsymbol{E}_{h}^{n+1}\right)+(\Delta t)^{2}\left(R_{2}, \boldsymbol{H}_{h}^{n+1}\right) \\
& -\Delta t\left(1+\omega_{0} \xi \Delta t\right)\left(\nabla \times \boldsymbol{E}_{h}^{n-1}, \boldsymbol{H}_{h}^{n+1}\right) . \tag{3.17}
\end{align*}
$$

First, using the assumption $\chi<\sqrt{\epsilon_{\infty} \mu_{\infty}}$, we have

$$
\begin{aligned}
2 \frac{\chi}{c_{v}}\left(E_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right) & >-2 \sqrt{\epsilon_{0} \epsilon_{\infty} \mu_{0} \mu_{\infty}}\left|\left(\boldsymbol{E}_{h}^{n+1}, \boldsymbol{H}_{h}^{n+1}\right)\right| \\
& \geq-\epsilon_{0} \epsilon_{\infty}\left\|E_{h}^{n+1}\right\|_{0}^{2}-\mu_{0} \mu_{\infty}\left\|H_{h}^{n+1}\right\|_{0}^{2}
\end{aligned}
$$

which makes the left hand side terms of (3.17) bounded below by

$$
C\left(1+\omega_{0} \xi \Delta t\right)\left(\epsilon_{0} \epsilon_{\infty}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\mu_{0} \mu_{\infty}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}\right) .
$$

In the following, we just need to estimate those right hand terms of (3.17). Using the Cauchy-Schwarz inequality, the inverse estimate (3.14), and the arithmetic-geometric mean inequality, we have

$$
\begin{aligned}
\Delta t\left(1+\omega_{0} \xi \Delta t\right)\left(\boldsymbol{H}_{h}^{n-1}, \nabla \times \boldsymbol{E}_{h}^{n+1}\right) & \leq\left(1+\omega_{0} \xi \Delta t\right) \Delta t \cdot c_{i n v} h^{-1}\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0} \\
& \leq\left(1+\omega_{0} \xi \Delta t\right)\left[\delta_{1}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{4 \delta_{1}} \cdot\left(c_{i n v} \Delta t / h\right)^{2}\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}^{2}\right]
\end{aligned}
$$

Similarly, we have

$$
\Delta t\left(1+\omega_{0} \xi^{\tau} \Delta t\right)\left(\nabla \times \boldsymbol{E}_{h}^{n-1}, \boldsymbol{H}_{h}^{n+1}\right) \leq\left(1+\omega_{0} \xi \Delta t\right)\left[\delta_{2}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{4 \delta_{2}} \cdot\left(c_{i n v} \Delta t / h\right)^{2}\left\|\boldsymbol{E}_{h}^{n-1}\right\|_{0}^{2}\right] .
$$

By the definition of $R_{1}$, we obtain

$$
\begin{aligned}
& (\Delta t)^{2}\left(R_{1}, \boldsymbol{E}_{h}^{n+1}\right) \leq \delta_{3}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{4 \delta_{3}}\left\|(\Delta t)^{2} R_{1}\right\|_{0}^{2} \\
& \leq \delta_{3}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{4 \delta_{3}} \|\left(2 \epsilon_{0} \epsilon_{\infty}-\epsilon_{0} \epsilon_{s} \omega_{0}^{2}(\Delta t)^{2}\right) \boldsymbol{E}_{h}^{n}+\epsilon_{0} \epsilon_{\infty}\left(\omega_{0} \xi \Delta t-1\right) \boldsymbol{E}_{h}^{n-1} \\
& \quad+\frac{\chi}{c_{v}}\left(2-\omega_{0}^{2}(\Delta t)^{2}\right) \boldsymbol{H}_{h}^{n}-\left[\frac{\chi}{c_{v}}\left(1-\omega_{0} \xi \Delta t\right)+\frac{\tau \omega_{0}^{2}}{2 c_{v}} \Delta t\right] \boldsymbol{H}_{h}^{n-1} \\
& \quad+2 D_{h}^{n-1}-\left(2-\omega_{0}^{2}(\Delta t)^{2}\right) \boldsymbol{D}_{h}^{n} \|_{0}^{2} \\
& \leq \delta_{3}\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\frac{C}{4 \delta_{3}}\left(\left\|\boldsymbol{E}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{E}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n}\right\|_{0}^{2}\right)
\end{aligned}
$$

Similarly, by the definition of $R_{2}$, we can obtain

$$
\begin{gathered}
(\Delta t)^{2}\left(R_{2}, \boldsymbol{H}_{h}^{n+1}\right) \leq \delta_{4}\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2}+\frac{C}{4 \delta_{4}}\left(\left\|\boldsymbol{H}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{E}_{h}^{n}\right\|_{0}^{2}\right. \\
\left.+\left\|\boldsymbol{E}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n}\right\|_{0}^{2}\right)
\end{gathered}
$$

Combining the above estimates and choosing $\delta_{i}$ small enough, we have

$$
\begin{aligned}
\left\|\boldsymbol{E}_{h}^{n+1}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n+1}\right\|_{0}^{2} \leq C & \left(\left\|\boldsymbol{H}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{H}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{E}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{E}_{h}^{n-1}\right\|_{0}^{2}\right. \\
& \left.+\left\|\boldsymbol{B}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{B}_{h}^{n}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n-1}\right\|_{0}^{2}+\left\|\boldsymbol{D}_{h}^{n}\right\|_{0}^{2}\right),
\end{aligned}
$$

which, along with (3.7c) and (3.7d), completes the proof.
Optimal error estimates can be proved using ideas similar to our previous work (cf. [10, 12]). Due to its lengthy and technicality, we skip the proof. Similar stability and error estimates can be proved for the scheme (3.5a)-(3.5d).

## 4 Conclusions

In this paper, we carry out the existence and uniqueness study of time-dependent Maxwell's equations in dispersive lossy bi-isotropic media. Two fully discrete finite element schemes are developed and analyzed. More advanced numerical methods such as $h p$ finite element methods [2,3], discontinuous Galerkin methods [8,9,11], and multiscale finite element methods [4,22] will be considered in the future.

## Acknowledgments

This work was supported by National Science Foundation grant DMS-0810896, NSFC project 11271310 and in part by the NSFC Key Project 11031006 and Research Grants Council of Hong Kong and NSERC (Canada).

## References

[1] H. T. Banks, V. A. Bokil and N. L. Gibson, Analysis of stability and dispersion in a finite element method for Debye and Lorentz media, Numer. Methods Partial Differential Equations, 25 (2009), pp. 885-917.
[2] L. Demkowicz, Computing with $h p$-Adaptive Finite Elements I, One and Two-Dimensional Elliptic and Maxwell Problems, CRC Press, Taylor and Francis, 2006.
[3] L. Demkowicz, J. Kurtz, D. Pardo, M. Paszynski, W. Rachowicz and A. Zdunek, Computing with $h p$-Adaptive Finite Elements, Vol. 2: Frontiers: Three Dimensional Elliptic and Maxwell Problems with Applications, CRC Press, Taylor and Francis, 2006.
[4] Y. Efendiev and T. Y. Hou, Multiscale Finite Element Methods: Theory and Applications, Springer, New York, 2009.
[5] G. Fairweather, Finite Element Galerkin Methods for Differential Equations, M. Dekker, New York, 1978.
[6] P. Fernandes and M. Raffetto, Well posedness and finite element approximability of timeharmonic electromagnetic boundary value problems involving bianisotropic materials and metamaterials, Math. Models Methods Appl. Sci., 19 (2009), pp. 2299-2335.
[7] A. Grande, I. Barba, A. C. L. Cabeceira, J. Represa, K. Karkkainen and A. H. Sihvola, Two-dimensional extension of a novel FDTD technique for modeling dispersive lossy biisotropic media using the auxiliary differential equation method, IEEE Microwave Wireless Components Lett., 15(5) (2005), pp. 375-377.
[8] J. S. Hesthaven and T. Warburton, Nodal Discontinuous Galerkin Methods: Algorithms, Analysis, and Applications, Springer, New York, 2008.
[9] Y. HUANG, J. Li and W. YANG, Interior penalty DG methods for Maxwell's equations in dispersive media, J. Comput. Phys., 230 (2011), pp. 4559-4570.
[10] J. Li, Error analysis of fully discrete mixed finite element schemes for 3-D Maxwell's equations in dispersive media, Comput. Methods Appl. Mech. Eng., 196 (2007), pp. 3081-3094.
[11] J. LI, Posteriori error estimation for an interiori penalty discontinuous Galerkin method for Maxwell's equations in cold plasma, Adv. Appl. Math. Mech., 1 (2009), pp. 107-124.
[12] J. Li, Finite element study of the Lorentz model in metamaterials, Comput. Methods Appl. Mech. Eng., 200 (2011), pp. 626-637.
[13] J. Li and Y. Huang, Mathematical simulation of cloaking metamaterial structures, Adv. Appl. Math. Mech., 4 (2012), pp. 93-101.
[14] J. Li, Y. Huang and Y. Lin, Developing finite element methods for Maxwell's equations in a Cole-Cole dispersive medium, SIAM J. Sci. Comput., 33(6) (2011), pp. 3153-3174.
[15] I. Lindell, A. Sihvola, S. Tretyakov and A. Viitanen, Electromagnetic Waves on Chiral and Bi-Isotropic Media, Artech House, Boston, 1994.
[16] T. LU, P. Zhang and W. CaI, Discontinuous Galerkin methods for dispersive and lossy Maxwell's equations and PML boundary conditions, J. Comput. Phys., 200 (2004), pp. 549-580.
[17] P. MONK, Finite Element Methods for Maxwell's Equations, Oxford University Press, 2003.
[18] J.-C. NÉDÉLEC, Mixed finite elements in $R^{3}$, Numer. Math., 35 (1980), pp. 315-341.
[19] C. SChEID AND S. LANTERI, Convergence of a Discontinuous Galerkin scheme for the mixed time domain Maxwell's equations in dispersive media, IMA Journal of Numerical Analysis, 33 (2013), pp. 432-459.
[20] S. SHAW, Finite element approximation of Maxwell's equations with Debye memory, Adv. Numer. Anal., Vol. 2010, Article ID 923832, 28 pages, doi:10.1155/2010/923832.
[21] B. WANG, Z. Xie and Z. Zhang, Error analysis of a discontinuous Galerkin method for Maxwell equations in dispersive media, J. Comput. Phys., 229 (2010), pp. 8552-8563.
[22] Y. Zhang, L.-Q. CaO, W. Allegretto and Y. Lin, Multiscale numerical algorithm for 3D Maxwell's equations with memory effects in composite materials, Int. J. Numer. Anal. Model. Series B, 1 (2011), pp. 41-57.


[^0]:    *Corresponding author.
    Email: huangyq@xtu.edu.cn (Y. Huang), jichun@unlv.nevada.edu (J. Li), ylin@math.ualberta.ca (Y. Lin)

