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Abstract. In this paper, we present an a posteriori error estimates of semilinear
quadratic constrained optimal control problems using triangular mixed finite ele-
ment methods. The state and co-state are approximated by the order k ≤ 1 Raviart-
Thomas mixed finite element spaces and the control is approximated by piecewise
constant element. We derive a posteriori error estimates for the coupled state and
control approximations. A numerical example is presented in confirmation of the
theory.
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1 Introduction

Optimal control problems have attracted substantial interest in recent years due to
their applications in aero-hydrodynamics, combustion, exploration and extraction of
oil and gas resources, and engineering. The past decade has seen significant develop-
ments in theoretical and computational methods for optimal control problems. The
finite element method is a valid numerical method of studying the partial differential
equation, but it is not deeply studied in solving optimal control problems. For opti-
mal control problems governed by linear elliptic equations, there are some pioneering
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work on numerical approximation by Falk [9] and Mossino [21]. An optimal control
problem for a two-dimensional elliptic equation is investigated with pointwise control
constraints in Meyer and Rösch [19]. A systematic introduction of the finite element
method for optimal control problems can be found in, for instance, [12, 13, 16] and the
references cited therein. Most of these researches have been, however, only for the
standard finite element methods for optimal control problems.

In many optimal control problems, the objective functional contains the gradient of
the state variables. Thus, the accuracy of the gradient is very important in the numeri-
cal discretization of the state equations. Mixed finite element methods are appropriate
for the state equations in such cases since both the scalar variable and its flux variable
can be approximated to the same accuracy by using such methods. In [5, 23] the au-
thors presented a priori error estimates and superconvergence of mixed finite element
methods for linear optimal control problems. However, there does not seem to exist
much work on theoretical estimates of mixed finite element methods for nonlinear
optimal control problems.

Adaptive finite element approximation is a most important means to boost accu-
racy and efficiency of the finite element discretization. Adaptive finite element ap-
proximation uses a posteriori error indicator to guide the mesh refinement procedure.
In [25], the author proposed a posteriori error estimates of gradient recovery type for
linear optimal control problems. Liu and Yan investigated a posteriori error estimates
and adaptive finite element approximation for optimal control problems governed by
Stokes equations in [18]. In [3, 4, 24], we derived a priori error estimates and super-
convergence for linear quadratic optimal control problems using mixed finite element
methods. A posteriori error estimates of mixed finite element methods for general
convex optimal control problems was addressed in [6–8].

The purpose of this work is to obtain a posteriori error estimates of triangular
mixed finite element methods for quadratic optimal control problems governed by
semilinear elliptic equations. Compared with the related work [11], the present pa-
per gives the first a posteriori error estimate for semilinear quadratic optimal control
problems when they are discretized by Raviart-Thomas mixed finite element methods.

In this paper, we consider the following quadratic optimal control problems gov-
erned by semilinear elliptic equations:

min
u∈K⊂U

{1
2
‖ p− pd ‖2 +

1
2
‖ y− yd ‖2 +

υ

2
‖ u ‖2

}
, (1.1)

divp + φ(y) = u, in Ω, (1.2)
p = −A∇y, in Ω, (1.3)
y = 0, on ∂Ω, (1.4)

where the bounded open set Ω⊂R2, is a convex polygon with boundary ∂Ω, f∈L2(Ω),
and K is a closed convex set in L2(Ω). For any R>0 the function φ(·)∈W2,∞(−R, R),
φ′(y)∈L2(Ω) for any y∈H1(Ω), and φ′(y)≥0. Furthermore, we assume the coefficient
matrix

A(x) = (ai,j(x))2×2 ∈ (W1,∞(Ω))2×2,
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is a symmetric 2× 2-matrix and there is a constant c>0 satisfying for any vector X∈R2,
Xt AX≥c‖X‖2

R2 .
In this paper we adopt the standard notation Wm,p(Ω) for Sobolev spaces on Ω

with a norm ‖ · ‖m,p given by ‖v‖p
m,p=∑|α|≤m ‖Dαv‖p

Lp(Ω). We set

Wm,p
0 (Ω) = {v ∈ Wm,p(Ω) : v |∂Ω= 0}.

For p=2, we denote

Hm(Ω) = Wm,2(Ω), Hm
0 (Ω) = Wm,2

0 (Ω), and ‖ · ‖m = ‖ · ‖m,2, ‖ · ‖ = ‖ · ‖0,2.

In addition C or c denotes a general positive constant independent of h.
The rest of this paper is organized as follows. In section 2, we construct the tri-

angular mixed finite element discretization for quadratic constrained optimal control
problems governed by semilinear elliptic equations. In section 3, a posteriori error
estimates are derived for semilinear optimal control problems using Raviart-Thomas
mixed finite element methods. A numerical example is presented in section 4.

2 Mixed methods for optimal control problems

In this section, we study the mixed finite element discretization of the semilinear
quadratic optimal control problems (1.1)-(1.4). Let V=H(div; Ω)={v∈(L2(Ω))2, divv
∈L2(Ω)} endowed with the norm given by ‖v‖H(div;Ω)=(‖v‖2

0,Ω + ‖divv‖2
0,Ω)1/2 and

W=U= L2(Ω). We recast (1.1)-(1.4) as the following weak form: find (p, y, u) ∈
V ×W ×U such that

min
u∈K⊂U

{1
2
‖p− pd‖2 +

1
2
‖y− yd‖2 +

υ

2
‖u‖2

}
, (2.1)

(A−1 p, v)− (y, divv) = 0, ∀v ∈ V , (2.2)
(divp, w) + (φ(y), w) = (u, w), ∀w ∈ W. (2.3)

Similar to [3], it can be proved that the optimal control problem (2.1)-(2.3) has a
unique solution (p, y, u), and that a triplet (p, y, u) is the solution of (2.1)-(2.3) if and
only if there is a co-state (q, z) ∈ V ×W such that (p, y, q, z, u) satisfies the following
optimality conditions:

(A−1 p, v)− (y, divv) = 0, ∀v ∈ V , (2.4)
(divp, w) + (φ(y), w) = (u, w), ∀w ∈ W, (2.5)
(A−1q, v)− (z, divv) = −(p− pd, v), ∀v ∈ V , (2.6)
(divq, w) + (φ′(y)z, w) = (y− yd, w), ∀w ∈ W, (2.7)
(z + υu, ũ− u)U ≥ 0, ∀ũ ∈ U, (2.8)

where (·, ·)U is the inner product of U. In the rest of the paper, we shall simply write
the product as (·, ·) whenever no confusion should be caused.
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For ease of exposition we will assume that Ω is a convex polygon. Let Th be regular
triangulation of Ω, where |τ| is the area of τ, hτ is the diameter of τ and h = max hτ.

Let V h ×Wh⊂V ×W denotes the order k≤1 Raviart-Thomas mixed finite element
space [22], namely, Vk(τ)=P2

k + x · Pk, Wk(τ)=Pk, where Pk denotes the space of poly-
nomials of total degree at most k, x=(x1, x2) which treated as a vector, and

V h := {vh ∈ V : ∀τ ∈ Th, vh|τ ∈ V k(τ)},
Wh := {wh ∈ W : ∀τ ∈ Th, wh|τ ∈ Wk(τ)},
Uh := {ũh ∈ U : ∀τ ∈ Th, ũh|τ ∈ P0(τ)}.

By the definition of finite element subspace, the mixed finite element discretization of
(2.1)-(2.3) is as follows: compute (ph, yh, uh)∈V h ×Wh ×Uh such that

min
uh∈Uh

{1
2
‖ph − pd‖2 +

1
2
‖yh − yd‖2 +

υ

2
‖uh‖2

}
, (2.9)

(A−1 ph, vh)− (yh, divvh) = 0, ∀vh ∈ V h, (2.10)
(divph, wh) + (φ(yh), wh) = (uh, wh), ∀wh ∈ Wh. (2.11)

Similarly, optimal control problem (2.9)-(2.11) again has a unique solution (ph, yh, uh),
and that a triplet (ph, yh, uh) is the solution of (2.9)-(2.11) if and only if there is a co-
state (qh, zh)∈V h ×Wh such that (ph, yh, qh, zh, uh) satisfies the following optimality
conditions:

(A−1 ph, vh)− (yh, divvh) = 0, ∀vh ∈ V h, (2.12)
(divph, wh) + (φ(yh), wh) = (uh, wh), ∀wh ∈ Wh, (2.13)
(A−1qh, vh)− (zh, divvh) = −(ph − pd, vh), ∀vh ∈ V h, (2.14)
(divqh, wh) + (φ′(yh)zh, wh) = (yh − yd, wh), ∀wh ∈ Wh, (2.15)
(zh + υuh, ũh − uh) ≥ 0, ∀ũh ∈ Uh. (2.16)

Now, let us give the local definition of these differential operators (understood in
the distributional sense), namely, divh, curlh: H1(Th)2→L2(Ω) and∇h, Curlh: H1(Th)→
L2(Ω)2 defined such that for any τ ∈ Th:

divhv|τ := div(v|τ), curlhv|τ := curl(v|τ),
∇hv|τ := ∇(v|τ), Curlhv|τ := Curl(v|τ).

Let Eh denote the set of element sides in Th. If there is no risk of confusion the
local mesh size h is defines on both Th and Eh by h|τ :=hτ for τ ∈ Th and h|E :=hE for
E∈Eh, respectively. For all E∈Eh we fix one direction of a unit normal on E pointing in
the outside of Ω in case that E⊂∂Ω. We define an operator [v]: H1(Th)→L2(Eh) is the
jump of the function v across the edge E, and t being the tangential unit vector along
E.

Define S0(Th)⊂L2(Ω) as the piecewise constant space and S1(Th)⊂H1(Ω) or S1
0(Th)

⊂H1
0(Ω) as continuous and piecewise linear functions, piecewise is understood with
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respect to Th. We consider Clement’s interpolation operator π̂h: H1(Ω)→S1(Th) which
satisfies [5]:

‖v− π̂hv‖0,τ ≤ Chτ‖v‖1,wτ , ∀v ∈ H1
0(Ω), (2.17)

‖v− π̂hv‖0,E ≤ Ch1/2
E ‖v‖1,wE , ∀v ∈ H1

0(Ω), (2.18)

for each τ ∈ Th and E ∈ Eh, wτ = {τ′ ∈ Th, τ̄ ∩ τ̄′ 6= ∅}, wE = {τ ∈ Th, E ∈ τ̄}.
Now, we define the standard L2(Ω)-orthogonal projection Ph: W→Wh, which sat-

isfies the approximation property [10]:

‖h−1 · (v− Phv)‖0,Ω ≤ C‖∇hv‖0,Ω, ∀v ∈ H1(Th). (2.19)

Let us define the projection operator Πh: V→V h, which satisfies: for any q ∈ V
∫

E
wh(q−Πhq) · νEds = 0, ∀wh ∈ Wh, E ∈ Eh, (2.20)

∫

τ
(q−Πhq) · vhdxdy = 0, ∀vh ∈ V h, τ ∈ Th. (2.21)

Then, the interpolation operator Πh satisfies a local error estimate:

‖h−1 · (q−Πhq)‖0,Ω ≤ C|q|1,Th , q ∈ H1(Th) ∩ V . (2.22)

For ϕ ∈ Wh, we let [20]:

φ(ϕ)− φ(p) = −φ̃′(ϕ)(p− ϕ) = −φ′(p)(p− ϕ) + φ̃′′(ϕ)(p− ϕ)2, (2.23)

where

φ̃′(ϕ) =
∫ 1

0
φ′(ϕ + s(p− ϕ))ds, φ̃′′(ϕ) =

∫ 1

0
(1− s)φ′′(p + s(ϕ− p))ds

are bounded functionals in Ω̄.

3 A posteriori error estimates

The constrained optimal control problem normally has singularity. Under the con-
straint of an obstacle type, typically it has gradient jumps around the free boundary
of the contact set. Thus the numerical error of the finite element solution is frequently
concentrated around these areas. Adaptive finite element approximation has been
found very useful in computing optimal control problems. It uses a posteriori error
indicator to guide the mesh refinement procedure. Adaptive finite element approxi-
mation refines only the area where the error indicator is larger, so that a higher density
of nodes is distributed over the area where the solution is difficult to approximate. In
this sense the efficiency and reliability of adaptive finite element approximation very
much rely on those of the error indicator used.
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We consider the most useful type of constraints:

K = {v ∈ L2(Ω) : v ≥ d},

where d is a constant. Let Kh=K ∩Uh, and assume that Uh is the piecewise constant
finite element space. Then, it is easy to see that Kh ⊂ K.

In order to have sharp a posteriori error estimates, we divide Ω into some subsets:

Ω−
d = {x ∈ Ω : zh(x) ≤ −υd},

Ωd = {x ∈ Ω : zh(x) > −υd, uh = d},
Ω+

d = {x ∈ Ω : zh(x) > −υd, uh > d}.

Then, it is clear that three subsets do not intersect each other, and Ω = Ω−
d ∪Ωd ∪Ω+

d .
Now let us have an intuitive analysis on the approximation error for the control. On
Ωd, asymptotically we can assume that

0 < zh + υuh → z + υu.

Hence it follows from the optimality conditions that u=uh= d on Ωd. Thus the error on
Ωd may be negligible. We should only need to estimate the error on Ω\Ωd=Ω−

d ∪Ω+
d

in order to avoid over-estimate. As in [4], let

J(u) =
1
2
‖p− pd‖2 +

1
2
‖y− yd‖2 +

υ

2
‖u‖2, (3.1)

Jh(uh) =
1
2
‖ph − pd‖2 +

1
2
‖yh − yd‖2 +

υ

2
‖uh‖2. (3.2)

It can be shown that

(J′(u), v) = (υu + z, v),
(J′(uh), v) = (υuh + z(uh), v),
(J′h(uh), v) = (υuh + zh, v),

where z(uh) is the solution of the equations with ũ = uh:

(A−1 p(ũ), v)− (y(ũ), divv) = 0, ∀v ∈ V , (3.3)
(divp(ũ), w) + (φ(y(ũ)), w) = (ũ, w), ∀w ∈ W, (3.4)
(A−1q(ũ), v)− (z(ũ), divv) = −(p(ũ)− pd, v), ∀v ∈ V , (3.5)
(divq(ũ), w) + (φ′(y(ũ))z(ũ), w) = (y(ũ)− yd, w), ∀w ∈ W. (3.6)

In many applications, J(·) is uniform convex near the solution u (see, e.g., [17]).
The convexity of J(·) is closely related to the second order sufficient conditions of the
control problem, which are assumed in many studies on numerical methods of the
problem. If J(·) is uniformly convex, then there is a c > 0, such that

(J′(u)− J′(uh), u− uh) ≥ c‖u− uh‖2
L2(Ω), (3.7)
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where u and uh are the solutions of (2.1) and (2.9), respectively. We will assume the
above inequality throughout this paper.

Now we establish the following error estimates, which can be proved similarly to
the proofs given in [6].

Lemma 3.1. Let u and uh be the solutions of (2.1) and (2.9), respectively. Assume that Kh⊂K.
Then

‖u− uh‖2
L2(Ω) ≤ C

(
η2

1 + ‖zh − z(uh)‖2
L2(Ω)

)
, (3.8)

where η2
1 =

∫
Ω−

d
|zh + υuh|2dx.

Fix a function uh∈Uh, let (p(uh), y(uh))∈V ×W be the solution of the equations
(3.3)-(3.4).

Let (p, y, u)∈V ×W×U and (ph, yh, uh)∈V h×Wh×Uh be the solution of (2.1)-(2.3)
and (2.9)-(2.11), respectively. Set some intermediate errors:

ε1 := p(uh)− ph, e1 := y(uh)− yh.

To analyze the fixing uh approach, let us first note the following error equations from
(2.10)-(2.11) and (3.3)-(3.4):

(A−1ε1, vh)− (e1, divvh) = 0, ∀vh ∈ V h, (3.9)
(divε1, wh) + (φ(y(uh))− φ(yh), wh) = 0, ∀wh ∈ Wh. (3.10)

It follows from the uniqueness of the solutions for (3.3)-(3.4) that y(uh) ∈ H1
0(Ω),

p(uh) = −A∇y(uh), ∀x ∈ Ω, (3.11)
divp(uh) + φ(y(uh)) = uh, ∀x ∈ Ω. (3.12)

In order to estimate ‖y(uh)− yh‖L2(Ω) in L2 norm, we need a priori regularity estimate
for the following auxiliary problems:

−div(A∇ξ) + Φξ = F1, x ∈ Ω, ξ|∂Ω = 0, (3.13)
−div(A∗∇ζ) + φ′(y(uh))ζ = F2, x ∈ Ω, ζ|∂Ω = 0, (3.14)

where

Φ =





φ(y(uh))− φ(yh)
y(uh)− yh

, y(uh) 6= yh, (3.15)

φ′(yh), y(uh) = yh. (3.15′)

The next lemma gives the desired a priori estimate; see e.g., [17].

Lemma 3.2. Let ξ and ζ be the solutions of (3.13) and (3.14), respectively. Assume that Ω is
convex, A ∈ (W1,∞(Ω))(2×2), Xt AX ≥ c‖X‖2

R2 for all X ∈ R2. Then

‖ξ‖H2(Ω) ≤ C‖F1‖L2(Ω), (3.16)
‖ζ‖H2(Ω) ≤ C‖F2‖L2(Ω). (3.17)
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Then we can have:

Theorem 3.1. For the Raviart-Thomas elements, there is a positive constant C which only
depends on A, Ω, and the shape of the elements and their maximal polynomial degree k, such
that

‖p(uh)− ph‖H(div;Ω) + ‖y(uh)− yh‖L2(Ω) ≤ Cη2, (3.18)

where

η2 :=
(

∑
τ∈Th

η2
2τ

)1/2

:=
[

∑
τ∈Th

(
‖uh − divph − φ(yh)‖2

0,τ + h2
τ · ‖curlh(A−1 ph)‖2

0,τ

+‖h1/2
E · [A−1 ph · t]‖2

0,∂τ + h2
τ · min

wh∈Wh
‖∇hwh − A−1 ph‖2

0,τ

)]1/2
. (3.19)

Proof. We consider a Helmholtz decomposition [2] of A−1 ph with a fixing ϕ∈H1
0(Ω)

such that−div(A∇ϕ)=divph. Then, there is some ψ∈H1(Ω) satisfy
∫

Ω ψdx = 0, Curlψ
⊥∇H1

0(Ω), and
ph = −A∇ϕ + Curlψ. (3.20)

From (3.11) and (3.20) we obtain

ε1 = A∇χ−Curl ψ, with χ = ϕ− y(uh) ∈ H1
0(Ω),

and hence the error decomposition

(A−1ε1, ε1) = (A∇χ,∇χ) + (A−1Curlψ, Curlψ). (3.21)

It follows from (2.19), the Poincare’s inequality, and ellipticity of A that

(A∇χ,∇χ) = (∇χ, ε1) = −(divε1, χ)
= (divε1, Phχ− χ)− (divε1, Phχ)
≤ C‖h · divε1‖0,Ω · ‖A1/2∇χ‖0,Ω + C‖divε1‖0,Ω · ‖Phχ‖0,Ω

≤ C‖h · divε1‖0,Ω · ‖A1/2∇χ‖0,Ω + C‖divε1‖0,Ω · ‖A1/2∇χ‖0,Ω. (3.22)

To estimate the second contribution to the right-hand side of (3.21), we utilize Clement’s
operator π̂h. By its definition π̂hψ ∈ S1(Th) ⊂ H1(Ω), Curlπ̂hψ ∈ S0(Th)2∩H(div; Ω) ⊂
Vh and Curlπ̂hψ⊥∇H1

0(Ω), whence div(Curlπ̂hψ) = 0. Therefore, we have

(A−1Curlψ, Curlπ̂hψ)
= −(A−1ε1, Curlπ̂hψ) = −(e1, divCurlπ̂hψ) = 0.

It follows from (3.20) and (2.17)-(2.18) that

(A−1Curlψ, Curlψ)
= (A−1Curlψ, Curl(ψ− π̂hψ)) = (A−1 ph, Curl(ψ− π̂hψ))
= −(ψ− π̂hψ, curlh(A−1 ph)) + ([A−1 ph · n], ψ− π̂hψ)Eh

≤ C
(
‖h · curlh(A−1 ph)‖0,Ω + ‖h1/2 · [A−1 ph · t]‖0,Eh

)
‖ψ‖1,Ω. (3.23)
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With the Poincare’s inequality and the ellipticity of A we deduce

‖ψ‖1,Ω ≤ C‖∇ψ‖0,Ω = C‖Curlψ‖0,Ω ≤ C‖A−1/2Curlψ‖0,Ω. (3.24)

From (3.11) and (2.23) we can obtain that

divε1 = uh − divph − φ(y(uh))
= uh − divph − φ(yh)− φ̃′(y(uh)) · e1,

and together with (3.21)-(3.24) we have

‖ε1‖H(div;Ω) ≤ C
(
‖uh − divph − φ(yh)‖0,Ω + ‖e1‖0,Ω

+h · ‖curlh(A−1 ph)‖0,Ω + ‖h1/2[A−1 ph · t]‖0,Eh

)
. (3.25)

Now, let us estimate ‖e1‖0,Ω. Let ξ be the solution of (3.13) with F1=y(uh)− yh. Ac-
cording to (3.13), we have ξ∈H1

0(Ω)∩H2(Ω). Then it follows from (2.12), (3.11), (3.13),
and (3.15) that

‖e1‖2
0,Ω = (y(uh)− yh,−div(A∇ξ) + Φξ)

= −(p(uh),∇ξ) + (yh, div ◦Πh(A∇ξ)) + (φ(y(uh))− φ(yh), ξ)
= (divp(uh), ξ) + (φ(y(uh)), ξ) + (A−1 ph, Πh(A∇ξ))− (φ(yh), ξ)
= (uh − divph − φ(yh), ξ) + (∇hwh − A−1 ph, (I −Πh)(A∇ξ))

≤ C
(
‖uh − divph − φ(yh)‖0,Ω + ‖h · (∇hwh − A−1 ph)‖0,Ω

)
· ‖ξ‖2,Ω

≤ C
(
‖uh − divph − φ(yh)‖2

0,Ω + ‖h · (∇hwh − A−1 ph)‖2
0,Ω

)
+ δ‖e1‖2

0,Ω,

for any wh ∈ Wh. Using the triangle inequality, we obtain

‖e1‖0,Ω ≤ C
(
‖uh − divph − φ(yh)‖0,Ω + ‖h · (∇hwh − A−1 ph)‖0,Ω

)
. (3.26)

Consequently, Theorem 3.1 is proved by combining (3.26) with (3.25). ¤
Using the argument similar to the proof of Theorem 3.1, we can also derive the

following result:

Theorem 3.2. For the Raviart-Thomas elements, there is a positive constant C which only
depends on A, Ω, and the shape of the elements and their maximal polynomial degree k, such
that

‖q(uh)− qh‖H(div;Ω) + ‖z(uh)− zh‖L2(Ω) ≤ C(η2 + η3), (3.27)

where

η3 :=
(

∑
τ∈Th

η2
3τ

)1/2

:=
[

∑
τ∈Th

(
‖yh − divqh − φ′(yh)zh − yd‖2

0,τ + h2
τ · ‖curlh(A−1qh)‖2

0,τ

+‖h1/2
E · [A−1qh · t]‖2

0,∂τ + h2
τ · min

wh∈Wh
‖∇hwh − A−1qh‖2

0,τ

)]1/2
. (3.28)



Z. Lu, Y. Chen / Adv. Appl. Math. Mech., 2 (2009), pp. 242-256 251

Let (p, y, q, z, u)∈(V ×W)2 ×U and (ph, yh, qh, zh, uh)∈(V h ×Wh)2 ×Uh be the so-
lutions of (2.4)-(2.8) and (2.12)-(2.16). By applying the intermediate errors, we can
decompose the errors as following

p− ph = p− p(uh) + p(uh)− ph := ε1 + ε1,
y− yh = y− y(uh) + y(uh)− yh := r1 + e1,
q− qh = q− q(uh) + q(uh)− qh := ε2 + ε2,
z− zh = z− z(uh) + z(uh)− zh := r2 + e2.

From (2.4)-(2.7), (3.3)-(3.6) and (2.23), we have

(A−1ε1, v)− (r1, divv) = 0, ∀v ∈ V , (3.29)
(divε1, w) + (φ̃′(y)r1, w) = (u− uh, w), ∀w ∈ W, (3.30)
(A−1ε2, v)− (r2, divv) = −(ε1, v), ∀v ∈ V , (3.31)
(divε2, w) + (φ′(y)r2, w) = (r1, w)− (φ̃′′(y)z(uh)r1, w), ∀w ∈ W. (3.32)

The assumption that A∈L∞(Ω; R2×2) implies the boundedness of the inverse operator
of the map {ε1, r1}: R3→V ×W defined by the saddle-point problem (3.29)-(3.30) [1]:

‖ε1‖H(div;Ω) + ‖r1‖L2(Ω) ≤ C‖u− uh‖L2(Ω). (3.33)

Similarly, by (3.33), we have

‖ε2‖H(div;Ω) + ‖r2‖L2(Ω)

≤ C
(‖p− p(uh)‖L2(Ω) + ‖y− y(uh)‖L2(Ω)

)

≤ C‖u− uh‖L2(Ω). (3.34)

Using the Lemma 3.1, Theorems 3.1 and 3.2, and (3.33)-(3.34), we can derive the fol-
lowing result:

Theorem 3.3. Let u and uh be the solutions of (2.1) and (2.9), respectively. Assume that
Kh ⊂ K. Then

‖p− ph‖2
H(div;Ω) + ‖y− yh‖2

L2(Ω) + ‖q− qh‖2
H(div;Ω)

+‖z− zh‖2
L2(Ω) + ‖u− uh‖2

L2(Ω) ≤ C
3

∑
i=1

η2
i , (3.35)

where η1, η2, and η3 are defined in Lemma 3.1, Theorems 3.1 and 3.2, respectively.

4 Numerical tests

In the section, we use a posteriori error estimates presents in our paper as an indicator
for the adaptive finite element approximation. There has been immense research on
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developing fast numerical algorithms for optimal control problems in the scientific
literature that it simply impossible to give even a very brief review here. However
there seems still some way to go before efficient solvers can be developed even for the
constrained quadratic optimal control governed by an elliptic equation. The reason
seems that there are so many computational bottlenecks in solving an optimal control
problem. It has been recently found that suitable adaptive meshes can greatly reduce
discretization errors, see, for example, [15].

For our numerical test, a posteriori error estimators are used as error indicators
to guide the mesh refinement in adaptive finite element methods (h-method). The
optimal control problem were solved numerically by a preconditioned projection al-
gorithm, with codes developed based on AFEPACK. The package is freely available
and the details can be found at [14].

Our numerical example is the following optimal control problem:

min
u∈K⊂U

{
1
2
‖p− pd‖2 +

1
2
‖y− yd‖2 +

1
2
‖u− u0‖2

}
, (4.1)

divp + y3 = f + u, p = −∇y, x ∈ Ω, y|∂Ω = 0, (4.2)
divq + 3y2z = y− yd, q = −(∇z + p− pd), x ∈ Ω, z|∂Ω = 0. (4.3)

In our examples, we choose the domain Ω=[0, 1]× [0, 1]. Let Ω be partitioned into Th
as described in section 2. We shall use η1 as the control mesh refinement indicator, and
η2 and η3 as the state’s and co-state’s.

For the constrained optimal control problem:

min
u∈K⊂U

J(u), (4.4)

where J(u) is a uniform convex functional on U and K={u∈L2(Ω):u ≥ 0}, the itera-
tive scheme reads (n = 0, 1, 2, · · ·)

b(un+ 1
2
, v) = b(un, v)− ρn(J′(un), v), ∀v ∈ U, (4.5)

un+1 = Pb
K(un+ 1

2
), (4.6)

where b(·, ·) is a symmetric and positive definite bilinear form such that there exist
constant c0 and c1 satisfying

|b(u, v)| ≤ c1‖u‖U‖v‖U , ∀u, v ∈ U, (4.7)
b(u, u) ≥ c0‖u‖2

U , (4.8)

and the projection operator Pb
KU→K is defined: For given w∈U find Pb

Kw∈K such that

b(Pb
Kw− w, Pb

Kw− w) = min
u∈K

b(u− w, u− w). (4.9)

The bilinear form b(·, ·) provides suitable preconditioning for the projection algorithm.
Otherwise its speed may be slow when h is very small. One can use a fixed step size, or
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variable ones from a line search procedure. When the step sizes are small enough, its
convergence can be shown with the standard techniques. Let U = Uh. An application
of (4.5)-(4.6) to the discretized semilinear elliptic control problem yields the following
algorithm

b(un+ 1
2
, vh) = b(un, vh)− ρn(υun + zn, vh), ∀vh ∈ Uh (4.10)

(A−1 pn, vh)− (yn, divvh) = 0, ∀vh ∈ V h, (4.11)
(divpn, wh) + (φ(yn), wh) = ( f + un, wh), ∀wh ∈ Wh, (4.12)
(A−1qn, vh)− (zn, divvh) = −(pn − pd, vh) ∀vh ∈ V h, (4.13)
(divqn, wh) + (φ′(yn)zn, wh) = (yn − yd, wh), ∀wh ∈ Wh, (4.14)

un+1 = Pb
K
(
un+ 1

2

)
, un+ 1

2
, un ∈ Uh. (4.15)

The main computational effort is to solve the four state and co-state equations,
and to compute the projection Pb

Kun+ 1
2
. In this paper we use a fast algebraic multi-

grid solver to solve the state and co-state equations. Then it is clear that the key to
saving computing time is how to compute Pb

Kun+ 1
2

efficiently. If one uses the C0 finite
elements to approximate to the control, then one has to solve a global variational in-
equality, via, e.g., semi-smooth Newton method. The computational load is not trivial.
For the piecewise constant elements, Kh = {uh : uh ≥ 0} and b(u, v) = (u, v)U , then

Pb
Kun+ 1

2
|τ = max

(
0, avg(un+ 1

2
)|τ

)
, (4.16)

where avg(un+ 1
2
)|τ is the average of un+ 1

2
over τ.

In solving our discretized optimal control problem, we use the preconditioned pro-
jection gradient method (4.10-4.14) with b(u, v) = (u, v)Uh and a fixed step size ρ = 0.8.
We now briefly describe the solution algorithm to be used for solving the following
numerical examples ( [15]).

Algorithm 4.1: (Algorithm A)

Step 1: Solve the discritized optimal control problem with the projection gradient method on
the current meshes and calculate the error estimators ηi;

Step 2: Adjust the meshes using the estimators and update the solution on new meshes, as
described.

Example We set the known functions as follows:

λ =
{

0.5, x1 + x2 > 1.0,
0.0, x1 + x2 ≤ 1.0,

y = sin 2πx1 sin 2πx2,

u0 = 1− sin
πx1

2
− sin

πx2

2
+ λ,

z = 2 sin 2πx1 sin 2πx2, yd = (1− 16π2)y− 3y2z,
u = max(u0 − z, 0), f = divp + y3 − u,
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q = −
(

4π cos 2πx1 sin 2πx2
4π sin 2πx1 cos 2πx2

)
, p = pd = −

(
2π cos 2πx1 sin 2πx2
2π sin 2πx1 cos 2πx2

)
.

In Fig. 1, the exact solution u is plotted. The control function u is discretized
by piecewise constant functions, whereas the state (y, p) and the co-state (z, q) were
approximation by the RT0 mixed finite element functions. In Table 1, the uniform
and adaptive meshes information is displayed with the approximation errors for the
control and the states. We provide the comparison of solutions and the numerical
errors obtained on uniform meshes and adaptive meshes in Table 1. It is clear that
the adaptive meshes generated using our error indicators are able to save substantial
computational work, in comparison with the uniform meshes.

0

0.5

1 0

0.5

1
0

0.5

1

1.5

2

2.5

Figure 1: The exact solution of u.

In Fig. 2, the adaptive mesh for u are shown. They are obtained by using the h-
method. In the computations, we use η1 as the control mesh refinement indicator and
η2-η3 as the state mesh refinement indicator in the adaptive finite element method.

Table 1: Comparison of uniform mesh and adaptive mesh.

mesh information uniform mesh adaptive mesh
u−nodes 8097 1266
u−sides 23968 3592

u−elements 15872 2327
yz−nodes 8097 2065
yz−sides 23968 6032

yz−elements 15872 3968
‖u− uh‖L2(Ω) 2.74399e-02 2.79115e-02
‖y− yh‖L2(Ω) 1.12311e-02 2.24592e-02
‖z− zh‖L2(Ω) 2.24620e-02 4.49172e-02

‖p− ph‖H(div;Ω) 5.38781e-02 7.06471e-02
‖q− qh‖H(div;Ω) 7.61840e-02 9.99123e-02
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It can be observed that the meshes are well adapted well to the neighborhood of
the free boundaries and discontinuity, and a higher density of node points are indeed
distributed in the desired areas.
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0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 2: The adaptive mesh of u.
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