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#### Abstract

In this paper, we investigate spectral method for mixed inhomogeneous boundary value problems in three dimensions. Some results on the three-dimensional Legendre approximation in Jacobi weighted Sobolev space are established, which improve and generalize the existing results, and play an important role in numerical solutions of partial differential equations. We also develop a lifting technique, with which we could handle mixed inhomogeneous boundary conditions easily. As examples of applications, spectral schemes are provided for three model problems with mixed inhomogeneous boundary conditions. The spectral accuracy in space of proposed algorithms is proved. Efficient implementations are presented. Numerical results demonstrate their high accuracy, and confirm the theoretical analysis well.
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## 1. Introduction

The spectral method has gained increasing popularity in scientific computations, see [3,4, $7,8,10,11,13]$ and the references therein. Recently, some authors developed the Jacobi spectral approximation, and enlarged the applications of spectral method, see [2,14, 16-18]. There have been a lot of work on one (or two) -dimensional problems. However, it is also interesting to consider spectral method in three dimensions, cf. [1, $8,9,12,20,22]$.

In this paper, we investigate the Legendre spectral method for mixed inhomogeneous boundary value problems in three-dimensional space. In the next section, we first recall some recent results on the one-dimensional Legendre orthogonal approximation presented in [17]. By using those results, together with the interpolation of operators (cf. [6]), we establish the basic results on the three-dimensional Legendre orthogonal approximation in Jacobi weighted Sobolev space. The new results improve and generalize the existing results of [ $3,4,14,17$ ], and play an important

[^0]role in spectral method for partial differential equations with mixed boundary conditions. In particular, the existence of Jacobi weights in the norms appearing in the error estimates covers certain singularities of approximated functions. In Section 3, we consider spectral method for mixed inhomogeneous boundary value problems. We could handle such problems in two ways. The first way is to approximate the Dirichlet boundary conditions suitably, and then use certain proper approximations, see e.g., $[1,15]$ and the references therein. The second way is to reform the original problems to the related homogeneous boundary value problems, and then solve the resulting ones easily. For instance, the work of [19, 21] for Dirichlet boundary value problems and the work of [19] for mixed boundary value problems in two-dimensions. But, it is not easy to generalize this approach to three-dimensional problems. We also refer to the books $[4,8,9,20]$. We now develop an explicit lifting technique, with which we reformulate three model problems (steady or unsteady) with Dirichlet or mixed boundary conditions to some alternative forms with homogeneous Dirichlet boundary conditions imposed on some parts of the boundary. Then we provide the corresponding spectral schemes and prove their spectral accuracy. In Section 4, we describe the efficient numerical implementations, and present some numerical results demonstrating their high accuracy. The final section is for concluding remarks.

## 2. Legendre Orthogonal Approximation in Three Dimensions

In this section, we establish the new results on the Legendre orthogonal approximation in three dimensions.

### 2.1. One-dimensional Legendre orthogonal approximation

We first recall one-dimensional Legendre orthogonal approximation. Let $I=\{x| | x \mid<1\}$. For $r \geq 0$, we define the Sobolev space $H^{r}(I)$ and its norm $\|u\|_{r, I}$ as usual. In particular, $L^{2}(I)=H^{0}(I)$ with the inner product $(u, v)_{I}$ and the norm $\|u\|_{I}$. Let $\mathcal{D}(I)$ be the set consisting of all infinitely differentiable functions with compact supports in $I . H_{0}^{r}(I)$ is the closure of $\mathcal{D}(I)$ in $H^{r}(I)$. For simplicity, we denote $\frac{\partial u}{\partial x}$ by $\partial_{x} u$, etc..

The Legendre polynomial of degree $l$ is given by

$$
L_{l}(x)=\frac{(-1)^{l}}{2^{l} l!} \partial_{x}^{l}\left(1-x^{2}\right)^{l}
$$

The set of all Legendre polynomials is a complete $L^{2}(I)$-orthogonal system.
For positive integer $N, \mathcal{P}_{N}(I)$ stands for the set of all polynomials of degree at most $N$. Throughout this paper, we denote by $c$ a generic positive constant which does not depend on $N$ and any function.

The orthogonal projection $P_{N, I}: L^{2}(I) \rightarrow \mathcal{P}_{N}(I)$ is defined by

$$
\left(P_{N, I} u-u, \phi\right)_{I}=0, \quad \forall \phi \in \mathcal{P}_{N}(I)
$$

By Theorem 2.1 of [17] with $\alpha=\beta=0$, we know that if $u \in L^{2}(I),\left(1-x^{2}\right)^{\frac{s}{2}} \partial_{x}^{s} u \in L^{2}(I)$ and integers $0 \leq s \leq N+1$, then

$$
\begin{equation*}
\left\|P_{N, I} u-u\right\|_{I} \leq c N^{-s}\left\|\left(1-x^{2}\right)^{\frac{s}{2}} \partial_{x}^{s} u\right\|_{I} \tag{2.1}
\end{equation*}
$$

The orthogonal projection $P_{N, I}^{1}: H^{1}(I) \rightarrow \mathcal{P}_{N}(I)$ is defined by

$$
\left(\partial_{x}\left(P_{N, I}^{1} u-u\right), \partial_{x} \phi\right)_{I}+\left(P_{N, I}^{1} u-u, \phi\right)_{I}=0, \quad \forall \phi \in \mathcal{P}_{N}(I)
$$

According to Theorem 3.1 of [17], if $u \in H^{1}(I),\left(1-x^{2}\right)^{\frac{s-1}{2}} \partial_{x}^{s} u \in L^{2}(I)$ and integers $1 \leq s \leq$ $N+1$, then

$$
\begin{equation*}
\left\|\partial_{x}^{\mu}\left(P_{N, I}^{1} u-u\right)\right\|_{I} \leq c N^{\mu-s}\left\|\left(1-x^{2}\right)^{\frac{s-1}{2}} \partial_{x}^{s} u\right\|_{I}, \quad \mu=0,1 . \tag{2.2}
\end{equation*}
$$

Let

$$
\mathcal{P}_{N}^{0}(I)=H_{0}^{1}(I) \cap \mathcal{P}_{N}(I)
$$

The orthogonal projection $P_{N, I}^{1,0}: H_{0}^{1}(I) \rightarrow \mathcal{P}_{N}^{0}(I)$ is defined by

$$
\left(\partial_{x}\left(P_{N, I}^{1,0} u-u\right), \partial_{x} \phi\right)_{I}=0, \quad \forall \phi \in \mathcal{P}_{N}^{0}(I)
$$

By Theorem 3.4 of [17], if $u \in H_{0}^{1}(I),\left(1-x^{2}\right)^{\frac{s-1}{2}} \partial_{x}^{s} u \in L^{2}(I)$ and integers $1 \leq s \leq N+1$, then

$$
\begin{equation*}
\left\|\partial_{x}^{\mu}\left(P_{N, I}^{1,0} u-u\right)\right\|_{I} \leq c N^{\mu-s}\left\|\left(1-x^{2}\right)^{\frac{s-1}{2}} \partial_{x}^{s} u\right\|_{I}, \quad \mu=0,1 \tag{2.3}
\end{equation*}
$$

Let

$$
{ }^{0} H^{1}(I)=\left\{u \in H^{1}(I) \mid u(1)=0\right\} \quad \text { and }{ }^{0} \mathcal{P}_{N}(I)={ }^{0} H^{1}(I) \cap \mathcal{P}_{N}(I)
$$

The orthogonal projection ${ }^{0} P_{N, I}^{1}:{ }^{0} H^{1}(I) \rightarrow{ }^{0} P_{N}(I)$, is defined by

$$
\left(\partial_{x}\left({ }^{0} P_{N, I}^{1} u-u\right), \partial_{x} \phi\right)_{I}=0, \quad \forall \phi \in{ }^{0} P_{N}(I)
$$

We have from a slight modification of Theorem 3.2 of [17] that if $v \in{ }^{0} H^{1}(I),\left(1-x^{2}\right)^{\frac{s}{2}} \partial_{x}^{s} u \in$ $L^{2}(I)$ and integers $1 \leq s \leq N+1$, then

$$
\begin{equation*}
\left\|\partial_{x}^{\mu}\left({ }^{0} P_{N, I}^{1} u-u\right)\right\|_{I} \leq c N^{\mu-s}\left\|\left(1-x^{2}\right)^{\frac{s-1}{2}} \partial_{x}^{s} u\right\|_{I}, \quad \mu=0,1 \tag{2.4}
\end{equation*}
$$

### 2.2. Three-dimensional Legendre orthogonal approximation

We now turn to the three-dimensional Legendre orthogonal approximation. Let $I_{j}=\left\{x_{j} \mid\right.$ $\left.\left|x_{j}\right|<1\right\}$ and $\Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid x_{j} \in I_{j}, 1 \leq j \leq 3\right\}$. We define the space $H^{r}(\Omega)$ and its norm $\|u\|_{r, \Omega}$ in the usual way. The inner product and the norm of $L^{2}(\Omega)$ are denoted by $(u, v)_{\Omega}$ and $\|u\|_{\Omega}$, respectively.

Let $V_{N}(\Omega)=\mathcal{P}_{N}\left(I_{1}\right) \otimes \mathcal{P}_{N}\left(I_{2}\right) \otimes \mathcal{P}_{N}\left(I_{3}\right)$. The orthogonal projection $P_{N, \Omega}: L^{2}(\Omega) \rightarrow V_{N}(\Omega)$ is defined by

$$
\left(P_{N, \Omega} u-u, \phi\right)_{\Omega}=0, \quad \forall \phi \in V_{N}(\Omega)
$$

For estimating the approximation error, we introduce the following quantity with integer $r \geq 0$,

$$
\begin{aligned}
& \mathbb{A}_{r, \Omega}(u)= \int_{I_{3}} \\
& \int_{I_{2}}\left\|\left(1-x_{1}^{2}\right)^{\frac{r}{2}} \partial_{x_{1}}^{r} u\left(\cdot, x_{2}, x_{3}\right)\right\|_{I_{1}}^{2} d x_{2} d x_{3} \\
&+\int_{I_{3}} \int_{I_{1}}\left\|\left(1-x_{2}^{2}\right)^{\frac{r}{2}} \partial_{x_{2}}^{r} u\left(x_{1}, \cdot, x_{3}\right)\right\|_{I_{2}}^{2} d x_{1} d x_{3} \\
&+\int_{I_{2}} \int_{I_{1}}\left\|\left(1-x_{3}^{2}\right)^{\frac{r}{2}} \partial_{x_{3}}^{r} u\left(x_{1}, x_{2}, \cdot\right)\right\|_{I_{3}}^{2} d x_{1} d x_{2} .
\end{aligned}
$$

Theorem 2.1. If $u \in L^{2}(\Omega)$, integers $r \geq 0$ and $r \leq N+1$, then

$$
\begin{equation*}
\left\|P_{N, \Omega} u-u\right\|_{\Omega}^{2} \leq c N^{-2 r} \mathbb{A}_{r, \Omega}(u) \tag{2.5}
\end{equation*}
$$

provided that $\mathbb{A}_{r, \Omega}(u)$ is finite.
Proof. Since $P_{N, \Omega} u=P_{N, I_{1}} \cdot P_{N, I_{2}} \cdot P_{N, I_{3}} u$, we have

$$
\begin{align*}
\left\|P_{N, \Omega} u-u\right\|_{\Omega}^{2} \leq & 3\left(\left\|P_{N, I_{1}}\left(P_{N, I_{2}} \cdot P_{N, I_{3}} u\right)-P_{N, I_{2}} \cdot P_{N, I_{3}} u\right\|_{\Omega}^{2}\right.  \tag{2.6}\\
& \left.\left.+\left\|P_{N, I_{2}}\left(P_{N, I_{3}} u\right)-P_{N, I_{3}} u\right\|_{\Omega}^{2}+\| P_{N, I_{3}} u-u\right) \|_{\Omega}^{2}\right) .
\end{align*}
$$

By using (2.1) with $s=r, 0$, we deduce that

$$
\begin{aligned}
& \left\|P_{N, I_{1}}\left(P_{N, I_{2}} \cdot P_{N, I_{3}} u\right)-P_{N, I_{2}} \cdot P_{N, I_{3}} u\right\|_{\Omega}^{2} \\
\leq & c N^{-2 r} \int_{I_{3}} \int_{I_{2}}\left\|\left(1-x_{1}^{2}\right)^{\frac{r}{2}} \partial_{x_{1}}^{r}\left(P_{N, I_{2}} \cdot P_{M, I_{3}} u\left(\cdot, x_{2}, x_{3}\right)\right)\right\|_{I_{1}}^{2} d x_{2} d x_{3} \\
\leq & c N^{-2 r} \int_{I_{3}} \int_{I_{2}}\left\|\left(1-x_{1}^{2}\right)^{\frac{r}{2}} \partial_{x_{1}}^{r} u\left(\cdot, x_{2}, x_{3}\right)\right\|_{I_{1}}^{2} d x_{2} d x_{3} .
\end{aligned}
$$

We could estimate the other terms at the right side of (2.6) in the same manner. Then the desired result (2.5) follows immediately.

We now introduce the bilinear form:

$$
a(u, v)=(\nabla u, \nabla v)_{\Omega}+(u, v)_{\Omega}, \quad \forall u, v \in H^{1}(\Omega)
$$

The orthogonal projection $P_{N, \Omega}^{1}: H^{1}(\Omega) \rightarrow V_{N}(\Omega)$ is defined by

$$
a\left(P_{N, \Omega}^{1} u-u, \phi\right)=0, \quad \forall \phi \in V_{N}(\Omega)
$$

To describe the approximation error, we introduce the quantity $\mathbb{B}_{r, \Omega}(u)$. For $r=1$ and 2 , $\mathbb{B}_{r, \Omega}(u)=\|u\|_{r, \Omega}^{2}$. For $r \geq 3$,

$$
\begin{aligned}
& \mathbb{B}_{r, \Omega}(u)=\int_{\Omega} {\left[\left(1-x_{1}^{2}\right)^{r-1}\left(\partial_{x_{1}}^{r} u\right)^{2}+\left(1-x_{2}^{2}\right)^{r-1}\left(\partial_{x_{2}}^{r} u\right)^{2}+\left(1-x_{3}^{2}\right)^{r-1}\left(\partial_{x_{3}}^{r} u\right)^{2}\right] d x_{1} d x_{2} d x_{3} } \\
& \quad+\int_{\Omega}\left[\left(1-x_{1}^{2}\right)^{r-2}\left(\left(\partial_{x_{1}}^{r-1} \partial_{x_{2}} u\right)^{2}+\left(\partial_{x_{1}}^{r-1} \partial_{x_{3}} u\right)^{2}\right)\right. \\
& \quad+\left(1-x_{2}^{2}\right)^{r-2}\left(\left(\partial_{x_{1}} \partial_{x_{2}}^{r-1} u\right)^{2}+\left(\partial_{x_{2}}^{r-1} \partial_{x_{3}} u\right)^{2}\right) \\
&\left.\quad+\left(1-x_{3}^{2}\right)^{r-2}\left(\left(\partial_{x_{2}} \partial_{x_{3}}^{r-1} u\right)^{2}+\left(\partial_{x_{1}} \partial_{x_{3}}^{r-1} u\right)^{2}\right)\right] d x_{1} d x_{2} d x_{3} \\
& \quad+\int_{\Omega}\left[\left(1-x_{1}^{2}\right)^{r-3}\left(\partial_{x_{1}}^{r-2} \partial_{x_{2}} \partial_{x_{3}} u\right)^{2}+\left(1-x_{2}^{2}\right)^{r-3}\left(\partial_{x_{1}} \partial_{x_{2}}^{r-2} \partial_{x_{3}} u\right)^{2}\right. \\
&\left.\quad+\left(1-x_{3}^{2}\right)^{r-3}\left(\partial_{x_{1}} \partial_{x_{2}} \partial_{x_{3}}^{r-2} u\right)^{2}\right] d x_{1} d x_{2} d x_{3} .
\end{aligned}
$$

Theorem 2.2. If $u \in H^{1}(\Omega)$ and integers $1 \leq r \leq N+1$, then

$$
\begin{equation*}
\left\|P_{N, \Omega}^{1} u-u\right\|_{\mu, \Omega}^{2} \leq c N^{2 \mu-2 r} \mathbb{B}_{r, \Omega}(u), \quad \quad \mu=0,1, \tag{2.7}
\end{equation*}
$$

provided that $\mathbb{B}_{r, \Omega}(u)$ is finite.
Proof. According to the property of the orthogonal projection $P_{N}^{1}$, we have

$$
\begin{equation*}
\left\|P_{N, \Omega}^{1} u-u\right\|_{1, \Omega}^{2} \leq\|u\|_{1, \Omega}^{2}=\mathbb{B}_{1, \Omega}(u) . \tag{2.8}
\end{equation*}
$$

We next consider the case with $r \geq 3$. By projection theorem,

$$
\left\|\nabla\left(P_{N, \Omega}^{1} u-u\right)\right\|_{\Omega}^{2}+\left\|P_{N, \Omega}^{1} u-u\right\|_{\Omega}^{2} \leq\|\nabla(\phi-u)\|_{\Omega}^{2}+\|\phi-u\|_{\Omega}^{2}, \quad \forall \phi \in V_{N}(\Omega)
$$

Take $\phi=P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u$. Then

$$
\begin{align*}
& \left\|P_{N, \Omega}^{1} u-u\right\|_{1, \Omega}^{2} \\
\leq & \left\|\nabla\left(P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2}+\left\|P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right\|_{\Omega}^{2} . \tag{2.9}
\end{align*}
$$

Thus, it suffices to estimate the right side of the above inequality. Obviously, we have

$$
\left\|\partial_{x_{1}}\left(P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2} \leq 3\left(F_{1}(u)+F_{2}(u)+F_{3}(u)\right)
$$

where

$$
\begin{aligned}
& F_{1}(u)=\left\|\partial_{x_{1}}\left(P_{N, I_{1}}^{1} u-u\right)\right\|_{\Omega}^{2}, \quad F_{2}(u)=\left\|\partial_{x_{1}} P_{N, I_{1}}^{1}\left(P_{N, I_{2}}^{1} u-u\right)\right\|_{\Omega}^{2}, \\
& F_{3}(u)=\left\|\partial_{x_{1}} P_{N, I_{1}}^{1}\left(P_{N, I_{2}}^{1} P_{N, I_{3}}^{1} u-P_{N, I_{2}}^{1} u\right)\right\|_{\Omega}^{2}
\end{aligned}
$$

Thanks to (2.2) with $\mu=1$ and $s=r$, we have

$$
F_{1}(u) \leq c N^{2-2 r} \int_{I_{3}} \int_{I_{2}}\left\|\left(1-x_{1}^{2}\right)^{\frac{r-1}{2}} \partial_{x_{1}}^{r} u\right\|_{I_{1}}^{2} d x_{2} d x_{3} .
$$

By virtue of (2.2) with $\mu=s=1$, we obtain

$$
F_{2}(u) \leq c\left\|\partial_{x_{1}}\left(P_{N, I_{2}}^{1} u-u\right)\right\|_{\Omega}^{2} .
$$

Further, we use (2.2) with $\mu=0$ and $s=r-1$, to reach that

$$
F_{2}(u) \leq c N^{2-2 r} \int_{I_{3}} \int_{I_{1}}\left\|\left(1-x_{2}^{2}\right)^{\frac{r-2}{2}} \partial_{x_{1}} \partial_{x_{2}}^{r-1} u\right\|_{I_{2}}^{2} d x_{1} d x_{3} .
$$

Furthermore, by using (2.2) with $\mu=s=1$ again, we obtain

$$
F_{3}(u) \leq c\left\|\partial_{x_{1}}\left(P_{N, I_{2}}^{1} P_{N, I_{3}}^{1} u-P_{N, I_{2}}^{1} u\right)\right\|_{\Omega}^{2} .
$$

On the other hand, the estimate (2.2) with $\mu=0$ and $s=1$, implies that

$$
\begin{equation*}
\left\|P_{N, I_{2}}^{1} u\right\|_{I_{2}}^{2} \leq 2\left\|P_{N, I_{2}}^{1} u-u\right\|_{I_{2}}^{2}+2\|u\|_{I_{2}}^{2} \leq c N^{-2}\left\|\partial_{x_{2}} u\right\|_{I_{2}}^{2}+2\|u\|_{I_{2}}^{2} . \tag{2.10}
\end{equation*}
$$

Thereby, we use (2.10) and (2.2) with $\mu=0$ and $s=r-1$ (or $r-2$ ), to deduce that

$$
\begin{gathered}
F_{3}(u) \leq \\
c N^{-2}\left\|\partial_{x_{2}}\left(P_{N, I_{3}}^{1} \partial_{x_{1}} u-\partial_{x_{1}} u\right)\right\|_{\Omega}^{2}+2\left\|P_{N, I_{3}}^{1} \partial_{x_{1}} u-\partial_{x_{1}} u\right\|_{\Omega}^{2} \\
\leq \\
c N^{2-2 r} \int_{I_{2}} \int_{I_{1}}\left\|\left(1-x_{3}^{2}\right)^{\frac{r-3}{2}} \partial_{x_{1}} \partial_{x_{2}} \partial_{x_{3}}^{r-2} u\right\|_{I_{3}}^{2} d x_{1} d x_{2} \\
\quad+c N^{2-2 r} \int_{I_{2}} \int_{I_{1}}\left\|\left(1-x_{3}^{2}\right)^{\frac{r-2}{2}} \partial_{x_{1}} \partial_{x_{3}}^{r-1} u\right\|_{I_{3}}^{2} d x_{1} d x_{2} .
\end{gathered}
$$

We could estimate the terms $\left\|\partial_{x_{2}}\left(P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2}$ and $\left\|\partial_{x_{3}}\left(P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2}$ in the same manner.

We now estimate the term $\left\|P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right\|_{\Omega}^{2}$. Clearly,

$$
\left\|P_{N, I_{1}}^{1} \cdot P_{N, I_{2}}^{1} \cdot P_{N, I_{3}}^{1} u-u\right\|_{\Omega}^{2} \leq 3\left(G_{1}(u)+G_{2}(u)+G_{3}(u)\right)
$$

where

$$
\begin{aligned}
& G_{1}(u)=\left\|P_{N, I_{1}}^{1} u-u\right\|_{\Omega}^{2}, \quad G_{2}(u)=\left\|P_{N, I_{1}}^{1}\left(P_{N, I_{2}}^{1} u-u\right)\right\|_{\Omega}^{2}, \\
& G_{3}(u)=\left\|P_{N, I_{1}}^{1}\left(P_{N, I_{2}}^{1} P_{N, I_{3}}^{1} u-P_{N, I_{2}}^{1} u\right)\right\|_{\Omega}^{2} .
\end{aligned}
$$

Using (2.2) with $\mu=0$ and $s=r$, we obtain

$$
G_{1}(u) \leq c N^{-2 r} \int_{I_{3}} \int_{I_{2}}\left\|\left(1-x_{1}^{2}\right)^{\frac{r-1}{2}} \partial_{x_{1}}^{r} u\right\|_{I_{1}}^{2} d x_{2} d x_{3}
$$

Moreover, by an estimate like (2.10) and the inequality (2.2) with $\mu=0$ and $s=r-1$ ( or $r)$, we verify that

$$
\begin{aligned}
G_{2}(u) & \leq c N^{-2}\left\|\partial_{x_{1}}\left(P_{N, I_{2}}^{1} u-u\right)\right\|_{\Omega}^{2}+2\left\|P_{N, I_{2}}^{1} u-u\right\|_{\Omega}^{2} \\
& \leq c N^{-2 r} \int_{I_{3}} \int_{I_{1}}\left(\left\|\left(1-x_{2}^{2}\right)^{\frac{r-2}{2}} \partial_{x_{1}} \partial_{x_{2}}^{r-1} u\right\|_{I_{2}}^{2}+\left\|\left(1-x_{2}^{2}\right)^{\frac{r-1}{2}} \partial_{x_{2}}^{r} u\right\|_{I_{2}}^{2}\right) d x_{1} d x_{3} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
G_{3}(u) \leq & c N^{-2}\left\|\partial_{x_{1}} P_{N, I_{2}}^{1}\left(P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2}+2\left\|P_{N, I_{2}}^{1}\left(P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2} \\
\leq & c N^{-2}\left(N^{-2}\left\|\partial_{x_{2}}\left(P_{N, I_{3}}^{1} \partial_{x_{1}} u-\partial_{x_{1}} u\right)\right\|_{\Omega}^{2}+2\left\|P_{N, I_{3}}^{1} \partial_{x_{1}} u-\partial_{x_{1}} u\right\|_{\Omega}^{2}\right) \\
& +c N^{-2}\left\|\partial_{x_{2}}\left(P_{N, I_{3}}^{1} u-u\right)\right\|_{\Omega}^{2}+4\left\|P_{N, I_{3}}^{1} u-u\right\|_{\Omega}^{2} \\
\leq & c N^{-2 r} \int_{I_{2}} \int_{I_{1}}\left(\left\|\left(1-x_{3}^{2}\right)^{\frac{r-3}{2}} \partial_{x_{1}} \partial_{x_{2}} \partial_{x_{3}}^{r-2} u\right\|_{I_{3}}^{2}+\left\|\left(1-x_{3}^{2}\right)^{\frac{r-2}{2}} \partial_{x_{1}} \partial_{x_{3}}^{r-1} u\right\|_{I_{3}}^{2}\right. \\
& \left.+\left\|\left(1-x_{3}^{2}\right)^{\frac{r-2}{2}} \partial_{x_{2}} \partial_{x_{3}}^{r-1} u\right\|_{I_{3}}^{2}+\left\|\left(1-x_{3}^{2}\right)^{\frac{r-1}{2}} \partial_{x_{3}}^{r} u\right\|_{I_{3}}^{2}\right) d x_{1} d x_{2} .
\end{aligned}
$$

Then, the result (2.7) with $\mu=1$ and $r \geq 3$ comes from a combination of (2.9) with the previous estimates.

In order to derive the result (2.7) with $\mu=1$ and $r=2$, we should use the interpolation of operators, as described in Brenner and Scott [6]. We define the linear operator $\mathcal{L}$, which maps $u$ to the error $P_{N, \Omega}^{1} u-u$. In other words, $\mathcal{L} u=P_{N, \Omega}^{1} u-u$. The estimate (2.8) implies that $\mathcal{L}$ maps $H^{1}(\Omega)$ to $H^{1}(\Omega)$, with the norm

$$
\begin{equation*}
\|\mathcal{L}\|_{H^{1}(\Omega) \rightarrow H^{1}(\Omega)} \leq c \tag{2.11}
\end{equation*}
$$

On the other hand, by virtue of (2.7) with $\mu=1$ and $r=3$, we have

$$
\left\|P_{N, \Omega}^{1} u-u\right\|_{1, \Omega}^{2} \leq c N^{-4} \mathbb{B}_{3, \Omega}(u) \leq c N^{-4}\|u\|_{3, \Omega}^{2}
$$

It means that $\mathcal{L}$ maps $H^{3}(\Omega)$ to $H^{1}(\Omega)$, with the norm

$$
\begin{equation*}
\|\mathcal{L}\|_{H^{3}(\Omega) \rightarrow H^{1}(\Omega)} \leq c N^{-2} . \tag{2.12}
\end{equation*}
$$

As is well known, the space $H^{2}(\Omega)$ is an interpolation between $H^{1}(\Omega)$ and $H^{3}(\Omega)$, while the space $H^{1}(\Omega)$ is an interpolation between $H^{1}(\Omega)$ and $H^{1}(\Omega)$. Thus, the operator $\mathcal{L}$ mapping $H^{2}(\Omega)$ to $H^{1}(\Omega)$ could be regarded as an interpolation between the operator mapping $H^{1}(\Omega)$ to $H^{1}(\Omega)$ and the operator mapping $H^{3}(\Omega)$ to $H^{1}(\Omega)$. Accordingly, by virtue of Proposition 14.1.5 with $\theta=\frac{1}{2}$ and $p=2$ of [6], we have

$$
\|\mathcal{L}\|_{H^{2}(\Omega) \rightarrow H^{1}(\Omega)} \leq\|\mathcal{L}\|_{H^{1}(\Omega) \rightarrow H^{1}(\Omega)}^{\frac{1}{2}}\|\mathcal{L}\|_{H^{3}(\Omega) \rightarrow H^{1}(\Omega)}^{\frac{1}{2}}
$$

This, along with (2.11) and (2.12), leads to $\|\mathcal{L}\|_{H^{2}(\Omega) \rightarrow H^{1}(\Omega)} \leq c N^{-1}$. Consequently,

$$
\left\|P_{N, \Omega}^{1} u-u\right\|_{1, \Omega}^{2} \leq c N^{-2}\|u\|_{2, \Omega}^{2}=c N^{-2} \mathbb{B}_{2, \Omega}(u)
$$

A combination of the previous statements implies the validity of the desired result (2.7) with $\mu=1$ and $r \geq 1$.

Finally, we derive the result (2.7) with $\mu=0$. Let $g \in L^{2}(\Omega)$ and consider the auxiliary problem

$$
\begin{equation*}
a(w, z)=(g, z)_{\Omega}, \quad \forall z \in H^{1}(\Omega) \tag{2.13}
\end{equation*}
$$

In sense of distributions,

$$
-\Delta w+w=g
$$

Due to property of elliptic equation, we have $\|w\|_{2, \Omega} \leq c\|g\|_{\Omega}$. Thereby, using (2.7) with $\mu=1$ and $r=2$, yields that

$$
\begin{equation*}
\left\|P_{N, \Omega}^{1} w-w\right\|_{1, \Omega} \leq c N^{-1}\|w\|_{2, \Omega} \leq c N^{-1}\|g\|_{\Omega} \tag{2.14}
\end{equation*}
$$

Now, by taking $z=P_{N, \Omega}^{1} u-u$ in (2.13), and using (2.7) and (2.14), we verify that

$$
\left|\left(P_{N, \Omega}^{1} u-u, g\right)_{\Omega}\right|=\left|a\left(P_{N, \Omega}^{1} u-u, P_{N, \Omega}^{1} w-w\right)\right| \leq\left. c N^{-r}| | g\right|_{\Omega} \mathbb{B}_{r, \Omega}^{\frac{1}{2}}(u)
$$

Consequently,

$$
\left\|P_{N, \Omega}^{1} u-u\right\|_{\Omega}=\sup _{g \in L^{2}(\Omega), g \neq 0} \frac{\left|\left(P_{N, \Omega}^{1} u-u, g\right)_{\Omega}\right|}{\|g\|_{\Omega}} \leq c N^{-r} \mathbb{B}_{r, \Omega}^{\frac{1}{2}}(u)
$$

The proof is completed.
For numerical solutions of Dirichlet boundary value problems of partial differential equations, we need another projection. Let $V_{N}^{0}(\Omega)=H_{0}^{1}(\Omega) \cap V_{N}(\Omega)$. The orthogonal projection $P_{N, \Omega}^{1,0}: H_{0}^{1}(\Omega) \rightarrow V_{N}^{0}(\Omega)$ is defined by

$$
\left(\nabla\left(P_{N, \Omega}^{1,0} u-u\right), \nabla \phi\right)_{\Omega}=0, \quad \forall \phi \in V_{N}^{0}(\Omega)
$$

Theorem 2.3. If $u \in H_{0}^{1}(\Omega)$ and integers $1 \leq r \leq N+1$, then

$$
\begin{equation*}
\left\|P_{N, \Omega}^{1,0} u-u\right\|_{\mu, \Omega}^{2} \leq c N^{2 \mu-2 r} \mathbb{B}_{r, \Omega}(u), \quad \quad \mu=0,1 \tag{2.15}
\end{equation*}
$$

provided that $\mathbb{B}_{r, \Omega}(u)$ is finite.
With the aid of (2.3), we could prove the result (2.15) by the same procedure as in the proof of Theorem 2.2.
Remark 2.1. The result (2.15) generalizes the result (3.33) of [15], which is for two-dimensional Legendre approximation. On the other hand, Bernardi and Mady also considered the $n$ dimensional Legendre orthogonal approximation, with the estimate (see Remark 2.16 of [3])

$$
\left\|P_{N, \Omega}^{1,0} u-u\right\|_{\mu, \Omega}^{2} \leq c N^{2 \mu-2 r}\|u\|_{H^{r}(\Omega)}^{2}, \quad \mu=0,1, r \geq 1
$$

Since there exist the weights in the quantity $\mathbb{B}_{r, \Omega}(u)$, the new estimate (2.15) improves the existing result with $r \geq 3$.

For numerical solutions of mixed boundary value problems, we introduce certain unusual projections. For instance, we set

$$
{ }^{0} H^{1}(\Omega)=\left\{u \in H^{1}(\Omega) \mid u\left(1, x_{2}, x_{3}\right)=u\left(x_{1}, 1, x_{3}\right)=u\left(x_{1}, x_{2}, 1\right)=0\right\}
$$

and ${ }^{0} V_{N}(\Omega)={ }^{0} H^{1}(\Omega) \cap V_{N}(\Omega)$. The orthogonal projection ${ }^{0} P_{N, \Omega}^{1}:{ }^{0} H^{1}(\Omega) \rightarrow{ }^{0} V_{N}(\Omega)$ is defined by

$$
\left(\nabla\left({ }^{0} P_{N, \Omega}^{1} u-u\right), \nabla \phi\right)_{\Omega}=0, \quad \forall \phi \in{ }^{0} V_{N}(\Omega)
$$

With the aid of (2.4), an argument similar to the proof of Theorem 2.2 leads to the following result.

Theorem 2.4. If $u \in{ }^{0} H^{1}(\Omega)$ and integers $1 \leq r \leq N+1$, then

$$
\begin{equation*}
\left\|^{0} P_{N, \Omega}^{1} u-u\right\|_{\mu, \Omega}^{2} \leq c N^{2 \mu-2 r} \mathbb{B}_{r, \Omega}(u), \quad \mu=0,1 \tag{2.16}
\end{equation*}
$$

provided that $\mathbb{B}_{r, \Omega}(u)$ is finite.
Remark 2.2. Generally, we denote by $\partial^{*} \Omega$ a non-empty union of several faces of the cube $\Omega$. Let

$$
\begin{aligned}
& H_{\partial * \Omega, 0}^{1}(\Omega)=\left\{u \in H^{1}(\Omega) \mid u\left(x_{1}, x_{2}, x_{3}\right)=0 \text { on } \partial^{*} \Omega\right\}, \\
& V_{N}^{\partial^{*} \Omega, 0}(\Omega)=H_{\partial^{*} \Omega, 0}^{1}(\Omega) \cap V_{N}(\Omega) .
\end{aligned}
$$

The orthogonal projection $P_{N, \Omega}^{1, \partial^{*} \Omega, 0}: H_{\partial^{*} \Omega, 0}^{1}(\Omega) \rightarrow V_{N}^{\partial^{*} \Omega, 0}(\Omega)$ is defined by

$$
\left(\nabla\left(P_{N, \Omega}^{1, \partial^{*} \Omega, 0} u-u\right), \nabla \phi\right)_{\Omega}=0, \quad \forall \phi \in V_{N}^{\partial^{*} \Omega, 0}(\Omega)
$$

If $u \in H_{\partial^{*} \Omega, 0}^{1}(\Omega)$ and integers $1 \leq r \leq N+1$, then

$$
\begin{equation*}
\left\|P_{N, \Omega}^{1, \partial^{*} \Omega, 0} u-u\right\|_{\mu, \Omega}^{2} \leq c N^{2 \mu-2 r} \mathbb{B}_{r, \Omega}(u), \quad \mu=0,1 \tag{2.17}
\end{equation*}
$$

as long as that $\mathbb{B}_{r, \Omega}(u)$ is finite.

## 3. Legendre Spectral Method in Three-Dimensions

In this section, we propose the Legendre spectral method for three-dimensional problems.

### 3.1. Steady problem with inhomogeneous Dirichlet boundary condition

Let $d \geq 0$. We consider the following steady problem,

$$
\begin{cases}-\Delta W\left(x_{1}, x_{2}, x_{3}\right)+d W\left(x_{1}, x_{2}, x_{3}\right)=F\left(x_{1}, x_{2}, x_{3}\right), & \text { in } \Omega  \tag{3.1}\\ W\left(x_{1}, x_{2}, x_{3}\right)=g\left(x_{1}, x_{2}, x_{3}\right), & \text { on } \partial \Omega\end{cases}
$$

where $F$ and $g$ are given functions. More precisely, on the six faces of $\partial \Omega$,

$$
\begin{align*}
& g\left(1, x_{2}, x_{3}\right)=g_{1}\left(x_{2}, x_{3}\right), \quad g\left(x_{1}, 1, x_{3}\right)=g_{2}\left(x_{1}, x_{3}\right), \quad g\left(x_{1}, x_{2}, 1\right)=g_{3}\left(x_{1}, x_{2}\right) \\
& g\left(-1, x_{2}, x_{3}\right)=g_{4}\left(x_{2}, x_{3}\right), \quad g\left(x_{1},-1, x_{3}\right)=g_{5}\left(x_{1}, x_{3}\right), \quad g\left(x_{1}, x_{2},-1\right)=g_{6}\left(x_{1}, x_{2}\right), \tag{3.2}
\end{align*}
$$

while, at the twelve edges of $\partial \Omega$,

$$
\begin{array}{ll}
g\left(x_{1}, 1,1\right)=g_{11}\left(x_{1}\right), & g\left(x_{1},-1,1\right)=g_{12}\left(x_{1}\right), \\
g\left(x_{1},-1,-1\right)=g_{13}\left(x_{1}\right), & g\left(x_{1}, 1,-1\right)=g_{14}\left(x_{1}\right), \\
g\left(1, x_{2}, 1\right)=g_{21}\left(x_{2}\right), & g\left(-1, x_{2}, 1\right)=g_{22}\left(x_{2}\right),  \tag{3.3}\\
g\left(-1, x_{2},-1\right)=g_{23}\left(x_{2}\right), & g\left(1, x_{2},-1\right)=g_{24}\left(x_{2}\right), \\
g\left(1,1, x_{3}\right)=g_{31}\left(x_{3}\right), & g\left(-1,1, x_{3}\right)=g_{32}\left(x_{3}\right), \\
g\left(-1,-1, x_{3}\right)=g_{33}\left(x_{3}\right), & g\left(1,-1, x_{3}\right)=g_{34}\left(x_{3}\right) .
\end{array}
$$

Assume that the boundary value $g\left(x_{1}, x_{2}, x_{3}\right)$ satisfies the consistent condition, namely,

$$
\begin{array}{ll}
g_{2}\left(x_{1}, 1\right)=g_{3}\left(x_{1}, 1\right)=g_{11}\left(x_{1}\right), & g_{3}\left(x_{1},-1\right)=g_{5}\left(x_{1}, 1\right)=g_{12}\left(x_{1}\right), \\
g_{5}\left(x_{1},-1\right)=g_{6}\left(x_{1},-1\right)=g_{13}\left(x_{1}\right), & g_{6}\left(x_{1}, 1\right)=g_{2}\left(x_{1},-1\right)=g_{14}\left(x_{1}\right), \\
g_{1}\left(x_{2}, 1\right)=g_{3}\left(1, x_{2}\right)=g_{21}\left(x_{2}\right), & g_{3}\left(-1, x_{2}\right)=g_{4}\left(x_{2}, 1\right)=g_{22}\left(x_{2}\right),  \tag{3.4}\\
g_{4}\left(x_{2},-1\right)=g_{6}\left(-1, x_{2}\right)=g_{23}\left(x_{2}\right), & g_{6}\left(1, x_{2}\right)=g_{1}\left(x_{2},-1\right)=g_{24}\left(x_{2}\right), \\
g_{1}\left(1, x_{3}\right)=g_{2}\left(1, x_{3}\right)=g_{31}\left(x_{3}\right), & g_{2}\left(-1, x_{3}\right)=g_{4}\left(1, x_{3}\right)=g_{32}\left(x_{3}\right), \\
g_{4}\left(-1, x_{3}\right)=g_{5}\left(-1, x_{3}\right)=g_{33}\left(x_{3}\right), & g_{5}\left(1, x_{3}\right)=g_{1}\left(-1, x_{3}\right)=g_{34}\left(x_{3}\right) .
\end{array}
$$

In other words, $g\left(x_{1}, x_{2}, x_{3}\right)$ is continuous on $\partial \Omega$.
We shall reformulate the inhomogeneous boundary value problem (3.1) to a homogeneous boundary value problem. To do this, we introduce three auxiliary functions. The first function $W_{F}$ corresponds to the six faces,

$$
\begin{align*}
& W_{F}\left(x_{1}, x_{2}, x_{3}\right) \\
& =\frac{1}{2}\left(\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right)+\left(1+x_{2}\right) W\left(x_{1}, 1, x_{3}\right)\right. \\
& \quad+\left(1+x_{3}\right) W\left(x_{1}, x_{2}, 1\right)+\left(1-x_{1}\right) W\left(-1, x_{2}, x_{3}\right) \\
& \quad  \tag{3.5}\\
& \left.\quad+\left(1-x_{2}\right) W\left(x_{1},-1, x_{3}\right)+\left(1-x_{3}\right) W\left(x_{1}, x_{2},-1\right)\right) .
\end{align*}
$$

The second function $W_{E}$ corresponds to the twelve edges,

$$
\begin{align*}
& W_{E}\left(x_{1}, x_{2}, x_{3}\right) \\
& =-\frac{1}{4}\left(\left(1+x_{1}\right)\left(1+x_{2}\right) W\left(1,1, x_{3}\right)+\left(1-x_{1}\right)\left(1+x_{2}\right) W\left(-1,1, x_{3}\right)\right. \\
& \quad+\left(1-x_{1}\right)\left(1-x_{2}\right) W\left(-1,-1, x_{3}\right)+\left(1+x_{1}\right)\left(1-x_{2}\right) W\left(1,-1, x_{3}\right) \\
& \quad+\left(1+x_{1}\right)\left(1+x_{3}\right) W\left(1, x_{2}, 1\right)+\left(1-x_{1}\right)\left(1+x_{3}\right) W\left(-1, x_{2}, 1\right) \\
& \quad+\left(1-x_{1}\right)\left(1-x_{3}\right) W\left(-1, x_{2},-1\right)+\left(1+x_{1}\right)\left(1-x_{3}\right) W\left(1, x_{2},-1\right) \\
& \quad+\left(1+x_{2}\right)\left(1+x_{3}\right) W\left(x_{1}, 1,1\right)+\left(1-x_{2}\right)\left(1+x_{3}\right) W\left(x_{1},-1,1\right) \\
&  \tag{3.6}\\
& \left.\quad+\left(1-x_{2}\right)\left(1-x_{3}\right) W\left(x_{1},-1,-1\right)+\left(1+x_{2}\right)\left(1-x_{3}\right) W\left(x_{1}, 1,-1\right)\right)
\end{align*}
$$

The third function $W_{V}$ corresponds to the eight vertices,

$$
\begin{align*}
& W_{V}\left(x_{1}, x_{2}, x_{3}\right) \\
& =\frac{1}{8}\left(\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) W(1,1,1)+\left(1-x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) W(-1,1,1)\right. \\
& \quad+\left(1-x_{1}\right)\left(1-x_{2}\right)\left(1+x_{3}\right) W(-1,-1,1)+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1+x_{3}\right) W(1,-1,1) \\
& \quad+\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) W(1,1,-1)+\left(1-x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) W(-1,1,-1) \\
& \left.\quad+\left(1-x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right) W(-1,-1,-1)+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right) W(1,-1,-1)\right) . \tag{3.7}
\end{align*}
$$

Remark 3.1. We have from (3.2), (3.3) and (3.5)-(3.7) that

$$
\begin{aligned}
& W_{F}\left(x_{1}, x_{2}, x_{3}\right) \\
& =\frac{1}{2}\left(\left(1+x_{1}\right) g_{1}\left(x_{2}, x_{3}\right)+\left(1+x_{2}\right) g_{2}\left(x_{1}, x_{3}\right)+\left(1+x_{3}\right) g_{3}\left(x_{1}, x_{2}\right)\right. \\
& \left.\quad+\left(1-x_{1}\right) g_{4}\left(x_{2}, x_{3}\right)+\left(1-x_{2}\right) g_{5}\left(x_{1}, x_{3}\right)+\left(1-x_{3}\right) g_{6}\left(x_{1}, x_{2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
W_{E}\left(x_{1}, x_{2}, x_{3}\right)=-\frac{1}{4} & \left(\left(1+x_{1}\right)\left(1+x_{2}\right) g_{31}\left(x_{3}\right)+\left(1-x_{1}\right)\left(1+x_{2}\right) g_{32}\left(x_{3}\right)\right. \\
& +\left(1-x_{1}\right)\left(1-x_{2}\right) g_{33}\left(x_{3}\right)+\left(1+x_{1}\right)\left(1-x_{2}\right) g_{34}\left(x_{3}\right) \\
& +\left(1+x_{1}\right)\left(1+x_{3}\right) g_{21}\left(x_{2}\right)+\left(1-x_{1}\right)\left(1+x_{3}\right) g_{22}\left(x_{2}\right) \\
& +\left(1-x_{1}\right)\left(1-x_{3}\right) g_{23}\left(x_{2}\right)+\left(1+x_{1}\right)\left(1-x_{3}\right) g_{24}\left(x_{2}\right) \\
& +\left(1+x_{2}\right)\left(1+x_{3}\right) g_{11}\left(x_{1}\right)+\left(1-x_{2}\right)\left(1+x_{3}\right) g_{12}\left(x_{1}\right) \\
& \left.+\left(1-x_{2}\right)\left(1-x_{3}\right) g_{13}\left(x_{1}\right)+\left(1+x_{2}\right)\left(1-x_{3}\right) g_{14}\left(x_{1}\right)\right),
\end{aligned}
$$

$$
W_{V}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{8}\left(\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) g_{31}(1)+\left(1-x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) g_{32}(1)\right.
$$

$$
+\left(1-x_{1}\right)\left(1-x_{2}\right)\left(1+x_{3}\right) g_{33}(1)+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1+x_{3}\right) g_{34}(1)
$$

$$
+\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) g_{31}(-1)+\left(1-x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) g_{32}(-1)
$$

$$
\left.+\left(1-x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right) g_{33}(-1)+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right) g_{34}(-1)\right) .
$$

Define the function corresponding to the boundary $\partial \Omega$ by

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=W_{F}\left(x_{1}, x_{2}, x_{3}\right)+W_{E}\left(x_{1}, x_{2}, x_{3}\right)+W_{V}\left(x_{1}, x_{2}, x_{3}\right) . \tag{3.8}
\end{equation*}
$$

According to Remark 3.1 and the consistency (3.4), we verify that

$$
W\left(x_{1}, x_{2}, x_{3}\right)=W_{B}\left(x_{1}, x_{2}, x_{3}\right), \quad \text { on } \partial \Omega
$$

We next make the variable transformation

$$
\begin{aligned}
& W\left(x_{1}, x_{2}, x_{3}\right)=U\left(x_{1}, x_{2}, x_{3}\right)+W_{B}\left(x_{1}, x_{2}, x_{3}\right) \\
& f\left(x_{1}, x_{2}, x_{3}\right)=F\left(x_{1}, x_{2}, x_{3}\right)+\Delta W_{B}\left(x_{1}, x_{2}, x_{3}\right)-d W_{B}\left(x_{1}, x_{2}, x_{3}\right) .
\end{aligned}
$$

Then, (3.1) is changed to

$$
\begin{cases}-\Delta U\left(x_{1}, x_{2}, x_{3}\right)+d U\left(x_{1}, x_{2}, x_{3}\right)=f\left(x_{1}, x_{2}, x_{3}\right), & \text { in } \Omega,  \tag{3.9}\\ U\left(x_{1}, x_{2}, x_{3}\right)=0, & \text { on } \partial \Omega .\end{cases}
$$

A weak formulation of (3.9) is to seek solution $U \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
(\nabla U, \nabla v)_{\Omega}+d(U, v)_{\Omega}=(f, v)_{\Omega}, \quad \forall v \in H_{0}^{1}(\Omega) \tag{3.10}
\end{equation*}
$$

The Legendre spectral scheme for (3.10) is to find $u_{N} \in V_{N}^{0}(\Omega)$ such that

$$
\begin{equation*}
\left(\nabla u_{N}, \nabla \phi\right)_{\Omega}+d\left(u_{N}, \phi\right)_{\Omega}=(f, \phi)_{\Omega}, \quad \forall \phi \in V_{N}^{0}(\Omega) . \tag{3.11}
\end{equation*}
$$

The numerical solution of problem (3.1) is given by

$$
\begin{equation*}
w_{N}\left(x_{1}, x_{2}, x_{3}\right)=u_{N}\left(x_{1}, x_{2}, x_{3}\right)+W_{B}\left(x_{1}, x_{2}, x_{3}\right) . \tag{3.12}
\end{equation*}
$$

We now deal with the convergence. Let $U_{N}=P_{N, \Omega}^{1,0} U$. We have from (3.10) that

$$
\begin{equation*}
\left(\nabla U_{N}, \nabla \phi\right)_{\Omega}+d\left(U_{N}, \phi\right)_{\Omega}=d\left(U_{N}-U, \phi\right)_{\Omega}+(f, \phi)_{\Omega}, \quad \forall \phi \in V_{N}^{0}(\Omega) \tag{3.13}
\end{equation*}
$$

Let $\widetilde{U}_{N}=u_{N}-U_{N}$. By subtracting (3.13) from (3.11), we obtain

$$
\left(\nabla \widetilde{U}_{N}, \nabla \phi\right)_{\Omega}+d\left(\widetilde{U}_{N}, \phi\right)_{\Omega}=-d\left(U_{N}-U, \phi\right)_{\Omega}, \quad \forall \phi \in V_{N}^{0}(\Omega)
$$

Taking $\phi=\widetilde{U}_{N}$ in the above equation, we use (2.15) with $\mu=0$ to deduce that

$$
\left\|\nabla \tilde{U}_{N}\right\|_{\Omega}^{2}+d\left\|\tilde{U}_{N}\right\|_{\Omega}^{2} \leq c d N^{2-2 r} \mathbb{B}_{r-1, \Omega}(U)
$$

The above inequality, together with (2.15) with $\mu=0,1$, leads to

$$
\begin{equation*}
\left\|\nabla\left(U-u_{N}\right)\right\|_{\Omega}^{2}+d\left\|U-u_{N}\right\|_{\Omega}^{2} \leq c N^{2-2 r}\left(\mathbb{B}_{r, \Omega}(U)+d \mathbb{B}_{r-1, \Omega}(U)\right) \tag{3.14}
\end{equation*}
$$

By virtue of (3.14), a standard duality argument shows

$$
\left\|U-u_{N}\right\|_{H^{\mu}(\Omega)}^{2} \leq c N^{2 \mu-2 r}\left(\mathbb{B}_{r, \Omega}(U)+d \mathbb{B}_{r-1, \Omega}(U)\right), \quad \mu=0,1
$$

This, together with (3.12), implies

$$
\begin{align*}
& \left\|W-w_{N}\right\|_{H^{\mu}(\Omega)}^{2} \\
\leq & c N^{2 \mu-2 r}\left(\mathbb{B}_{r, \Omega}(W)+\mathbb{B}_{r, \Omega}\left(W_{B}\right)+d \mathbb{B}_{r-1, \Omega}(W)+d \mathbb{B}_{r-1, \Omega}\left(W_{B}\right)\right), \quad \mu=0,1 \tag{3.15}
\end{align*}
$$

### 3.2. Unsteady problem with inhomogeneous Dirichlet boundary condition

We consider the following unsteady problem with constant $d$,

$$
\begin{cases}\partial_{t} W\left(x_{1}, x_{2}, x_{3}, t\right)-\Delta W\left(x_{1}, x_{2}, x_{3}, t\right) & \text { in } \Omega, 0<t \leq T  \tag{3.16}\\ \quad=d W\left(x_{1}, x_{2}, x_{3}, t\right)+F\left(x_{1}, x_{2}, x_{3}, t\right), & \text { on } \partial \Omega, 0<t \leq T \\ W\left(x_{1}, x_{2}, x_{3}, t\right)=g\left(x_{1}, x_{2}, x_{3}, t\right), & \text { on } \Omega \cup \partial \Omega \\ W\left(x_{1}, x_{2}, x_{3}, 0\right)=W_{0}\left(x_{1}, x_{2}, x_{3}\right), & \end{cases}
$$

where $F, g$ and $W_{0}$ are given functions. More precisely, like (3.2) and (3.3), we have $g\left(1, x_{2}, x_{3}, t\right)$ $=g_{1}\left(x_{2}, x_{3}, t\right)$ and $g\left(x_{1}, 1,1, t\right)=g_{11}\left(x_{1}, t\right)$, etc.. We also suppose that $g$ fulfills the consistent condition like (3.4). Furthermore, we define the functions $W_{F}\left(x_{1}, x_{2}, x_{3}, t\right), W_{E}\left(x_{1}, x_{2}, x_{3}, t\right)$ and $W_{V}\left(x_{1}, x_{2}, x_{3}, t\right)$ in the same manner as for (3.5)-(3.7), and

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}, t\right)=W_{F}\left(x_{1}, x_{2}, x_{3}, t\right)+W_{E}\left(x_{1}, x_{2}, x_{3}, t\right)+W_{V}\left(x_{1}, x_{2}, x_{3}, t\right) \tag{3.17}
\end{equation*}
$$

Clearly, $W\left(x_{1}, x_{2}, x_{3}, t\right)=W_{B}\left(x_{1}, x_{2}, x_{3}, t\right)$ on $\partial \Omega$.
Let $W_{0, B}=W_{B}\left(x_{1}, x_{2}, x_{3}, 0\right)$. We make the variable transformation

$$
W=U+W_{B}, \quad W_{0}=U_{0}+W_{B}, \quad f=F-\partial_{t} W_{B}+\Delta W_{B}+d W_{B}
$$

Then, (3.17) is reformed to

$$
\begin{cases}\partial_{t} U\left(x_{1}, x_{2}, x_{3}, t\right)-\Delta U\left(x_{1}, x_{2}, x_{3}, t\right) &  \tag{3.18}\\ \quad=d U\left(x_{1}, x_{2}, x_{3}, t\right)+f\left(x_{1}, x_{2}, x_{3}, t\right), & \text { in } \Omega, 0<t \leq T \\ U\left(x_{1}, x_{2}, x_{3}, t\right)=0, & \text { on } \partial \Omega, 0<t \leq T \\ U\left(x_{1}, x_{2}, x_{3}, 0\right)=U_{0}\left(x_{1}, x_{2}, x_{3}\right), & \text { on } \Omega \cup \partial \Omega\end{cases}
$$

A weak formulation of (3.18) is to seek solution $U \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, such that for $0<t \leq T$ :

$$
\left\{\begin{array}{l}
\left(\partial_{t} U(t), v\right)_{\Omega}+(\nabla U(t), \nabla v)_{\Omega}=d(U(t), v)_{\Omega}+(f(t), v)_{\Omega}, \quad \forall v \in H_{0}^{1}(\Omega),  \tag{3.19}\\
U(0)=U_{0}
\end{array}\right.
$$

The spectral scheme for (3.19) is to find $u_{N} \in V_{N}^{0}(\Omega)$ for all $0 \leq t \leq T$, such that

$$
\left\{\begin{array}{l}
\left(\partial_{t} u_{N}(t), \phi\right)_{\Omega}+\left(\nabla u_{N}(t), \nabla \phi\right)_{\Omega}=d\left(u_{N}(t), \phi\right)_{\Omega}+(f(t), \phi)_{\Omega}, \quad \forall \phi \in V_{N}^{0}(\Omega), \quad 0<t \leq T  \tag{3.20}\\
u_{N}(0)=P_{N, \Omega} U_{0}
\end{array}\right.
$$

The numerical solution of problem (3.16) is given by

$$
\begin{equation*}
w_{N}\left(x_{1}, x_{2}, x_{3}, t\right)=u_{N}\left(x_{1}, x_{2}, x_{3}, t\right)+W_{B}\left(x_{1}, x_{2}, x_{3}, t\right) \tag{3.21}
\end{equation*}
$$

We now deal with the convergence. Let $U_{N}=P_{N, \Omega}^{1,0} U$. We obtain from (3.19) that

$$
\left\{\begin{align*}
&\left(\partial_{t} U_{N}(t), \phi\right)_{\Omega}+\left(\nabla U_{N}(t), \nabla \phi\right)_{\Omega}  \tag{3.22}\\
&=d\left(U_{N}(t), \phi\right)_{\Omega}+G_{1}(t, \phi)+G_{2}(t, \phi)+(f(t), \phi)_{\Omega}, \quad \forall \phi \in V_{N}^{0}(\Omega), \quad 0<t \leq T \\
& U_{N}(0)=P_{N, \Omega}^{1,0} U_{0}
\end{align*}\right.
$$

where

$$
G_{1}(t, \phi)=\left(\partial_{t} U_{N}(t)-\partial_{t} U(t), \phi\right)_{\Omega}, \quad G_{2}(t, \phi)=d\left(U(t)-U_{N}(t), \phi\right)_{\Omega}
$$

Putting $\widetilde{U}_{N}=u_{N}-U_{N}$ and subtracting (3.22) from (3.20), we obtain

$$
\left\{\begin{align*}
&\left(\partial_{t} \widetilde{U}_{N}(t), \phi\right)_{\Omega}+\left(\nabla \widetilde{U}_{N}(t), \nabla \phi\right)_{\Omega}  \tag{3.23}\\
&=d\left(\widetilde{U}_{N}(t), \phi\right)_{\Omega}-G_{1}(t, \phi)-G_{2}(t, \phi), \quad \forall \phi \in V_{N}^{0}(\Omega), \quad 0<t \leq T \\
& \widetilde{U}_{N}(0)=P_{N, \Omega} U_{0}-P_{N, \Omega}^{1,0} U_{0}
\end{align*}\right.
$$

Take $\phi=2 \tilde{U}_{N}$ in (3.23). We use the Cauchy inequality, the Poincaré inequality and (2.15) with $\mu=0$ successively, to deduce that

$$
\begin{align*}
& \partial_{t}\left\|\widetilde{U}_{N}(t)\right\|_{\Omega}^{2}+\left\|\nabla \widetilde{U}_{N}(t)\right\|_{\Omega}^{2} \\
\leq & 2 d\left\|\widetilde{U}_{N}(t)\right\|_{\Omega}^{2}+c N^{2-2 r}\left(\mathbb{B}_{r-1, \Omega}\left(\partial_{t} U(t)\right)+d^{2} \mathbb{B}_{r-1, \Omega}(U(t))\right) \tag{3.24}
\end{align*}
$$

For notational convenience, let

$$
E(u(t))=\|u(t)\|_{\Omega}^{2}+\int_{0}^{t}\|\nabla u(\xi)\|_{\Omega}^{2} d \xi
$$

Then (3.24) reads

$$
\partial_{t} E\left(\widetilde{U}_{N}(t)\right) \leq 2 d E\left(\widetilde{U}_{N}(t)\right)+c N^{2-2 r}\left(\mathbb{B}_{r-1, \Omega}\left(\partial_{t} U(t)\right)+d^{2} \mathbb{B}_{r-1, \Omega}(U(t))\right.
$$

or equivalently,

$$
\begin{equation*}
\partial_{t}\left(E\left(\widetilde{U}_{N}(t)\right) e^{-2 d t}\right) \leq c e^{-2 d t} N^{2-2 r}\left(\mathbb{B}_{r-1, \Omega}\left(\partial_{t} U(t)\right)+d^{2} \mathbb{B}_{r-1, \Omega}(U(t))\right) \tag{3.25}
\end{equation*}
$$

Furthermore, we use (2.5) and (2.15) to verify that

$$
\begin{align*}
\left\|\widetilde{U}_{N}(0)\right\|_{\Omega}^{2} & \leq 2\left\|P_{N, \Omega} U_{0}-U_{0}\right\|_{\Omega}^{2}+2\left\|U_{0}-P_{N, \Omega}^{1,0} U_{0}\right\|_{\Omega}^{2} \\
& \leq c N^{2-2 r}\left(\mathbb{A}_{r-1, \Omega}\left(U_{0}\right)+\mathbb{B}_{r-1, \Omega}\left(U_{0}\right)\right) . \tag{3.26}
\end{align*}
$$

Integrating (3.25) with respect to $t$ and using (3.26), we obtain

$$
\begin{equation*}
E\left(\widetilde{U}_{N}(t)\right) \leq c N^{2-2 r} R_{r, \Omega}\left(U, U_{0}, d, t\right) \tag{3.27}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{r, \Omega}\left(U, U_{0}, d, t\right) \\
= & e^{2 d t}\left(\int_{0}^{t} e^{-2 d \xi}\left(\mathbb{B}_{r-1, \Omega}\left(\partial_{\xi} U(\xi)\right)+d^{2} \mathbb{B}_{r-1, \Omega}(U(\xi))\right) d \xi+\mathbb{A}_{r-1, \Omega}\left(U_{0}\right)+\mathbb{B}_{r-1, \Omega}\left(U_{0}\right)\right) .
\end{aligned}
$$

Finally, a combination of (3.27), (2.5) and (2.15) with $\mu=1$ leads to

$$
\begin{equation*}
E\left(U(t)-u_{N}(t)\right) \leq c N^{2-2 r}\left(R_{r, \Omega}\left(U, U_{0}, d, t\right)+\int_{0}^{t} \mathbb{B}_{r, \Omega}(U(\xi)) d \xi+\mathbb{B}_{r-1, \Omega}(U(t))\right) \tag{3.28}
\end{equation*}
$$

This estimate, together with (3.21), gives

$$
\begin{align*}
& E\left(W(t)-w_{N}(t)\right) \\
& \leq c N^{2-2 r}\left(R_{r, \Omega}\left(W, W_{0}, d, t\right)+R_{r, \Omega}\left(W_{B}, W_{0, B}, d, t\right)\right. \\
& \left.\quad+\int_{0}^{t}\left(\mathbb{B}_{r, \Omega}(W(\xi))+\mathbb{B}_{r, \Omega}\left(W_{B}(\xi)\right)\right) d \xi+\mathbb{B}_{r-1, \Omega}(W(t))+\mathbb{B}_{r-1, \Omega}\left(W_{B}(t)\right)\right) \tag{3.29}
\end{align*}
$$

### 3.3. Steady problem with mixed inhomogeneous boundary condition

Let $d, \alpha \geq 0$, and

$$
\partial^{*} \Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \partial \Omega \mid x_{1}=1, \text { or } x_{2}=1, \text { or } x_{3}=1\right\}
$$

We consider the following mixed inhomogeneous boundary value problem,

$$
\begin{cases}-\Delta W\left(x_{1}, x_{2}, x_{3}\right)+d W\left(x_{1}, x_{2}, x_{3}\right)=F\left(x_{1}, x_{2}, x_{3}\right), & \text { in } \Omega  \tag{3.30}\\ W\left(x_{1}, x_{2}, x_{3}\right)=g\left(x_{1}, x_{2}, x_{3}\right), & \text { on } \partial^{*} \Omega \\ \partial_{n} W\left(x_{1}, x_{2}, x_{3}\right)+\alpha W\left(x_{1}, x_{2}, x_{3}\right)=H\left(x_{1}, x_{2}, x_{3}\right), & \text { on } \partial \Omega \backslash \partial^{*} \Omega\end{cases}
$$

where $F, g$ and $H$ are given functions. More precisely, on the three faces of $\partial^{*} \Omega$,

$$
\begin{equation*}
g\left(1, x_{2}, x_{3}\right)=g_{1}\left(x_{2}, x_{3}\right), \quad g\left(x_{1}, 1, x_{3}\right)=g_{2}\left(x_{1}, x_{3}\right), \quad g\left(x_{1}, x_{2}, 1\right)=g_{3}\left(x_{1}, x_{2}\right) \tag{3.31}
\end{equation*}
$$

while, at the three edges of $\partial^{*} \Omega$,

$$
\begin{equation*}
g\left(x_{1}, 1,1\right)=g_{11}\left(x_{1}\right), \quad g\left(1, x_{2}, 1\right)=g_{21}\left(x_{2}\right), \quad g\left(1,1, x_{3}\right)=g_{31}\left(x_{3}\right) \tag{3.32}
\end{equation*}
$$

Assume that the boundary value $g\left(x_{1}, x_{2}, x_{3}\right)$ satisfies the consistent condition, namely,

$$
\begin{align*}
& g_{2}\left(x_{1}, 1\right)=g_{3}\left(x_{1}, 1\right)=g_{11}\left(x_{1}\right), \quad g_{1}\left(x_{2}, 1\right)=g_{3}\left(1, x_{2}\right)=g_{21}\left(x_{2}\right), \\
& g_{1}\left(1, x_{3}\right)=g_{2}\left(1, x_{3}\right)=g_{31}\left(x_{3}\right) \tag{3.33}
\end{align*}
$$

In other words, $g\left(x_{1}, x_{2}, x_{3}\right)$ is continuous on $\partial^{*} \Omega$.
We shall change the inhomogeneous boundary value problem (3.30) to a boundary value problem with homogeneous Dirichlet boundary condition on $\partial^{*} \Omega$. For this purpose, we introduce three auxiliary functions. The first function $W_{F}$ corresponds to the three faces,

$$
\begin{align*}
& W_{F}\left(x_{1}, x_{2}, x_{3}\right) \\
= & \frac{1}{2}\left(\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right)+\left(1+x_{2}\right) W\left(x_{1}, 1, x_{3}\right)+\left(1+x_{3}\right) W\left(x_{1}, x_{2}, 1\right)\right) . \tag{3.34}
\end{align*}
$$

The second function $W_{E}$ corresponds to the three edges,

$$
\begin{align*}
W_{E}\left(x_{1}, x_{2}, x_{3}\right)=- & \frac{1}{4}\left(\left(1+x_{1}\right)\left(1+x_{2}\right) W\left(1,1, x_{3}\right)+\left(1+x_{1}\right)\left(1+x_{3}\right) W\left(1, x_{2}, 1\right)\right. \\
& \left.+\left(1+x_{2}\right)\left(1+x_{3}\right) W\left(x_{1}, 1,1\right)\right) \tag{3.35}
\end{align*}
$$

The third function $W_{V}$ corresponds to the vertex with the coordinates $x_{1}=x_{2}=x_{3}=1$,

$$
\begin{equation*}
W_{V}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{8}\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) W(1,1,1) \tag{3.36}
\end{equation*}
$$

Remark 3.2. We have from (3.31), (3.32) and (3.34)-(3.36) that

$$
\begin{aligned}
W_{F}\left(x_{1}, x_{2}, x_{3}\right)= & \frac{1}{2}\left(\left(1+x_{1}\right) g_{1}\left(x_{2}, x_{3}\right)+\left(1+x_{2}\right) g_{2}\left(x_{1}, x_{3}\right)+\left(1+x_{3}\right) g_{3}\left(x_{1}, x_{2}\right)\right), \\
W_{E}\left(x_{1}, x_{2}, x_{3}\right)=- & \frac{1}{4}\left(\left(1+x_{1}\right)\left(1+x_{2}\right) g_{31}\left(x_{3}\right)+\left(1+x_{1}\right)\left(1+x_{3}\right) g_{21}\left(x_{2}\right)\right. \\
& \left.+\left(1+x_{2}\right)\left(1+x_{3}\right) g_{11}\left(x_{1}\right)\right), \\
W_{V}\left(x_{1}, x_{2}, x_{3}\right)= & \frac{1}{8}\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) g_{31}(1) .
\end{aligned}
$$

We define the function corresponding to the boundary $\partial \Omega$, by

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=W_{F}\left(x_{1}, x_{2}, x_{3}\right)+W_{E}\left(x_{1}, x_{2}, x_{3}\right)+W_{V}\left(x_{1}, x_{2}, x_{3}\right) \tag{3.37}
\end{equation*}
$$

According to Remark 3.2 and the consistency (3.33), we verify that $W\left(x_{1}, x_{2}, x_{3}\right)=W_{B}\left(x_{1}\right.$, $x_{2}, x_{3}$ ) on $\partial^{*} \Omega$.

We now make the variable transformation

$$
W=U+W_{B}, \quad f=F+\Delta W_{B}-d W_{B}, \quad h=H-\partial_{n} W_{B}-\alpha W_{B}
$$

Then, (3.30) is reformed to

$$
\begin{cases}-\Delta U\left(x_{1}, x_{2}, x_{3}\right)+d U\left(x_{1}, x_{2}, x_{3}\right)=f\left(x_{1}, x_{2}, x_{3}\right), & \text { in } \Omega  \tag{3.38}\\ U\left(x_{1}, x_{2}, x_{3}\right)=0, & \text { on } \partial^{*} \Omega \\ \partial_{n} U\left(x_{1}, x_{2}, x_{3}\right)+\alpha U\left(x_{1}, x_{2}, x_{3}\right)=h\left(x_{1}, x_{2}, x_{3}\right), & \text { on } \partial \Omega \backslash \partial^{*} \Omega\end{cases}
$$

A weak formulation of (3.38) is to seek solution $U \in{ }^{0} H^{1}(\Omega)$ such that

$$
\begin{align*}
& (\nabla U, \nabla v)_{\Omega}+d(U, v)_{\Omega}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega} U v d S-\int_{\partial \Omega \backslash \partial^{*} \Omega} h v d S \\
= & (f, v)_{\Omega}, \quad \forall v \in{ }^{0} H^{1}(\Omega) . \tag{3.39}
\end{align*}
$$

The Legendre spectral scheme for (3.39) is to find $u_{N} \in{ }^{0} V_{N}(\Omega)$ such that

$$
\begin{align*}
& \left(\nabla u_{N}, \nabla \phi\right)_{\Omega}+d\left(u_{N}, \phi\right)_{\Omega}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega} u_{N} \phi d S-\int_{\partial \Omega \backslash \partial^{*} \Omega} h \phi d S \\
= & (f, \phi)_{\Omega}, \quad \forall \phi \in{ }^{0} V_{N}(\Omega) . \tag{3.40}
\end{align*}
$$

The numerical solution of problem (3.30) is given by

$$
\begin{equation*}
w_{N}\left(x_{1}, x_{2}, x_{3}\right)=u_{N}\left(x_{1}, x_{2}, x_{3}\right)+W_{B}\left(x_{1}, x_{2}, x_{3}\right) \tag{3.41}
\end{equation*}
$$

We next analyze the convergence. Let $U_{N}={ }^{0} P_{N, \Omega}^{1} U$. We have from (3.39) that

$$
\begin{align*}
& \left(\nabla U_{N}, \nabla \phi\right)_{\Omega}+d\left(U_{N}, \phi\right)_{\Omega}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega} U_{N} \phi d S-\int_{\partial \Omega \backslash \partial^{*} \Omega} h \phi d S \\
= & d\left(U_{N}-U, \phi\right)_{\Omega}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega}\left(U_{N}-U\right) \phi d S+(f, \phi)_{\Omega}, \quad \forall \phi \in{ }^{0} V_{N}(\Omega) . \tag{3.42}
\end{align*}
$$

Let $\widetilde{U}_{N}=u_{N}-U_{N}$. By subtracting (3.42) from (3.40), we obtain

$$
\begin{aligned}
& \left(\nabla \widetilde{U}_{N}, \nabla \phi\right)_{\Omega}+d\left(\widetilde{U}_{N}, \phi\right)_{\Omega}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega} \widetilde{U}_{N} \phi d S \\
= & -d\left(U_{N}-U, \phi\right)_{\Omega}-\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega}\left(U_{N}-U\right) \phi d S, \quad \forall \phi \in{ }^{0} V_{N}^{0}(\Omega) .
\end{aligned}
$$

Take $\phi=\widetilde{U}_{N}$ in the above equation. We could use (2.16) with $\mu=0$ to estimate the first term of the right side of the resulting equality as before. Moreover, by using the trace theorem, the Poincaré inequality and (2.16) with $\mu=1$ successively, we deduce that

$$
\begin{aligned}
& \left|\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega}\left(U_{N}-U\right) \widetilde{U}_{N} \phi d S\right| \\
\leq & \frac{1}{2}\left\|\nabla \widetilde{U}_{N}\right\|_{\Omega}^{2}+c \alpha^{2}\left\|U_{N}-U\right\|_{1, \Omega}^{2} \leq \frac{1}{2}\left\|\nabla \widetilde{U}_{N}\right\|_{\Omega}^{2}+c \alpha^{2} N^{2-2 r} \mathbb{B}_{r, \Omega}(U)
\end{aligned}
$$

Therefore, we obtain

$$
\begin{align*}
& \left\|\nabla \widetilde{U}_{N}\right\|_{\Omega}^{2}+d\left\|\widetilde{U}_{N}\right\|_{\Omega}^{2}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega} \widetilde{U}_{N}^{2} d S \\
\leq & c N^{2-2 r}\left(\left(1+\alpha^{2}\right) \mathbb{B}_{r, \Omega}(U)+d \mathbb{B}_{r-1, \Omega}(U)\right) . \tag{3.43}
\end{align*}
$$

Finally, with the aid of the trace theorem, the Poincaré inequality and (2.16) with $\mu=0,1$, we obtain from (3.43) that

$$
\begin{align*}
& \left\|\nabla\left(U-u_{N}\right)\right\|_{\Omega}^{2}+d\left\|U-u_{N}\right\|_{\Omega}^{2}+\alpha \int_{\partial \Omega \backslash \partial^{*} \Omega}\left(U-U_{N}\right)^{2} d S \\
\leq & c N^{2-2 r}\left(\left(1+\alpha^{2}\right) \mathbb{B}_{r, \Omega}(U)+d \mathbb{B}_{r-1, \Omega}(U)\right) \tag{3.44}
\end{align*}
$$

By virtue of the above result, a standard duality argument and (3.41), we obtain

$$
\begin{align*}
\left\|W-w_{N}\right\|_{H^{\mu}(\Omega)}^{2} \leq & c N^{2 \mu-2 r}\left[(1+\alpha)\left(\mathbb{B}_{r, \Omega}(W)+\mathbb{B}_{r, \Omega}\left(W_{B}\right)\right)\right. \\
& \left.+d\left(\mathbb{B}_{r-1, \Omega}(W)+\mathbb{B}_{r-1, \Omega}\left(W_{B}\right)\right)\right], \quad \mu=0,1 \tag{3.45}
\end{align*}
$$

Remark 3.3. If $\partial^{*} \Omega$ is a non-empty union of several faces of the cube $\Omega$, we still can use certain transformation like (3.37), to derive the weak form of mixed inhomogeneous boundary value problem and the corresponding spectral scheme like (3.40). Also, we could use the result (2.17) to obtain the same error estimate as (3.45). The key point is to design different function $W_{B}\left(x_{1}, x_{2}, x_{3}\right)$ for different $\partial^{*} \Omega$, properly.
(i) If $\partial^{*} \Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \partial \Omega \mid x_{1}=1\right\}$, then

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{2}\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right) \tag{3.46}
\end{equation*}
$$

(ii) If $\partial^{*} \Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \partial \Omega \mid x_{1}=1\right.$ or $\left.x_{2}=1\right\}$, then

$$
\begin{align*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{2} & \left(\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right)+\left(1+x_{2}\right) W\left(x_{1}, 1, x_{3}\right)\right) \\
& -\frac{1}{4}\left(1+x_{1}\right)\left(1+x_{2}\right) W\left(1,1, x_{3}\right) \tag{3.47}
\end{align*}
$$

(iii) If $\partial^{*} \Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \partial \Omega \mid x_{1}=1\right.$, or $x_{2}=1$, or $x_{3}=-1$, or $\left.x_{3}=1\right\}$, then

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=W_{F}\left(x_{1}, x_{2}, x_{3}\right)+W_{E}\left(x_{1}, x_{2}, x_{3}\right)+W_{V}\left(x_{1}, x_{2}, x_{3}\right) \tag{3.48}
\end{equation*}
$$

with

$$
\begin{align*}
& W_{F}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{2}( \left(1-x_{3}\right) W\left(x_{1}, x_{2},-1\right)+\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right) \\
&\left.+\left(1+x_{2}\right) W\left(x_{1}, 1, x_{3}\right)+\left(1+x_{3}\right) W\left(x_{1}, x_{2}, 1\right)\right)  \tag{3.49}\\
& W_{E}\left(x_{1}, x_{2}, x_{3}\right)=-\frac{1}{4}\left(\left(1+x_{1}\right)\left(1-x_{3}\right) W\left(1, x_{2},-1\right)+\left(1+x_{1}\right)\left(1+x_{3}\right) W\left(1, x_{2}, 1\right)\right. \\
&+\left(1+x_{2}\right)\left(1-x_{3}\right) W\left(x_{1}, 1,-1\right)+\left(1+x_{2}\right)\left(1+x_{3}\right) W\left(x_{1}, 1,1\right) \\
&\left.+\left(1+x_{1}\right)\left(1+x_{2}\right) W\left(1,1, x_{3}\right)\right)  \tag{3.50}\\
& W_{V}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{8}\left(\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) W(1,1,1)\right. \\
&\left.+\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) W(1,1,-1)\right) .
\end{align*}
$$

iv) If $\partial^{*} \Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \partial \Omega \mid x_{1}=1\right.$, or $x_{2}=-1$, or $x_{2}=1$, or $x_{3}=-1$, or $\left.x_{3}=1\right\}$, then

$$
\begin{equation*}
W_{B}\left(x_{1}, x_{2}, x_{3}\right)=W_{F}\left(x_{1}, x_{2}, x_{3}\right)+W_{E}\left(x_{1}, x_{2}, x_{3}\right)+W_{V}\left(x_{1}, x_{2}, x_{3}\right) \tag{3.52}
\end{equation*}
$$

with

$$
\begin{aligned}
& W_{F}\left(x_{1}, x_{2}, x_{3}\right) \\
& =\frac{1}{2}\left(\left(1-x_{2}\right) W\left(x_{1},-1, x_{3}\right)+\left(1-x_{3}\right) W\left(x_{1}, x_{2},-1\right)\right. \\
& \left.+\left(1+x_{1}\right) W\left(1, x_{2}, x_{3}\right)+\left(1+x_{2}\right) W\left(x_{1}, 1, x_{3}\right)+\left(1+x_{3}\right) W\left(x_{1}, x_{2}, 1\right)\right) . \\
& W_{E}\left(x_{1}, x_{2}, x_{3}\right) \\
& =-\frac{1}{4}\left(\left(1+x_{1}\right)\left(1-x_{2}\right) W\left(1,-1, x_{3}\right)+\left(1+x_{1}\right)\left(1+x_{2}\right) W\left(1,1, x_{3}\right)\right. \\
& +\left(1+x_{1}\right)\left(1-x_{3}\right) W\left(1, x_{2},-1\right)+\left(1+x_{1}\right)\left(1+x_{3}\right) W\left(1, x_{2}, 1\right) \\
& +\left(1+x_{2}\right)\left(1-x_{3}\right) W\left(x_{1}, 1,-1\right)+\left(1+x_{2}\right)\left(1+x_{3}\right) W\left(x_{1}, 1,1\right) \\
& \left.+\left(1-x_{2}\right)\left(1-x_{3}\right) W\left(x_{1},-1,-1\right)+\left(1-x_{2}\right)\left(1+x_{3}\right) W\left(x_{1},-1,1\right)\right) . \\
& W_{V}\left(x_{1}, x_{2}, x_{3}\right) \\
& =\frac{1}{8}\left(\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1-x_{3}\right) W(1,1,-1)+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right) W(1,-1,-1)\right. \\
& \left.+\left(1+x_{1}\right)\left(1-x_{2}\right)\left(1+x_{3}\right) W(1,-1,1)+\left(1+x_{1}\right)\left(1+x_{2}\right)\left(1+x_{3}\right) W(1,1,1)\right) .
\end{aligned}
$$

(v) The function $W_{B}\left(x_{1}, x_{2}, x_{3}\right)$ for other two cases were already given by (3.8) and (3.37), respectively.

It is noted that in spectral element method, we need the function (3.8) for the interior elements, while we need the functions (3.37), (3.46) and (3.47) for the elements possessing at least one face on the boundary of the considered rectangular domain. These functions, coupled with domain partitions and variable transformations, are also applicable to the spectral element method for hexahedrons.

## 4. Numerical Results

In this section, we describe the numerical implementations, and present some numerical results confirming the theoretical analysis in the last section.

We first consider spectral scheme (3.11)-(3.12). Let $\eta_{k}(x)=L_{k}(x)-L_{k+2}(x), 0 \leq k \leq N-2$. Obviously, $\eta_{k}( \pm 1)=0$. In actual computation, we expand the auxiliary numerical solution as

$$
u_{N}\left(x_{1}, x_{2}, x_{3}\right)=\sum_{k=0}^{N-2} \sum_{l=0}^{N-2} \sum_{m=0}^{N-2} a_{k, l, m} \eta_{k}\left(x_{1}\right) \eta_{l}\left(x_{2}\right) \eta_{m}\left(x_{3}\right) .
$$

Besides, $f_{k, l, m}=\left(f, \eta_{k} \eta_{l} \eta_{m}\right)_{\Omega}, 0 \leq k, l, m \leq N-2$. For deriving a compact matrix form of (3.11), we introduce the vectors

$$
\begin{aligned}
& \mathbf{X}=\left(a_{0,0,0}, a_{1,0,0}, \cdots, a_{N-2,0,0}, a_{0,1,0}, a_{1,1,0}, \cdots, a_{N-2,1,0}, \cdots\right. \\
& a_{0, N-2,0}, a_{1, N-2,0}, \cdots, a_{N-2, N-2,0} \\
& a_{0,0,1}, a_{1,0,1}, \cdots, a_{N-2,0,1}, a_{0,1,1}, a_{1,1,1}, \cdots, a_{N-2,1,1}, \cdots, \\
& a_{0, N-2,1}, a_{1, N-2,1}, \cdots, a_{N-2, N-2,1}, \cdots, \cdots, \cdots, \\
& a_{0,0, N-2}, a_{1,0, N-2}, \cdots, a_{N-2,0, N-2}, a_{0,1, N-2}, a_{1,1, N-2}, \cdots, a_{N-2,1, N-2}, \\
&\left.\cdots, a_{0, N-2, N-2}, a_{1, N-2, N-2}, \cdots, a_{N-2, N-2, N-2}\right)^{T}, \\
& \mathbf{F}=( f_{0,0,0}, f_{1,0,0}, \cdots, f_{N-2,0,0}, f_{0,1,0}, f_{1,1,0}, \cdots, f_{N-2,1,0}, \cdots, \\
& f_{0, N-2,0}, f_{1, N-2,0}, \cdots, f_{N-2, N-2,0}, \\
& f_{0,0,1}, f_{1,0,1}, \cdots, f_{N-2,0,1}, f_{0,1,1}, f_{1,1,1}, \cdots, f_{N-2,1,1}, \cdots, \\
& f_{0, N-2,1}, f_{1, N-2,1}, \cdots, f_{N-2, N-2,1}, \cdots, \cdots, \cdots, \\
& f_{0,0, N-2}, f_{1,0, N-2}, \cdots, f_{N-2,0, N-2}, f_{0,1, N-2}, f_{1,1, N-2}, \cdots, \\
&\left.f_{N-2,1, N-2}, \cdots, f_{0, N-2, N-2}, f_{1, N-2, N-2}, \cdots, f_{N-2, N-2, N-2}\right)^{T}
\end{aligned}
$$

By taking $\phi=\eta_{k^{\prime}}\left(x_{1}\right) \eta_{l^{\prime}}\left(x_{2}\right) \eta_{m^{\prime}}\left(x_{3}\right)\left(0 \leq k^{\prime}, l^{\prime}, m^{\prime} \leq N-2\right)$ in (3.11), we obtain the following compact matrix form,

$$
\begin{equation*}
(A \otimes B \otimes B+B \otimes A \otimes B+B \otimes B \otimes A+d B \otimes B \otimes B) \mathbf{X}=\mathbf{F} \tag{4.1}
\end{equation*}
$$

where the symmetrical and sparse matrices $A=\left(a_{k^{\prime} k}\right)$ and $B=\left(b_{k^{\prime} k}\right)$, with the following entries,

$$
a_{k^{\prime} k}=\int_{I} \partial_{x} \eta_{k}(x) \partial_{x} \eta_{k^{\prime}}(x) d x= \begin{cases}4 k+6, & k^{\prime}=k \\ 0, & \text { otherwise }\end{cases}
$$

$$
b_{k^{\prime} k}=b_{k k^{\prime}}=\int_{I} \eta_{k}(x) \eta_{k^{\prime}}(x) d x= \begin{cases}-\frac{2}{2 k+1}, & k^{\prime}=k-2 \\ \frac{2}{2 k+1}+\frac{2}{2 k+5}, & k^{\prime}=k \\ 0, & \text { otherwise }\end{cases}
$$

For raising the numerical accuracy, we evaluate the terms $f_{k^{\prime} l^{\prime} m^{\prime}}\left(0 \leq k^{\prime}, l^{\prime}, m^{\prime} \leq N-2\right)$ by using the Legendre-Gauss-Lobatto quadrature with $2 N+1$ nodes.

We now use scheme (3.11)-(3.12) to solve (3.1) with $d=0,1$, and the test function

$$
\begin{equation*}
W\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}+2 x_{2}+3 x_{3}\right) \sin \left(x_{1}+x_{2}+x_{3}\right) . \tag{4.2}
\end{equation*}
$$

We measure the errors of numerical solutions by a discrete norm. Let $\zeta_{N, k}$ and $\rho_{N, k}(0 \leq k \leq N)$ be the nodes and weights of the Legendre-Gauss-Lobatto interpolation, and the quantity

$$
\begin{aligned}
E_{N} & =\left(\sum_{k=0}^{N} \sum_{l=0}^{N} \sum_{m=0}^{N}\left(W\left(\zeta_{N, k}, \zeta_{N, l}, \zeta_{N, m}\right)-w_{N}\left(\zeta_{N, k}, \zeta_{N, l}, \zeta_{N, m}\right)\right)^{2} \rho_{N, k} \rho_{N, l} \rho_{N, m}\right)^{\frac{1}{2}} \\
& \simeq\left\|W-w_{N}\right\|_{\Omega}
\end{aligned}
$$

In Table 4.1, we present the values $\log _{10} E_{N}$ vs. the mode $N$. Clearly, the numerical errors decay exponentially as $N$ increases. This fact coincides well with the theoretical analysis, see (3.15).

Table 4.1: Numerical errors of scheme (3.11)-(3.12).

|  | $N=5$ | $N=10$ | $N=15$ |
| :---: | :---: | :---: | :---: |
| $d=0$ | $4.05 \mathrm{E}-04$ | $7.04 \mathrm{E}-11$ | $6.70 \mathrm{E}-15$ |
| $d=1$ | $4.03 \mathrm{E}-04$ | $7.03 \mathrm{E}-11$ | $3.27 \mathrm{E}-15$ |

We next turn to scheme (3.20)-(3.21). We use the Crank-Nicolson discretization in time $t$, with the mesh step $\tau$. We denote the auxiliary numerical solution by $u_{N, \tau}$. Let $S_{\tau}=\{t \mid t=$ $0, \tau, 2 \tau, \cdots\}$. The corresponding fully discrete scheme is as follows,

$$
\left\{\begin{array}{l}
\frac{1}{\tau}\left(u_{N, \tau}(t+\tau)-u_{N, \tau}(t), \phi\right)_{\Omega}+\frac{1}{2}\left(\nabla\left(u_{N, \tau}(t+\tau)+u_{M, \tau}(t)\right), \nabla \phi\right)_{\Omega}  \tag{4.3}\\
=\frac{1}{2} d\left(u_{N, \tau}(t+\tau)+u_{N, \tau}(t), \phi\right)_{\Omega}+\frac{1}{2}(f(t+\tau)+f(t), \phi)_{\Omega}, \quad \phi \in V_{N}^{0}(\Omega), \quad t \in S_{\tau}, \\
u_{N, \tau}(0)=P_{N, \Omega} U_{0}
\end{array}\right.
$$

In actual computation, we expand $u_{N, \tau}\left(x_{1}, x_{2}, x_{3}, t\right)$ as

$$
\begin{equation*}
u_{N, \tau}\left(x_{1}, x_{2}, x_{3}, t\right)=\sum_{k=0}^{N-2} \sum_{l=0}^{N-2} \sum_{m=0}^{N-2} a_{k, l, m}(t) \eta_{k}\left(x_{1}\right) \eta_{l}\left(x_{2}\right) \eta_{m}\left(x_{3}\right) . \tag{4.4}
\end{equation*}
$$

Substituting (4.4) into (4.3), and taking $\phi=\eta_{k^{\prime}}\left(x_{1}\right) \eta_{l^{\prime}}\left(x_{2}\right) \eta_{m^{\prime}}\left(x_{3}\right)\left(0 \leq k^{\prime}, l^{\prime}, m^{\prime} \leq N-2\right)$, we obtain the following compact matrix form,

$$
\begin{align*}
& \left(B \otimes B \otimes B+\frac{\tau}{2}(A \otimes B \otimes B+B \otimes A \otimes B+B \otimes B \otimes A-\mu B \otimes B \otimes B)\right) \mathbf{X}(t+\tau) \\
= & \left(B \otimes B \otimes B-\frac{\tau}{2}(A \otimes B \otimes B+B \otimes A \otimes B+B \otimes B \otimes A-d B \otimes B \otimes B)\right) \mathbf{X}(t) \\
& \quad+\frac{\tau}{2}(\mathbf{F}(t)+\mathbf{F}(t+\tau)), \tag{4.5}
\end{align*}
$$

Table 4.2: Numerical errors of scheme (4.3) with (4.6).

|  | $\tau=0.01$ | $\tau=0.005$ | $\tau=0.001$ | $\tau=0.0005$ |
| :---: | :---: | :---: | :---: | :---: |
| $N=5$ | $4.07 \mathrm{E}-04$ | $4.07 \mathrm{E}-04$ | $4.07 \mathrm{E}-04$ | $4.07 \mathrm{E}-04$ |
| $N=10$ | $3.64 \mathrm{E}-10$ | $1.15 \mathrm{E}-10$ | $7.35 \mathrm{E}-11$ | $1.33 \mathrm{E}-13$ |
| $N=15$ | $3.56 \mathrm{E}-10$ | $8.91 \mathrm{E}-11$ | $3.56 \mathrm{E}-12$ | $5.37 \mathrm{E}-14$ |

where the matrices $A$ and $B$ are as the same as in (4.1). At each time step, we need to solve a linear system with the unknown coefficients $a_{k, l, m}(t)$. Due to (3.21), the numerical solution of (3.16) is given by

$$
\begin{equation*}
w_{N, \tau}\left(x_{1}, x_{2}, x_{3}, t\right)=u_{N, \tau}\left(x_{1}, x_{2}, x_{3}, t\right)+W_{B}\left(x_{1}, x_{2}, x_{3}, t\right) \tag{4.6}
\end{equation*}
$$

We now use scheme (4.3) with (4.6) to solve (3.16) with $d=1$, and the test function

$$
U\left(x_{1}, x_{2}, x_{3}, t\right)=\left(x_{1}+2 x_{2}+3 x_{3}+\sqrt{t+1}\right) \sin \left(x_{1}+x_{2}+x_{3}\right)
$$

The numerical error at time $t$ is measured by the quantity $E_{N, \tau}(t)$, which is similar to $E_{N}$. In Table 4.2, we present the values of $\log _{10} E_{N, \tau}(t)$ at $t=2$, with various values of the mode $N$ and the step size $\tau$. It is shown that the numerical errors decay fast when $N$ increases and $\tau$ decreases. This confirms the theoretical analysis, see (3.29). In Fig. 4.1, we plot the values of $\log _{10} E_{N, \tau}(t)$ for $0 \leq t \leq 20$, with $N=10$ and $\tau=0.001$. They indicate the stability of long-time calculation.


Fig. 4.1. Stability of scheme (4.3) with (4.6).

Finally, we consider the scheme (3.40)-(3.41). Let $\eta_{k}(x)=L_{k}(x)-L_{k+1}(x), 0 \leq k \leq N-1$. Obviously, $\eta_{k}(1)=0$. In actual computation, we expand the auxiliary numerical solution as

$$
u_{N}\left(x_{1}, x_{2}, x_{3}\right)=\sum_{k=0}^{N-1} \sum_{l=0}^{N-1} \sum_{m=0}^{N-1} a_{k, l, m} \eta_{k}\left(x_{1}\right) \eta_{l}\left(x_{2}\right) \eta_{m}\left(x_{3}\right) .
$$

Besides,

$$
f_{k^{\prime}, l^{\prime}, m^{\prime}}^{*}=\left(f, \eta_{k^{\prime}} \eta_{l^{\prime}} \eta_{m^{\prime}}\right)_{\Omega}+\int_{\partial \Omega \backslash \partial^{*} \Omega} h \eta_{k^{\prime}} \eta_{l^{\prime}} \eta_{m^{\prime}} d S, \quad 0 \leq k^{\prime}, l^{\prime}, m^{\prime} \leq N-1
$$

By taking $\phi=\eta_{k^{\prime}}\left(x_{1}\right) \eta_{l^{\prime}}\left(x_{2}\right) \eta_{m^{\prime}}\left(x_{3}\right)\left(0 \leq k^{\prime}, l^{\prime}, m^{\prime} \leq N-1\right)$ in (3.40), we obtain the following compact matrix form,

$$
\begin{gather*}
(A \otimes B \otimes B+B \otimes A \otimes B+B \otimes B \otimes A+d B \otimes B \otimes B+\alpha(C \otimes B \otimes B \\
+B \otimes C \otimes B+B \otimes B \otimes C)) \mathbf{X}=\mathbf{F}^{*} \tag{4.7}
\end{gather*}
$$

where $X$ and $F^{*}$ are similar to $X$ and $F$ in (4.1). The matrices $A=\left(a_{k^{\prime} k}\right), B=\left(b_{k^{\prime} k}\right)$ and $C=\left(c_{k^{\prime} k}\right)$, with the following entries,

$$
\begin{aligned}
& a_{k^{\prime} k}=a_{k k^{\prime}}=\int_{I} \partial_{x} \eta_{k}(x) \partial_{x} \eta_{k^{\prime}}(x) d x=2(-1)^{k^{\prime}+k}\left(\min \left(k, k^{\prime}\right)+1\right)^{2} \\
& b_{k^{\prime} k}=b_{k k^{\prime}}=\int_{I} \eta_{k}(x) \eta_{k^{\prime}}(x) d x= \begin{cases}-\frac{2}{2 k+1}, & k^{\prime}=k-1 \\
\frac{2}{2 k+1}+\frac{2}{2 k+3}, & k^{\prime}=k \\
0, & \text { otherwise }\end{cases} \\
& c_{k^{\prime} k}=c_{k k^{\prime}}=\eta_{k}(-1) \eta_{k^{\prime}}(-1)=4(-1)^{k+k^{\prime}}
\end{aligned}
$$

The numerical error is measured by the quantity $E_{N}$ as before.
We now use scheme (3.40)-(3.41) to solve (3.30) with the test function (4.2), with the mixed Dirichlet-Neumann boundary condition $(\alpha=0)$ and the mixed Dirichlet-Robin boundary condition $(\alpha=1)$. In Table 4.3, we present the values $\log _{10} E_{N}$ vs. the mode $N$. As is i predicted by (3.45), the numerical errors decay fast as $N$ increases.

Table 4.3: Numerical errors of scheme (3.40)-(3.41).

|  | $\alpha=0$ |  |  | $\alpha=1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=5$ | $N=10$ | $N=15$ | $N=5$ | $N=10$ | $N=15$ |
| $d=0$ | $6.10 \mathrm{E}-04$ | $1.60 \mathrm{E}-09$ | $2.52 \mathrm{E}-14$ | $6.07 \mathrm{E}-04$ | $1.59 \mathrm{E}-09$ | $1.57 \mathrm{E}-14$ |
| $d=1$ | $6.07 \mathrm{E}-04$ | $1.60 \mathrm{E}-09$ | $2.63 \mathrm{E}-14$ | $6.04 \mathrm{E}-04$ | $1.59 \mathrm{E}-09$ | $2.31 \mathrm{E}-14$ |

## 5. Concluding Remarks

In this paper, we established some results on the three-dimensional Legendre orthogonal approximation in Jacobi weighted Sobolev space, which improve and generalize the existing ones, and play an important role in spectral method for partial differential equations. We also developed an explicit lifting technique, with which we could reformulate three-dimensional mixed inhomogeneous boundary value problems to alternative formulations with homogeneous Dirichlet boundary conditions imposed on some parts of boundaries. Then we could treat with the resulting problems easily in actual computation and numerical analysis.

We developed the Legendre spectral method for mixed inhomogeneous boundary value problems in three-dimensional space. We provided spectral schemes for two model problems (steady and unsteady) with inhomogeneous Dirichlet boundary conditions, and a steady problem with mixed inhomogeneous Dirichlet-Robin boundary conditions. All of them possess the spectral accuracy in space. The numerical results demonstrated their high accuracy. Moreover, we could combine the idea of $[15,19]$ with the techniques in this paper, to design and analyze PetrovGalerkin spectral element methods for various mixed inhomogeneous boundary value problems defined on hexahedrons. We shall report the related results in the future.

Acknowledgments. The work of the first author is supported in part by NSF of China N. 11171227 , Doctor Fund of Henan University of Science and Technology N. 09001263 and Fund of Henan Education Commission N. 2011B110014. The work of the second author is supported in part by NSF of China, N.11171227, Fund for Doctoral Authority of China N.200802700001, Shanghai Leading Academic Discipline Project N.S30405, and Fund for E-institutes of Shanghai Universities N.E03004.

## References

[1] F. Auteri and L. Quartapelle, Galerkin-Legendre spectral method for the 3D Helmholtz equation, J. of Comp. Phys., 161 (2000), 454-483.
[2] I. Babus̆ka and B.Q. Guo, Direct and inverse approximation theorems for the $p$-version of finite element method in the framework of weighted Besov spaces, Part I: approximability of functions in the weighted Besov space, SIAM J. Numer. Anal., 39 (2001), 1512-1538.
[3] B. Bernard and Y. Maday, Approximations Spectrales de Problemes aux Limites Elliptiques, Springer-Verlag, Berlin, 1992.
[4] C. Bernardi and Y. Maday, Spectral methods, in Handbook of Numerical Analysis, 209-486, ed. by Ciarlet P. G. and Lions J. L., Elsevier, Amsterdam, 1997.
[5] J. P. Boyd, Chebyshev and Fourier Spectral Methods, 2nd ed., Dover Publication Inc., Mineda, New York, 2001.
[6] S.C. Brenner and L.R. Scott, The Mathematical Theory of Finite Element Methods, 2nd ed., Springer-Verlag, Berlin, 2002.
[7] C. Canuto, M.Y. Hussaini, A. Quarteroni and T.A. Zang, Spectral Methods: Fundamentals in Single Domains, Springer-Verlag, Berlin, 2006.
[8] C. Canuto, M.Y. Hussaini, A. Quarteroni and T.A. Zang, Spectral Methods: Evolution to Complex Geometries and Applications to Fluid Dynamics, Springer-Verlag, Berlin, 2007.
[9] M.O. Deville, P.F. Fischer and E.H. Mund, High-Order Methods for Incompressible Fluid Flow, Cambridge University Press, Cambridge, 2007.
[10] D. Funaro, Polynomial Approximations of Differential Equations, Springer-Verlag, Berlin, 1992.
[11] D. Gottlieb and S.A. Orszag, Numerical Analysis of Spectral Methods: Theory and Applications, SIAM-CBMS, Philadelphia, 1977.
$[12]$ B.-Q. Guo, Approximation theory for the $p$-version of the finite element method in three dimensions, Part II: Convergence of the $p$-version of the finite element method, SIAM J. Numer. Anal., 47 (2009), 2578-2611.
[13] B.-Y. Guo, Spectral Methods and Their Applications, World Scientific, Singapore, 1998.
[14] B.-Y. Guo, Jacobi approximations in certain Hilbert spaces and their applications to singular differential equations, J. Math. Anal. Appl., 243 (2000), 373-408.
[15] B.-Y. Guo and H.-L. Jia, Spectral method on quadrilaterals, Math. Comp., 79 (2010), 2237-2264.
[16] B.-Y. Guo, J. Shen and L.-L. Wang, Optimal spectral-Galerkin methods using generalized Jacobi polynomials, J. Sci. Comp., 27 (2006), 305-322.
[17] B.-Y. Guo and L.-L. Wang, Jacobi approximations in non-uniformly Jacobi-weighted Sobolev spaces, J. Appr. Theo., 128 (2004), 1-41.
[18] B.-Y. Guo and K.-J. Zhang, On non-isotropic Jacobi pseudospectral method, J. Comp. Math., 26 (2008), 511-535.
[19] H.-L. Jia and B.-Y. Guo, Petrov-Galerkin spectral element method for mixed inhomogeneous boundary value problems on polygons, Chinese Annals of Math., 31B (2010), 855-878.
[20] G.E. Karniadakis and S.J. Sherwin, Spectral/hp Element Methods for CFD, 2nd edition, Oxford Univ. Press, Oxford, 2005.
[21] J. Shen, Efficient spectral-Galerkin method I, Direct solvers of second and fourth order equations using Legendre polynomials, SIAM J. Sci. Comp., 15 (1994), 1489-1505.
[22] J. Shen, T. Tang and L.-L. Wang, Spectral Methods: Algorithms, Analysis and Applications, (Springer Series in Computational Mathematics vol 41), Springer-Verlag, Berlin,, 2011.
[23] Z.-Q. Wang and R. Zhang, Mixed spectral and pseudospectral methods for a nonlinear strongly damped wave equation in an exterior domain, Numer. Math. Theor. Meth. Appl., 4 (2011), 255282.


[^0]:    * Received October 4, 2011 / Revised version received May 15, 2012 / Accepted June 21, 2012 /

    Published online November 16, 2012 /

