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Abstract

In this paper, we study adaptive finite element discretization schemes for an optimal

control problem governed by elliptic PDE with an integral constraint for the state. We

derive the equivalent a posteriori error estimator for the finite element approximation,

which particularly suits adaptive multi-meshes to capture different singularities of the

control and the state. Numerical examples are presented to demonstrate the efficiency of

a posteriori error estimator and to confirm the theoretical results.
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1. Introduction

Finite element approximations of optimal control problems have been extensively studied
in the literatures, most of which focused on control-constrained problems. In recent years,
many studies have been carried out to examine finite element approximations of optimal control
problems with state constraints. Many authors have studied the specific case of point-wise state
constraints, where the constraints have the forms of K = {y : y > ϕ} or K = {y 6 ϕ} , see,
e.g., [3,6,7,9]. In engineering applications, one may care more about how to control the average
value or L2-norm of the state variable. So there exist many state-constraints of average types,
such as integral constraint K = {y : α 6

∫
Ω

y 6 β}, L2-norm constraint K = {y :
∫
Ω

y2 6 γ}
and so on. In this work we study a posteriori error estimates of the finite element approximation
of an optimal control problem with the integral constraint for the state. It has been recently
found that suitable adaptive meshes can greatly improve computational efficiency of the finite
element approximation of the optimal control, see, e.g., [2, 13, 16–19]. Furthermore it has been
observed that multi-meshes are often useful in computing optimal controls, see, e.g., [10, 15].
Using different adaptive meshes for the control and the state allows to use very coarse meshes
in solving the state equation and the co-state equation. Thus much computational time can be
saved since one of the major computational loads in computing optimal control is to solve the
state and co-state equations repeatedly.

The purpose of this work is to investigate adaptive multi-mesh finite element method for a
state-constrained optimal control problem with the integral constraint. We derive an equivalent
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a posteriori error estimator for this control problem and then present numerical results to
confirm the effectiveness of the error estimator.

The plan of the paper is as follows. In Section 2, we construct the finite element approxi-
mation for the distributed optimal control problem with the state-constraint. In Section 3, an
equivalent a posteriori error estimator is derived for the control problem. Finally numerical
test results are presented in Section 4.

2. Model Problem and Its Finite Element Approximation

Let Ω be a bounded domain in Rd, 1 6 d 6 3, with the Lipschitz boundary ∂Ω. Throughout
the paper we use the standard notations for the Sobolev spaces, norms and seminorms. We
denote the L2-inner products in L2(Ω) and (L2(Ω))d by

(v, w) =
∫

Ω

vw, ∀ v, w ∈ L2(Ω)

and
(w,v) =

∫

Ω

w · v, ∀ v,w ∈ (L2(Ω))d.

For a nonnegative integer m, Hm(Ω) denotes the usual Sobolev spaces and H1
0 (Ω) = {v ∈

H1(Ω) : v = 0 on ∂Ω}.

2.1. Optimal control problem and its optimality condition

Introduce function spaces U = L2(Ω), V = H1
0 (Ω), and W = {v ∈ H1

0 (Ω) : ∆v ∈ L2(Ω)}.
Obviously, W is a Hilbert space with the norm:

‖v‖W =
( ‖v‖2H1(Ω) + ‖∆v‖2L2(Ω)

)1/2
.

The constraint set is defined as follows:

K =
{

v ∈ W :
∫

Ω

v > γ
}

, (2.1)

where γ is a given constant.
We will investigate the distributed convex state-constrained optimal control problem (OCP ):

(OCP )





min J (u, y) =
1
2

∫

Ω

(y − yd)2 +
α

2

∫

Ω

u2,

s.t. −∆y = u + f in Ω, y = 0 on ∂Ω, y ∈ K,

(2.2)

where u ∈ U is the control and y ∈ K is the state, yd ∈ L2(Ω) is the observation, f ∈ L2(Ω) is
a given function, and α is a given positive constant.

In [20],it is proved that the state-constrained optimal control problem (OCP ) has a unique
solution (u, y) ∈ U × V . Further, the pair (u, y) is the solution of (OCP ) if and only if there
exists a unique pair (p, λ) ∈ V ×R1

− where R1
− = {c ∈ R1; c 6 0}, such that (u, y, p, λ) satisfies

the following optimality conditions (OCP -OPT ):

(OCP -OPT ) :





(∇y,∇w) = (u + f, w), ∀ w ∈ H1
0 (Ω);

(∇p,∇q) = (y − yd, q) + (λ, q), ∀ q ∈ H1
0 (Ω);

(λ,w − y) 6 0, ∀ w ∈ K;
p + αu = 0.

(2.3)
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2.2. Finite element approximation

Let us consider the finite element approximation of the optimal control problem (OCP ).
We consider only the conforming n-simplex elements, which are widely used in engineering
applications.

Assume that Ω is a polygonal domain. Let Th =
⋃

τ be a quasi-regular triangulation of Ω
with maximum mesh size h := maxτ∈T h{diam(τ)} and let Th

U =
⋃

τU be another partitioning
of Ω with maximum mesh size hU := maxτU∈T h

U
{diam(τU )}, in which each element has at most

one face on ∂Ω, and τ and τ ′ ( or τU and τ ′U ) have either only one common vertex or a whole
edge in 2-d case or face in 3-d case if τ and τ ′ ∈ Th ( or τU and τ ′U ∈ Th

U ).
Associated with Th is a finite dimensional subspace V h := {wh ∈ C(Ω) : wh|τ are poly-

nomials of degree not exceeding r (r > 1) for each τ ∈ Th} ∩ H1
0 (Ω). Associated with Th

U is
another finite dimensional subspace Uh := {vh ∈ L2(Ω) : vh|τU

are polynomials of degree not
exceeding m (m > 0) for each τU ∈ Th

U} ⊂ U .
In this paper, we only consider the simplest finite element spaces, i.e., r = 1 for V h and m = 0

for Uh, which means that the piecewise linear conforming elements are used to approximate
the state and co-state, and the piecewise constant elements are used to treat the control. We
introduce the subspace Wh ⊂ V h of the form

Wh =
{
wh ∈ V h; ∃zh ∈ Uh such that (∇wh,∇vh) = (zh, vh), ∀ vh ∈ V h

}
,

and define the discrete constraint set

Kh :=
{

wh ∈ Wh :
∫

Ω

wh > γ
}

. (2.4)

The finite element approximation of the optimal control problem (OCP ) reads:

(OCP )h





min Jh(uh, yh) =
1
2

∫

Ω

(yh − yd)2 +
α

2

∫

Ω

u2
h,

s.t. (∇yh,∇wh) = (uh + f, wh), ∀ wh ∈ V h, yh ∈ Kh.

(2.5)

It is proved in [20] that the finite element approximation (OCP )h has a unique solution
(uh, yh) ∈ Uh × V h. Further, the pair (uh, yh) is the solution of (OCP )h if and only if there
exists a unique pair (ph, λh) ∈ V h×R1

−, such that (uh, yh, ph, λh) satisfies the following discrete
optimality conditions (OCP -OPT )h:

(OCP -OPT )h :





(∇yh,∇wh) = (uh + f, wh), ∀ wh ∈ V h;
(∇ph,∇qh) = (yh − yd, qh) + (λh, qh), ∀ qh ∈ V h;
(λh, wh − yh) 6 0, ∀ wh ∈ Kh;
αuh = −Ph(ph).

(2.6)

where Ph is the L2-projection from U onto its subspace Uh such that

(Phw, vh) = (w, vh), w ∈ U, ∀ vh ∈ Uh. (2.7)

Since Uh is the finite element space of piece-constant functions, we have

Phw|τU =
1
|τU |

∫

τU

w, in τU , ∀ w ∈ U, ∀ τU ∈ Th
U .

In the following sections, we will give the a posteriori error estimator of the finite element
approximation (OCP -OPT )h.
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3. Equivalent a Posteriori Error Estimator

Adaptive finite element approximations have been found very useful in computing optimal
control problems, as mentioned in the introduction. They use a posteriori error indicators to
guide mesh refinement procedures. An adaptive finite element approximation refines only the
area where the error indicator is larger, so that a higher density of nodes is distributed over
the area where the solution is difficult to be approximated. In this section, we will derive
residual-type a posteriori error estimator for our control problem.

Introduce a posteriori error estimator η defined as follows

η2 = η2
U + η2

V , (3.1)

where
η2

U = η2
u, η2

V = η2
y + η2

p. (3.2)

A posteriori error estimators ηU and ηV , with respect to the meshes Th
U and Th, are defined by

η2
u :=

∑

τU∈T h
U

η2
u|τU

with η2
u|τU

=
∫

τU

(Phph − ph)2, (3.3)

where Ph is the L2-projection described in (2.7),

η2
y =

∑

τ∈T h

η2
y|τ +

∑

l∩∂Ω=∅
η2

y|l, (3.4)

with η2
y|τ = h2

τ

∫

τ

(uh + f)2, η2
y|l = hl

∫

l

[∇yh · n]2, (3.5)

and

η2
p =

∑

τ∈T h

η2
p|τ +

∑

l∩∂Ω=∅
η2

p|l (3.6)

with η2
p|τ = h2

τ

∫

τ

(yh − yd + λh)2, η2
p|l = hl

∫

l

[∇ph · n]2. (3.7)

Here l is a face of an element τ , n is the unit normal vector on l := τ1
l ∩ τ2

l outwards τ1
l , and

hl is the maximum diameter of the face l. [∇yh · n] and [∇ph · n] are the jumps of the normal
derivatives across the interior face l, defined by

[∇ph · n]l := (∇ph|τ1
l
−∇ph|τ2

l
) · n,

[∇yh · n]l := (∇yh|τ1
l
−∇ph|τ2

l
) · n.

The element residuals are weighted element-wise L2 norms residuals with respect to the
strong form of the state and co-state equation respectively. The face residuals are weighted L2

norms of the jumps [∇yh · n] and [∇ph · n] of the normal derivatives across the interior faces.

3.1. Upper bound estimate

In this subsection, ε and C denote some general positive constants independent of grid
parameters h or hU . First we show that a posteriori error estimator η is Reliable in Theorem
3.1.
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Theorem 3.1. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of optimality conditions
(OCP -OPT ) and (OCP -OPT )h, respectively. Then the following estimate

‖u− uh‖2L2(Ω) + ‖y − yh‖2H1(Ω) + ‖p− ph‖2H1(Ω) + |λ− λh|2 6 Cη2 (3.8)

holds, where η is defined in (3.1)-(3.2)

The proof of Theorem 3.1 is given step by step. As usual, we recall some useful lemmas.

Lemma 3.1. ( [8]) Let πh be the standard Lagrange interpolation operator. For r = 0 or 1,
1 < q 6 ∞ and v ∈ W 2,q(Ω),

|v − πhv|W r,q(Ω) 6 Ch2−r|v|W 2,q(Ω). (3.9)

Lemma 3.2. Let π̂h be the average interpolation operator defined in [21]. For r = 0 or 1,
1 < q 6 ∞ and v ∈ W 1,q(Ω),

|v − π̂hv|W r,q(τ) 6
∑

τ̄ ′∩τ̄ 6=∅
Ch1−r

τ |v|W 1,q(τ ′). (3.10)

Lemma 3.3. ( [11]) For each v ∈ W 1,q(Ω), 1 6 q < ∞,

‖v‖W 0,q(∂τ) 6 C
{

h
− 1

q
τ ‖v‖W 0,q(τ) + h

1− 1
q

τ |v|W 1,q(τ)

}
. (3.11)

Lemma 3.4. Let τ be one element in Th. For any given constant A, there exists the piecewise
polynomial ωτ ∈ H1

0 (τ) satisfying
∫

τ

Aωτ = h2
τ

∫

τ

A2, such that |ωτ |2m,τ 6 Ch2(1−m)+2
τ

∫

τ

A2, m = 0, 1. (3.12)

Let τ1
l and τ2

l be two elements in Th sharing the edge l := τ1
l ∩ τ2

l . For any given constant B,
there exists the piecewise polynomial ωl ∈ H1

0 (τ1
l ∪ τ2

l ) satisfying
∫

l

Bωl = hl

∫

l

B2, such that |ωl|2m,τ1
l ∪τ2

l
6 Ch

2(1−m)+1
l

∫

l

B2, m = 0, 1. (3.13)

Proof. Let τ ∈ Th and {λi}3i=1 be the areal coordinates on the element τ . Construct

ωτ = ατλ1λ2λ3, where ατ =
h2

τ

∫
τ

A∫
τ

λ1λ2λ3
.

It is clear that ωτ ∈ H1
0 (τ). Let τ1

l and τ2
l be two elements in Th sharing the edge l := τ1

l ∩ τ2
l

with end points {P i
l }2i=1, and λi are areal coordinates with respect to P i

l for i = 1, 2. Construct

ωl = βlλ1λ2, where βl =
hl

∫
l
B∫

l
λ1λ2

.

It is also clear that ωl ∈ H1
0 (τ̄1 ∪ τ̄2). One can check that all the conclusions in this lemma

hold. For the detailed proof, we refer to [23]. 2

We introduce an auxiliary system defined as: seeking (y(uh), p(uh)) ∈ V × V such that

(∇y(uh),∇w) = (uh + f, w), ∀ w ∈ H1
0 (Ω), (3.14a)

(∇q,∇p(uh)) = (y(uh)− yd + λh, q), ∀ q ∈ H1
0 (Ω). (3.14b)
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Lemma 3.5. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of optimality conditions (OCP -
OPT ) and (OCP -OPT )h respectively. If p(uh) is the solution of the auxiliary system (3.14b),
then there holds the following estimate:

‖p− p(uh)‖H1(Ω) 6 C
{
‖u− uh‖L2(Ω) + ‖ph − p(uh)‖L2(Ω) + ‖ph −Phph‖L2(Ω)

}
. (3.15)

Proof. Let v̄ be the average value of v over Ω given by

v̄ =
1
|Ω|

∫

Ω

v. (3.16)

Choose ϕ ∈ C∞0 (Ω) such that ϕ̄ = 1 and ‖ϕ‖H1(Ω) 6 C. Taking C̃ = p̄ − p̄(uh) and noting
C̃ϕ ∈ C∞0 (Ω) ⊂ H1

0 (Ω), we obtain

(∇(p− p(uh)− C̃ϕ),∇(p− p(uh))) = (y − y(uh) + λ− λh, p− p(uh)− C̃ϕ).

Since
∫
Ω
(p− p(uh)− C̃ϕ) = 0 and λ− λh is a constant, we have

(∇(p− p(uh)),∇(p− p(uh))) = C̃(∇ϕ,∇(p− p(uh))) + (y − y(uh), p− p(uh)− C̃ϕ).

Therefore, we have

‖∇(p− p(uh))‖2L2(Ω)

6 1
2
‖∇(p− p(uh))‖2L2(Ω) + C

[
C̃2‖ϕ‖2H1(Ω) + ‖y − y(uh)‖2L2(Ω) + ‖p− p(uh)‖2L2(Ω)

]
,

which implies that

‖∇(p− p(uh))‖2L2(Ω) 6 C
{

C̃2 + ‖u− uh‖2L2(Ω) + ‖p− p(uh)‖2L2(Ω)

}
. (3.17)

Since Ω is a bounded domain, we have

|C̃| = 1
|Ω| |

∫

Ω

(p− p(uh))|

6 1
|Ω|

( ∣∣
∫

Ω

(−αu + αuh)
∣∣ +

∣∣
∫

Ω

ph − p(uh)
∣∣ +

∣∣
∫

Ω

(Phph − ph)
∣∣ )

6 C
{
‖u− uh‖L2(Ω) + ‖ph − p(uh)‖L2(Ω) + ‖Phph − ph‖L2(Ω)

}
. (3.18)

Then the result (3.15) follows directly from (3.17) and (3.18). 2

Lemma 3.6. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of optimality conditions (OCP -
OPT ) and (OCP -OPT )h, respectively. Then there holds the following estimate:

|λ− λh| 6 C
{
‖u− uh‖L2(Ω) + ‖ph − p(uh)‖L2(Ω) + ‖ph − Phph‖L2(Ω)

}
. (3.19)

Proof. Obviously, it follows from (2.3) and (3.14b) that λ−λh satisfies the following equation

(λ− λh, q) = (∇(p− p(uh)),∇q)− (y(uh)− y, q), ∀ q ∈ H1
0 (Ω),

which implies that

|λ− λh| 6 C
(
‖p− p(uh)‖H1(Ω) + ‖y(uh)− y‖L2(Ω)

)
. (3.20)

Since ‖y(uh)− y‖L2(Ω) 6 C‖u−uh‖L2(Ω), (3.19) follows directly from(3.20) and Lemma 3.5. 2
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Lemma 3.7. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of the optimality conditions
(OCP -OPT ) and (OCP -OPT )h, respectively. There holds the following error estimate:

‖u− uh‖L2(Ω) 6 C
{
‖yh − y(uh)‖L2(Ω) + ‖ph − p(uh)‖L2(Ω) + ‖ph −Phph‖L2(Ω)

}
. (3.21)

Proof. By using (2.3), we have

J ′(u)(u− uh) = (y − yd, y
′(u)(u− uh)) + (αu, u− uh)

= (y − yd + λ, y′(u)(u− uh)) + (αu, u− uh)− (λ, y′(u)(u− uh))

= (u− uh, p) + (αu, u− uh)− (λ, y(u)− y(uh))

= −(λ, y(u)− y(uh)).

Similarly,

J ′(uh)(u− uh) = (p(uh) + αuh, u− uh)− (λh, y − y(uh)).

Hence we have

‖y − y(uh)‖2L2(Ω) + ‖u− uh‖2L2(Ω)

= J ′(u)(u− uh)− J ′(uh)(u− uh)

= −(p(uh) + αuh, u− uh)− (λ− λh, y − y(uh))

= (ph − p(uh), u− uh)− (λ− λh, y − yh)− (λ− λh, yh − y(uh)) + (Phph − ph, u− uh)

6 (ph − p(uh), u− uh)− (λ− λh, yh − y(uh)) + (Phph − ph, u− uh)

6 ε
{
‖u− uh‖2L2(Ω) + |λ− λh|2

}

+C(ε)
{
‖ph − p(uh)‖2L2(Ω) + ‖yh − y(uh)‖2L2(Ω) + ‖Phph − ph‖2L2(Ω)

}

6 Cε
{
‖u− uh‖2L2(Ω) + ‖ph − p(uh)‖2L2(Ω)

}

+C(ε)
{
‖ph − p(uh)‖2L2(Ω) + ‖yh − y(uh)‖2L2(Ω) + ‖Phph − ph‖2L2(Ω)

}
,

which implies that

‖u− uh‖L2(Ω) 6 C
{
‖yh − y(uh)‖L2(Ω) + ‖ph − p(uh)‖L2(Ω) + ‖ph − Phph‖L2(Ω)

}
. (3.22)

Here we have used (λ− λh, y − yh) = (λ− λh)(ȳ − ȳh)|Ω| > 0 due to the following facts

λ(ȳ − ȳh)|Ω| =
{

0, ȳ|Ω| > γ such that λ = 0;

λ(γ − ȳh|Ω|) > 0, ȳ|Ω| = γ such that λ 6 0 and γ − ȳh|Ω| 6 0;

and

−λh(ȳ − ȳh)|Ω| =
{

0, ȳh|Ω| > γ such that λh = 0;

− λh(ȳ|Ω| − γ) > 0, ȳh|Ω| = γ such that λh 6 0 and ȳ|Ω| − γ > 0.

The proof of Lemma 3.7 is then complete. 2

Summing up results of the above lemmas, we have the following lemma.
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Lemma 3.8. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of the optimality conditions
(OCP -OPT ) and (OCP -OPT )h respectively. If (p(uh), y(uh)) is the solution of the auxiliary
system, (3.14a)-(3.14b), then there holds the following estimate:

‖u− uh‖L2(Ω) + ‖y − yh‖H1(Ω) + ‖p− ph‖H1(Ω) + |λ− λh|
6 C

{
‖yh − y(uh)‖H1(Ω) + ‖ph − p(uh)‖H1(Ω) + ‖ph −Phph‖L2(Ω)

}
. (3.23)

Proof. It is clear that

‖y − yh‖H1(Ω) + ‖p− ph‖H1(Ω)

6 ‖y − y(uh)‖H1(Ω) + ‖y(uh)− yh‖H1(Ω) + ‖p− p(uh)‖H1(Ω) + ‖p(uh)− ph‖H1(Ω)

6 C
{
‖u− uh‖L2(Ω) + ‖y(uh)− yh‖H1(Ω) + ‖p− p(uh)‖H1(Ω) + ‖p(uh)− ph‖H1(Ω)

}
.

Applying Lemmas 3.5-3.7 to this inequality leads to (3.23). 2

Now, we can prove Theorem 3.1.

Proof of Theorem 3.1. Noting ‖ph − Phph‖L2(Ω) = ηu, we only need to estimate ‖ph −
p(uh)‖H1(Ω) and ‖yh − y(uh)‖H1(Ω).

Firstly we need some notations. Let Ep = ph − p(uh) and Ep
I = π̂hEp, where π̂h is the

average interpolator defined in Lemma 3.2. Applying the standard residual technique, we have

c‖Ep‖2H1(Ω) 6 (∇Ep,∇Ep)

= (∇Ep,∇(Ep − Ep
I )) + (y(uh)− yh, Ep

I )

=
∑

τ∈T h

∫

τ

−∆(p(uh)− ph)(Ep − Ep
I )−

∑

τ∈T h

∫

l

(∇ph · n)(Ep − Ep
I ) + (y(uh)− yh, Ep

I )

=
∑

τ∈T h

∫

τ

(y(uh)− yd + λh)(Ep − Ep
I )−

∑

l∩∂Ω=∅

∫

l

[∇ph · n](Ep − Ep
I ) + (y(uh)− yh, Ep

I )

=
∑

τ∈T h

∫

τ

(yh − yd + λh)(Ep − Ep
I )−

∑

l∩∂Ω=∅

∫

l

[∇ph · n](Ep − Ep
I ) + (y(uh)− yh, Ep)

6 C(ε)
∑

τ∈T h

h2
τ

∫

τ

(yh − yd + λh)2 + C(ε)
∑

l∩∂Ω=∅
hl

∫

l

[∇ph · n]2 + C(ε)‖y(uh)− yh‖2L2(Ω)

+ε‖Ep‖2L2(Ω) + ε
∑

τ∈T h

h−2
τ

∫

τ

(Ep − Ep
I )2 + ε

∑

τ∈T h

∫

τ

(∇(Ep − Ep
I ))2

6 C
∑

τ∈T h

h2
τ

∫

τ

(yh − yd + λh)2 + C
∑

l∩∂Ω=∅
hl

∫

l

[∇ph · n]2

+C‖y(uh)− yh‖2L2(Ω) + Cε‖Ep‖2H1(Ω),

where we have used results in Lemmas 3.1-3.3. Hence we obtain

‖Ep‖2H1(Ω)

6 C
{ ∑

τ∈T h

h2
τ

∫

τ

(yh − yd + λh)2 +
∑

l∩∂Ω=∅
hl

∫

l

[∇ph · n]2 + ‖y(uh)− yh‖2L2(Ω)

}
. (3.24)
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Similarly, letting Ey = yh − y(uh) and Ey
I = π̂hEy, we have

c‖Ey‖2H1(Ω)

6 (∇Ey,∇Ey) = (∇Ey,∇(Ey − Ey
I ))

=
∑

τ∈T h

∫

τ

−∆(y(uh)− yh))(Ey − Ey
I )−

∑

τ∈T h

∫

l

(∇yh · n)(Ey − Ey
I )

=
∑

τ∈T h

∫

τ

(uh + f)(Ey − Ey
I )−

∑

l∩∂Ω=∅

∫

l

[∇yh · n](Ey − Ey
I )

6 C(ε)
∑

τ∈T h

h2
τ

∫

τ

(uh + f)2 + C(ε)
∑

l∩∂Ω=∅
hl

∫

l

[∇yh · n]2

+ Cε
∑

τ∈T h

h−2
τ

∫

τ

|Ey − Ey
I |2 + Cε

∑

τ∈T h

∫

τ

|∇(Ey − Ey
I )|2

6 C
∑

τ∈T h

h2
τ

∫

τ

(uh + f)2 + C
∑

l∩∂Ω=∅
hl

∫

l

[∇yh · n]2 + Cε‖Ey‖2H1(Ω),

where we have used Lemmas 3.1-3.3. Hence

‖Ey‖2H1(Ω) 6 C
∑

τ∈T h

h2
τ

∫

τ

(uh + f)2 + C
∑

l∩∂Ω=∅
hl

∫

l

[∇yh · n]2. (3.25)

Due to estimates (3.24) and (3.25), we obtain

‖yh − y(uh)‖2H1(Ω) + ‖ph − p(uh)‖2H1(Ω)

= ‖Ey‖2H1(Ω) + ‖Ep‖2H1(Ω) 6 C
{

η2
y + η2

p

}
. (3.26)

Hence due to Lemma 3.8, we have obtained the upper bound (3.8). 2

3.2. Lower bound estimate

In this subsection, we will show the a posteriori error estimator also provides a lower bound
for the discretization errors in the state, co-state, control and multiplier; that is to say that the
estimator η is Efficient:

η2 − cσ2 6 ‖u− uh‖2L2(Ω) + ‖y − yh‖2H1(Ω) + ‖p− ph‖2H1(Ω) + |λ− λh|2,
where σ is a higher order term.

Theorem 3.2. Let (u, y, p, λ) and (uh, yh, ph, λh) be the solutions of the optimal conditions
(OCP -OPT ) and (OCP -OPT )h, respectively. Then there holds the estimate:

η2 − c(σ2
1 + σ2

2)

6 C
{
‖u− uh‖2L2(Ω) + ‖y − yh‖2H1(Ω) + ‖p− ph‖2H1(Ω) + |λ− λh|2

}
, (3.27)

where η is defined in (3.1), σ1 and σ2 are defined by

σ2
1 :=

∑

τ∈T h

∫

τ

h2
τ (ȳh|τ − yh + ȳd|τ − yd)2,

σ2
2 :=

∑

τ∈T h

∫

τ

h2
τ (ūh|τ − uh + f̄ |τ − f)2.

Here v̄|τ is the averaging of v over the element τ .
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The proof of Theorem 3.2 is divided into the following three lemmas.

Lemma 3.9. There holds the following error estimate:

η2
u 6 ‖p− ph‖2L2(Ω) + ‖u− uh‖2L2(Ω). (3.28)

Proof. It is clear that
∑

τ∈T h
U

∫

τ

(Phph − ph)2 = ‖Phph − ph‖2L2(Ω) = ‖αuh + ph‖2L2(Ω)

6 ‖p− ph‖2L2(Ω) + α2‖u− uh‖2L2(Ω),

which is (3.28). 2

In order to derive the lower bound, we use the standard bubble function technique (see,
e.g., [23] ). As in Lemma 3.4, there exist piecewise polynomials ωτ ∈ H1

0 (τ) and ωl ∈ H1
0 (τ1

l ∪τ2
l )

such that
∫

τ

(yh − yd + λh)|τωτ = h2
τ

∫

τ

(yh − yd + λh)|2τ ,

|ωτ |2m,τ 6 Ch2(1−m)+2
τ

∫

τ

(yh − yd + λh)|2τ , m = 0, 1,

(3.29)

and
∫

l

[∇ph · n]ωl = hl

∫

l

[∇ph · n]2,

|ωl|2m,τ1
l ∪τ2

l
6 Ch

2(1−m)+1
l

∫

l

[∇ph · n]2, m = 0, 1.

(3.30)

We will use these bubble functions and their properties.

Lemma 3.10. There holds the following error estimate:

η2
p 6 C

{
‖ph − p‖2H1(Ω) + ‖yh − y‖2L2(Ω) + |λh − λ|2 + σ2

1

}
. (3.31)

Proof. By using the standard bubble function technique, which infers (3.29) and (3.30), and
noting that ph is the piecewise linear element, we have

∫

τ

h2
τ (yh − yd + λh)2

6 C

∫

τ

h2
τ

(
(yh − yd + λh)|τ

)2 + C

∫

τ

h2
τ (yh − yd + λh − (yh − yd + λh)|τ )2

= C

∫

τ

(yh − yd + λh)|τωτ + C

∫

τ

h2
τ (yh − yd − (yh − yd)|τ )2

= C
{ ∫

τ

(∆ph + yh − yd + λh −∆p− y + yd − λ)ωτ

+
∫

τ

((yh − yd + λh)|τ − (yh − yd + λh))ωτ +
∫

τ

h2
τ (yh − yd − (yh − yd)|τ )2

}

6 −C

∫

τ

∇(ph − p)∇ωτ + C

∫

τ

(yh − y + λh − λ)ωτ

+C

∫

τ

((yh − yd)|τ − (yh − yd))ωτ + C

∫

τ

h2
τ (yh − yd − (yh − yd)|τ )2. (3.32)
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Applying the Cauchy-Schwartz inequality, we have

−
∫

τ

∇(ph − p)∇ωτ +
∫

τ

(yh − y + λh − λ)ωτ

6 C(ε)
{
‖∇(ph − p)‖2L2(τ) + ‖yh − y‖2L2(τ) + ‖λh − λ‖2L2(τ)

}
+ ε‖ωτ‖2H1(τ)

and
∫

τ

((yh − yd)|τ − (yh − yd))ωτ

6 C(ε)
∫

τ

h2
τ ((yh − yd)|τ − (yh − yd))2 + εh−2

τ ‖ωτ‖2L2(τ).

Therefore, by using the estimate of bubble function (3.29), we obtain
∫

τ

h2
τ (yh − yd + λh)2

6 C
{
‖ph − p‖2H1(τ) + ‖yh − y‖2L2(τ) + ‖λh − λ‖2L2(τ)

}
+ ε‖ωτ‖2H1(τ)

+ C

∫

τ

h2
τ ((yh − yd)|τ − (yh − yd))2 + εh−2

τ ‖ωτ‖2L2(τ)

6 C
{
‖ph − p‖2H1(τ) + ‖yh − y‖2L2(τ) + ‖λh − λ‖2L2(τ)

}

+ C

∫

τ

h2
τ ((yh − yd)|τ − (yh − yd))2 + ε

∫

τ

h2
τ ((yh − yd + λh)|τ )2.

Hence we have the estimate∫

τ

h2
τ (yh − yd + λh)2

6 C
{
‖ph − p‖2H1(τ) + ‖yh − y‖2L2(τ) + ‖λh − λ‖2L2(τ)

}

+C

∫

τ

h2
τ ((yh − yd)|τ − (yh − yd))2. (3.33)

On the other hand, for l ∩ ∂Ω 6= ∅, ( l := τ1
l ∩ τ2

l ), by using the bubble function technique, we
obtain ∫

l

hl[∇ph · n]2 =
∫

l

[∇ph · n]ωl =
∫

l

[∇ph · n−∇p · n]ωl

=
∫

∂τ1
l ∪∂τ2

l

(∇ph · n−∇p · n)ωl

=
∫

τ1
l ∪τ2

l

(∇ph −∇p)∇ωl +
∫

τ1
l ∪τ2

l

div(∇ph −∇p)ωl

=
∫

τ1
l ∪τ2

l

(∇ph −∇p)∇ωl +
∫

τ1
l ∪τ2

l

(div∇ph + y − yd + λ)ωl

=
∫

τ1
l ∪τ2

l

(∇ph −∇p)∇ωl +
∫

τ1
l ∪τ2

l

(yh − yd + λh)ωl +
∫

τ1
l ∪τ2

l

(y − yh + λ− λh)ωl

6 C(ε)
{
‖∇(ph − p)‖2L2(τ1

l ∪τ2
l ) + ‖yh − y‖2L2(τ1

l ∪τ2
l ) + ‖λh − λ‖2L2(τ1

l ∪τ2
l )

}

+ε‖ωτ‖2H1(τ1
l ∪τ2

l ) + εh−2
l ‖ωτ‖2L2(τ1

l ∪τ2
l ) + C(ε)

∫

τ1
l ∪τ2

l

h2
l (yh − yd + λh)2

6 C(ε)
{
‖∇(ph − p)‖2L2(τ1

l ∪τ2
l ) + ‖yh − y‖2L2(τ1

l ∪τ2
l ) + ‖λh − λ‖2L2(τ1

l ∪τ2
l )

}

+ε

∫

l

hl[∇ph · n]2 + C(ε)
∫

τ1
l ∪τ2

l

h2
l (yh − yd + λh)2, (3.34)
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where we have used the estimate (3.30). Therefore, combining (3.33) and (3.34), gives

∑

τ∈T h

h2
τ

∫

τ

(yh − yd + λh)2 + C
∑

l∩∂Ω=∅
hl

∫

l

[∇ph · n]2

6 C
{
‖ph − p‖2H1(Ω) + ‖yh − y‖2L2(Ω) + |λh − λ|2 +

∑

τ∈T h

∫

τ

h2
τ ((yh − yd)|τ − (yh − yd))2

}
.

This ends the proof of Lemma 3.10. 2

Similarly, we have the following estimate for η2
y.

Lemma 3.11. There holds the following error estimate:

η2
y 6

{
‖y − yh‖2H1(Ω) + ‖u− uh‖2L2(Ω) + σ2

2

}
. (3.35)

Remark 3.1. Actually, σ1 and σ2 are higher terms. Due to the Poincare inequality, we have

σ2
1 =

∑

τ∈T h

∫

τ

h2
τ (ȳh|τ − yh + ȳd|τ − yd)2 6 C

∑

τ∈T h

h4
τ‖yh − yd‖21,τ

6 Ch4‖yh − yd‖21,Ω = O(h4).

On the other hand, since αuh = −Phph such that

∑

τ∈T h

∫

τ

h2
τ (ūh|τ − uh)2 = α−2

∑

τ∈T h

∫

τ

h2
τ (Phph|τ − Phph)2

6 C
∑

τ∈T h

h2
τ

[ ∫

τ

(Phph − ph)|2τ +
∫

τ

(p̄h|τ − ph)2 +
∫

τ

(Phph − ph)2
]

6 Ch2
[‖Phph − ph‖2L2(Ω) + h2‖ph‖2H1(Ω)

]
6 Ch2(h2 + h2

U )‖ph‖2H1(Ω),

we have

σ2
2 =

∑

τ∈T h

∫

τ

h2
τ (ūh|τ − uh + f̄ |τ − f)2

6 2
[ ∑

τ∈T h

∫

τ

h2
τ (ūh|τ − uh)2 +

∑

τ∈T h

∫

τ

h2
τ (f̄ |τ − f)2

]

6 Ch2
[
(h2 + h2

U )‖ph‖21,Ω + h2‖f‖21,Ω

]
= O(h4 + h4

U ).

Hence, we infer that σ1 and σ2 are the terms of the order O(h2 + h2
U ). From the a priori

estimate in [20], we known that ‖u − uh‖L2(Ω) + ‖y − yh‖L2(Ω) + ‖p − ph‖L2(Ω) = O(h + hU ).
Thus σ1 and σ2 are a small amount of higher order.

4. Numerical Experiments

In this section, we carry out some numerical experiments to demonstrate the error estimator
developed in Section 3. Basically we are able to show that the derived error estimators can
be effectively used in adaptive finite element approximation of the control problem in the
framework of multiple adaptive meshes. We note that computational savings mainly come from
two aspects: one is the adaptive meshes suitable for the singularities of the optimal control or
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states; the other is the possible DOFs reduction of the states for a given error of the optimal
control via using multiple meshes. In all the examples, we use different meshes for the control
and the states. And we use the piecewise constant elements to approximate the control, and
the piecewise linear elements for the state and co-state. In solving these examples, we use a
projection gradient algorithm, whose convergence has been proved in [20]. For the details of this
algorithm we refer to [20]. We combine this algorithm with the standard adaptivity procedures,
and only adjust the meshes after each iteration. We describe the algorithm briefly as follow:

Adaptive Process

1. Start with initial partition Th, Th
U and corresponding finite element space Uh, V h.

2. Solve the discretization problem with the projection gradient method on current
meshes.
Step 1. Seek an initial approximation u0

h ∈ Uh
ad, and y0

h, gh, rh ∈ V h such that

(∇y0
h,∇wh) = (u0

h, wh), (∇gh,∇wh) = (1, wh),

(∇rh,∇wh) = (Phgh, wh), ∀ wh ∈ V h; κh =
1

ρrh
.

Step 2. Seek p̃n
h ∈ V h such that

(∇p̃n
h,∇qh) = (yn

h − yd, qh), ∀ qh ∈ V h.

Step 3. Set u
n+ 1

2
h = un

h − ρ(αun
h + Php̃n

h). Seek y
n+ 1

2
h ∈ V h such that

(∇y
n+ 1

2
h ,∇wh) = (un+ 1

2
h , wh), ∀ wh ∈ V h.

Step 4. Set λn
h = κh min

{
ȳ

n+ 1
2

h − γ, 0
}

and un+1
h = u

n+ 1
2

h − λn
hPhgh.

Step 5. Seek yn+1
h ∈ V h such that

(∇yn+1
h ,∇wh) = (un+1

h , wh), ∀ wh ∈ V h.

Step 6. Stop if stopping criterion is satisfied. Otherwise set n = n + 1,

3. Calculate local error estimators ηu|τU , ηy|τ , ηy|l, ηp|τ and ηp|l on each element τU ∈ Th
U

and τ ∈ Th by (3.3), (3.5) and (3.7), then global error estimators ηu, ηy and ηp by
(3.3), (3.4) and (3.6).

4. Refinement: for mesh Th
U , let η̄U = 1

N ηu with N being the numbers of elements in
partition Th

U . An element τU is marked for refinement if ηu|τU > θU η̄U , where θU is a
suitable parameter. Perform refinement and then obtain new triangulations, Th

U , for
control. The treatment of mesh Th is similar with η̄V = (ηy + ηp)/M with M being
the numbers of elements in partition Th. An element τ is marked for refinement if

ηy|τ + ηp|τ +
∑

l∈∂τ\∂Ω

(ηy|l + ηp|l) > θV η̄V ,

where θV is a suitable parameter. Perform refinement and then obtain new triangula-
tions Th for the state and co-state.

5. Return to (2) on new meshes to update the solutions.
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We solve the following problem on Ω = (0, 1)2 to confirm the theoretical results.




min J (u, y) =
1
2

∫

Ω

(y − yd)2 +
1
2

∫

Ω

u2,

s.t. −∆y = u + f, in Ω, y = 0, on ∂Ω,

∫

Ω

y > 0.

(4.1)

We perform three groups of numerical experiments. In the first group of numerical experiments,
we investigate the advantage of multi-meshes. In the second and the third groups of numerical
experiments, we check the efficiency of our posteriori error indictor. In our examples, the iter-
ation parameter was set ρ = 0.8.

Example 4.1. The first example is to solve a control problem of type (4.1) with the exact
solutions as follows:

p = sin 2πx1 sin 2πx2 +
3
8

sin 2πx1 sin 4πx2;

u = −p, y = p,

yd = y −∆p− 0.4;

f = −∆y − u, λ = −0.4. (4.2)

We compute Example 4.1 on a uniform mesh and an adaptive mesh, respectively. The
numerical results are presented in Table 4.1, where the mesh information is displayed together
with L2 approximation errors for the control and states.

Table 4.1: Numerical results of Example 4.1

u, y, p on uniform mesh u, y, p on adaptive mesh

u y p u y p

Number of nodes 65536 65536 65536 65519 8639 8639

L2 error 6.14e-03 1.23e-04 1.31e-04 6.13e-03 1.04e-03 1.06e-03

In Figure 4.1, we present the adaptive mesh and the discretized solution of y.
In this example, the optimal control and states are quite smooth so there is no much dif-

ference from numbers of nodes of meshes in either cases for the control with an approximation
accuracy. However from Table 4.1, it can be clearly seen that using the multi-meshes the num-
bers of nodes for y and p can be reduced substantially to achieve this given control accuracy
(here we are mainly interested in computing the control).

Fig. 4.1. Example 4.1: the adaptive mesh and discretized solution of y.
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Since the main computational loads in solving the control problem come from repeatedly
solving the state and the co-state equations, substantial computing work is thus saved.

Example 4.2. In this experiment, we show the efficiency of our posteriori error indictor. The
example is to solve a control problem of type (4.1) with the exact solutions as follows:

u = −p, yd = y −∆p− 0.4;
λ = −0.4, f = −∆y − u;

p =





7× 1010 exp
(

1
s(x1, x2)

)
)

, s(x1, x2) < 0,

0, s(x1, x2) ≥ 0.

y =





8× 1010 exp
(

1
s(x1, x2)

)
)

, s(x1, x2) < 0,

0, s(x1, x2) ≥ 0.

where s(x1, x2) = (x1 − 0.2)2 + (x2 − 0.6)2 − 0.04.

In Figures 4.2 and 4.3, we display the adaptive meshes and the discretized solution of u and
y in Example 4.2.

Fig. 4.2. Example 4.2: the adaptive meshes for the control (left) and for the state (right).

Fig. 4.3. Example 4.2: the approximation solutions of u (left) and y (right).
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Likewise, we compute this problem on a uniform mesh and an adaptive mesh, respectively.
Numerical results are presented in Table 4.2, where the mesh information is displayed together
with L2 approximation errors for the control and states.

Table 4.2: Numerical results of Example 4.2

u, y, p on uniform mesh u, y, p on adaptive mesh

u y p u y p

Number of nodes 143360 143360 143360 15481 12247 12247

L2 error 1.45e-03 1.58e-04 9.45e-05 1.14e-03 1.50e-04 8.75e-05

In this case, the control and states have different singularities. It can be clearly seen that
on the multiple adaptive meshes one may use 10 times fewer degree of freedoms (DOFs) in the
control and states variables to produce a given L2 control error reduction.

Example 4.3. The final example is to solve a control problem of type (4.1) with the exact
solutions:

p = sin πx1 sin πx2, u = u0 − p,

u0 =
{

1, if x2
1 < x2;

0, else,
y = sin 2πx1 sin 2πx2, yd = y −∆p− 0.4,

λ = −0.4, f = −∆y − u. (4.3)

Again, we compute this problem on a uniform mesh and an adaptive mesh, respectively.
Numerical results are presented in Table 4.3, in which the mesh information is displayed together
with L2 approximation errors for the control and states.

Table 4.3: Numerical results of Example 4.3

u, y, p on uniform mesh u, y, p on adaptive mesh

u y p u y p

Number of nodes 65536 65536 65536 4246 2407 2407

L2 error 3.08e-02 9.82e-05 5.09e-05 2.94e-02 4.27e-03 1.85e-03

The numerical results show that the a posteriori error indicator works well. Adaptive meshes
can capture the singularities of the solutions so that the number of DOFs is reduced substantially
to one tenth of that used for the uniform mesh.

Fig. 4.4. Adaptive meshes

for the state (left) and for

the control (right) in Exam-

ple 4.3.
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Fig. 4.5. Discretized solutions of p, y and u in Example 4.3.

In Figures 4.4-4.5, we present the adaptive meshes and the discretized solutions of u and y.
It can be clearly seen from the right of Figure 4.4 that the locations of the jumps were

correctly reflected in the adaptive meshes. These jumps require a large number of the DOFs
to resolve and this would significantly increase the number of the DOFs for the computation
should a uniform mesh were used.
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