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Abstract

In this paper, we consider the finite element method and discontinuous Galerkin method

for the stochastic Helmholtz equation in R
d (d = 2, 3). Convergence analysis and error es-

timates are presented for the numerical solutions. The effects of the noises on the accuracy

of the approximations are illustrated. Numerical experiments are carried out to verify our

theoretical results.
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1. Introduction

Many physical and engineering phenomena are modeled by partial differential equations

which often contain some levels of uncertainty. The advantage of modeling using these so-called

stochastic partial differential equations (SPDEs) is that SPDEs are able to more fully capture

the behavior of interesting phenomena; it also means that the corresponding numerical analysis

of the model will require new tools to model the systems, produce the solutions, and analyze

the information stored within the solutions. In the last decade, many researchers have studied

different SPDEs and various numerical methods and approximation schemes for SPDEs have

also been developed, analyzed, and tested [1, 4, 7, 8, 9, 10, 12, 13, 22]. In [4, 12], the analysis

based on the traditional finite element method was successfully used on partial differential

equations with random coefficients, using the tensor product between the deterministic and

random variable spaces. Numerical methods for SPDEs with random forcing terms have also

been studied in [7, 9].

In this paper, we study the following stochastic Helmholtz equation driven by an additive

white noise forcing term:

{

∆u(x) + k2u(x) = −f(x) − σ(x)Ẇ (x), x ∈ Ω,

u(x) = g(x), x ∈ ∂Ω,
(1.1)

where Ω is a bounded convex domain in R
d (d = 2, 3) with smooth boundary, f is a given

deterministic function and Ẇ denotes the white noise. To simplify our presentation we assume

that the coefficient of the white noise is σ(x) ≡ 1. Also we assume throughout the paper that
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the wave-number k is positive and bounded away from zero, i.e., k ≥ k0 > 0. Following the

approach of [5], the existence and uniqueness of the weak solution for (1.1) can be established

by converting the problem into the Hammerstein integral equation using the Green’s function.

Numerical studies for Helmholtz equation have been developed for various algorithms as well

and we refer to [15, 17, 21] and references therein for details about the rich literature.

The goal of this work is to construct numerical solutions of (1.1) using finite element and

discontinuous Galerkin approximations and derive error estimates. As pointed out in [7], the

difficulty in the error analysis of finite element methods and numerical approximations for

an SPDE in general is the lack of regularity of its solution. To overcome such a difficulty, we

follow the approach of [1] and [7] by first discretizing the white noise and then applying standard

finite element methods and discontinuous Galerkin methods to the SPDE with discretized white

noise forcing terms. To the best of our knowledge, there has been no work in the literature

which studies the finite element method and discontinuous Galerkin method for the stochastic

Helmholtz equation in R
d (d = 2, 3). Here we emphasize that the discontinuous Galerkin

method ([19, 20]) is particularly important for two reasons.

1. For large wave-number, the standard finite element method is inadequate for solving the

Helmholtz equation, especially in the three-dimensional case, because of the pollution effect of

the numerical solution.

2. To solve the stochastic Helmholtz equation using, for example, the Monte Carlo method,

one needs many solves for the deterministic problem. This makes the construction of an efficient

deterministic solver such as the DG method absolutely essential.

The key to the error estimates is the Lipschitz type regularity properties of the Green

functions in the L2 norm. In the two-dimensional case, such an regularity result was obtained

in [7]. In the three-dimensional case, a similar result was obtained in [5]. In this paper we

derive a new estimate which is sharper than the one in [5] for the regularity of the Green

function. As a result we obtain error estimates for the finite element and discontinuous Galerkin

approximations in the 3-D case which are comparable to finite difference error estimates (see

[11]).

The paper is organized as follows. In Section 2, we study the approximation of (1.1) us-

ing discretized white noises. We shall establish the estimate of the approximate solutions in

H2-norm and their error estimates in the L2-norm. In Section 3, we study finite element ap-

proximations and discontinuous Galerkin approximations of the stochastic Helmholtz equation

with discretized white noise forcing terms, and obtain the L2 error estimates between the finite

element solutions and the exact solution of (1.1). In Section 4, we present numerical simulations

using the finite element method and discontinuous Galerkin method constructed in Section 3.

Finally in Section 5, we conclude the paper with a few concluding remarks.

2. The Approximation Problem

In this section, we first introduce an approximate problem of (1.1) by replacing the white

noise Ẇ with its piecewise constant approximation Ẇ s. Then we establish the regularity of the

solution of the approximate problem and its error estimates. For the simplicity of presentation,

we assume that Ω is a convex polygonal domain.

Let {Th} be a family of triangulations on Ω consisting of simplices. For K ∈ {Th}, let

hK = diamK and ρK = the radius of the largest ball inscribed in K. We say an element
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K ∈ Th is σ0-shape regular if

hK/ρK ≤ σ0

and Th is σ0-shape regular if all its elements are σ0-shape regular. Here σ0 is a positive constant.

Denote h = maxK∈Th
hK and h = minK∈Th

hK . We say Th is quasi-uniform if it is shape regular

and there exists a constant σ1 > 0 such that

h ≤ σ1h. (2.1)

Write

ξK =
1

√

|K|

∫

K

1dW (x)

for each triangle K ∈ Th, where |K| denotes the area of K. It is well-known that {ξK}K∈Th

is a family of independent identically distributed normal random variables with mean 0 and

variance 1 (see [18]). Then the piecewise constant approximation to Ẇ (x) is given by

Ẇ s(x) =
∑

K∈Th

|K|−
1
2 ξKχK(x), (2.2)

where χK is the characteristic function of K. It is easy to see that Ẇ s ∈ L2(Ω). However, we

have the following estimate which shows that the L2 norm ‖Ẇ s‖ of Ẇ s is unbounded as h → 0

(cf. [7]).

Lemma 2.1. There exist positive constants C1 and C2 independent of h such that

C1h
−2 ≤ E(‖Ẇ s‖2) ≤ C2h

−2. (2.3)

Replacing Ẇ by Ẇ s in (1.1), we have the following stochastic Helmholtz equation with

discretized white noise forcing term:

{

∆us(x) + k2us(x) = −f(x) − Ẇ s(x), x ∈ Ω,

us(x) = g(x), x ∈ ∂Ω.
(2.4)

Its variational form is: Find us ∈ H1
g (Ω) := {u ∈ H1(Ω) : u = g on ∂Ω} such that

a(us, v) = (F s, v), v ∈ H1
0 (Ω), (2.5)

where F s = f + Ẇ s, (·, ·) denotes the inner product on L2(Ω), and

a(u, v) = (∇u,∇v) − k2(u, v). (2.6)

We equip the space H1(Ω) with the norm

‖|u|‖ := (|u|21,Ω + k2‖u‖2
0,Ω)1/2,

which is obviously equivalent to the H1-norm. In the rest of this section we shall show that

(2.4) has a unique solution us and then establish an estimate for the error u − us.

Lemma 2.2. Let Ω be a bounded convex domain with smooth boundary. If k2 is not an interior

eigenvalue, then there is a unique solution us ∈ H2(Ω) of (2.4) which satisfies

E(‖us‖2
2) ≤ C2h

−2, (2.7)

where C2 is a positive constant independent of h.
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Proof. By the standard technique, we know that there is a unique solution us of (2.4) which

satisfies

‖|us|‖ ≤ C1Cfg, |us|2 ≤ C1

(

Cfgk + ‖g‖H1/2(∂Ω)

)

,

with

Cfg := ‖F s‖L2(Ω) + ‖g‖L2(∂Ω),

for any F s ∈ L2(Ω), g ∈ H
1
2 (Ω), where C1 > 0 depends only on Ω. Notice that us is the weak

solution of the boundary value problem

{

−∆us(x) = Rh, x ∈ Ω,

us(x) = g(x), x ∈ ∂Ω,
(2.8)

where Rh = f + Ẇ s + k2us. Therefore, by the results of the solution regularity of (2.8), we

have that us ∈ H2(Ω) and

‖us‖2
2 ≤ C‖Rh‖

2.

The estimate (2.7) then follows from the above inequality and (2.3).

Next we estimate the error between the weak solution u of (1.1) and its approximation us.

Recall that u and us are the unique solutions of the following Hammerstein integral equations,

respectively (cf. [3]):

u = Kf + KẆ +

∫

Ω

∂G(x, y)

∂ν
g(y)ds(y), (2.9)

us = Kf + KẆ s +

∫

Ω

∂G(x, y)

∂ν
g(y)ds(y), (2.10)

where

Kϕ(x) =

∫

Ω

G(x, y)ϕ(y)dy

is the convolution operator and G is the Green function of the Helmholtz equation. It is well

known that

G(x, y) =















G2(x, y) =
1

2π
log

1

|x − y|
+ V2(x, y), d = 2,

G3(x, y) =
eik|x−y|

4π|x − y|
+ V3(x, y), d = 3,

(2.11)

where Vi = V (x, y), i = 2, 3 are Lipschitz continuous functions of x and y (cf. [6]).

The following lemma regarding the regularity of the Green function G defined in (2.11) will

play an important role in our error estimate between u and us.

Lemma 2.3. (a) For d = 2, there exists a positive number C independent of α ∈ (0, 1) such

that
∫

Ω

|G2(x, y) − G2(x, z)|2dx ≤ Cα−1|y − z|2−α, ∀ y, z ∈ Ω. (2.12)

(b) For d = 3, there exists a positive number C independent of γ = min{3− β, β} such that

∫

Ω

|G3(x, y) − G3(x, z)|βdx ≤ C|y − z|γ, ∀ y, z ∈ Ω, β ∈ (1, 3). (2.13)
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Proof. We only prove that (2.13) holds. The proof of (2.12) is similar to that of Lemma 2 in

[7]. To prove (2.13) it suffices to prove that it holds for the singular part of G3. Let ξ = (y+z)/2,

r = |y − z|, Bρ(x) denote the ball with center at x and radius as ρ. Obviously, we have

∫

Ω

∣

∣

∣

∣

1

|x − y|
−

1

|x − z|

∣

∣

∣

∣

β

dx = I + II + III + IV

:=

∫

B r
4
(y)

+

∫

B r
4
(z)

+

∫

B5r(ξ)\B r
4
(y)∪B r

4
(z)

+

∫

Ω\B5r(ξ)

∣

∣

∣

∣

1

|x − y|
−

1

|x − z|

∣

∣

∣

∣

β

dx.

Notice that for x ∈ B r
4
, |x − z| > r

2 . Thus,

I :=

∫

B r
4
(y)

∣

∣

∣

∣

1

|x − y|
−

1

|x − z|

∣

∣

∣

∣

β

dx =

∫

B r
4
(y)

||x − z| − |x − y||β

|x − y|β |x − z|β
dx

≤ 2β

∫

B r
4
(y)

|y − z|β

|x − y|βrβ
dx = 2β

∫

B r
4
(y)

dx

|x − y|β

≤ C

∫ r
4

0

s2

sβ
ds ≤ Cr3−β .

Similarly, we have II ≤ Cr3−β . For III, a simple calculation gives

III :=

∫

B5r(ξ)\B r
4
(y)∪B r

4
(z)

∣

∣

∣

∣

1

|x − y|
−

1

|x − z|

∣

∣

∣

∣

β

dx

≤
C

rβ

∫

B5r(ξ)\B r
4
(y)∪B r

4
(z)

1dx ≤ Cr3−β .

To estimate IV we notice that
∣

∣

∣

∣

|x − ξ|

|x − y|
− 1

∣

∣

∣

∣

≤
|ξ − y|

|x − y|
≤

r/2

5r − (r/2)
=

1

9
.

Consequently,

8

9
|x − y| ≤ |x − ξ| ≤

10

9
|x − y|,

8

9
|x − z| ≤ |x − ξ| ≤

10

9
|x − z|.

Therefore,

IV :=

∫

Ω\B5r(ξ)

|
1

|x − y|
−

1

|x − z|
|βdx ≤

∫

Ω\B5r(ξ)

rβ

|x − y|β|x − z|β
dx

≤ Crβ

∫

Ω\B5r(ξ)

1

|x − ξ|2β
dx ≤ Crβ

∫ R

5r

s2

s2β
ds ≤ Crβ(r3−2β + R3−2β)

≤ C(rβ + r3−β),

where R is a constant such that Ω ⊂ BR(0). Combining all the above inequalities, we obtain

the desired estimate (2.13) by setting γ = min{3 − β, β}. �
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Remark 2.1. Setting α =
∣

∣ log |y − z|
∣

∣

−1
and β = 2 in (2.12) and (2.13) respectively, we obtain

∫

Ω

|G2(x, y) − G2(x, z)|2dx ≤ C|y − z|2| log |y − z||, ∀ y, z ∈ Ω, (2.14)

∫

Ω

|G3(x, y) − G3(x, z)|2dx ≤ C|y − z|, ∀ y, z ∈ Ω. (2.15)

Now we are in a position to establish an error estimate between u and us.

Theorem 2.1. Let u and us be the solution of (1.1) and (2.4) respectively. We have

E(‖u − us‖2) =

{

Ch2| log h|, d = 2,

Ch, d = 3,
(2.16)

where C is a positive constant independent of u and h.

Proof. Subtracting (2.9) from (2.10), we obtain

u − us = KẆ − KẆ s. (2.17)

Using Ito’s isometry gives

E(‖KẆ − KẆ s‖2) = E

(∫

Ω

[ ∫

Ω

G(x, y)dW (y) −

∫

Ω

G(x, y)dW s(y)

]2

dx

)

= E

(∫

Ω

[

∑

K∈Th

∫

K

G(x, y)dW (y) − |K|−1
∑

K∈Th

∫

K

G(x, z)dz

∫

K

1dW (y)

]2

dx

)

= E

(∫

Ω

[

∑

K∈Th

∫

K

∫

K

|K|−1(G(x, y) − G(x, z))dzdW (y)

]2

dx

)

=

∫

Ω

(

∑

K∈Th

∫

K

[

|K|−1

∫

K

(G(x, y) − G(x, z))dz

]2

dy

)

dx.

It follows from the Hölder inequality that

E(‖KẆ − KẆ s‖2) ≤

∫

Ω

(

∑

K∈Th

|K|−1

∫

K

∫

K

(G(x, y) − G(x, z))2dzdy

)

dx

=
∑

K∈Th

|K|−1

∫

K

∫

K

∫

Ω

(G(x, y) − G(x, z))2dxdzdy. (2.18)

Then the desired result (2.16) follows from (2.17), (2.18) and Remark 2.1. �

3. Finite Element and Discontinuous Galerkin Method

In this section, we consider the finite element and discontinuous Galerkin approximations

of variational problem (2.5) for low wave-numbers as well as high wave-numbers and establish

their error estimates.
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3.1. Finite element methods

Let Vh be a family of linear finite element subspaces of H1
g (Ω) with respect to the trian-

gulation {Th} specified in Section 2. Then the finite element approximation to (2.4) is: Find

us
h ∈ Vh such that

(∇us
h,∇v) − k2(us

h, v) = (f + Ẇ s, v), ∀ v ∈ H1
0 (Ω). (3.1)

We assume the approximation property for piecewise linear finite elements ([14]): There exists

a constant C depending only on Ω and the minimal angles in the triangulation such that, for

all us ∈ H2(Ω), there holds

inf
χ∈Vh

(‖us − χ‖ + h|us − χ|1) ≤ C(Ω)h2
(

|us|2 + (1 + k)|‖us‖|
)

. (3.2)

The approximate variational problem (3.1) has a unique solution (by the G̊arding inequality)

and we have the following lemma on the error estimate for u − us
h.

Theorem 3.1. Let Ω be a bounded convex domain with smooth boundary, u and us
h be the

solution of (1.1) and (3.1) respectively. If the mesh satisfies hk2 . 1 and k2 is not an eigenvalue

of −∆, then we have

E(‖u − us
h‖

2) =

{

Ch2| log h| + Ch2k2, d = 2,

Ch + Ch2k2, d = 3,
(3.3)

where C is a positive constant independent of u and h.

Proof. By a standard argument, under the assumption (1 + k2)h < C, the inf-sup condition

inf
u∈Vh\{0}

sup
v∈Vh\{0}

ℜe a(u, v)

|‖u‖| |‖v‖|
≥

C

1 + k

holds. Also, the finite element solution us
h satisfies

|‖us − us
h‖| ≤ C inf

χ∈Vh

|‖us − χ‖| ≤ Chk(‖F s‖L2(Ω) + ‖g‖H1/2(∂Ω)),

where C only depends on k0. Using the Aubin-Nitsche technique, we can get the following L2-

estimate:

‖us − us
h‖L2(Ω) ≤ Chk|‖us − us

h‖| ≤ Ch2k2,

This, together with Theorem 2.1, implies the conclusion of the theorem. �

3.2. Discontinuous Galerkin method

The standard finite element method provides a quasi-optimal numerical approximation for

elliptic boundary value problems in the sense that the accuracy of the numerical solution differs

only by a constant multiple from the best approximation of the finite element space. While this

property guarantees good performances of computations at any mesh resolution for the Laplace

operator, it can not be preserved for the Helmholtz equation. The reason is that the second term

in (3.3) increases with the wave-number k. This phenomenon is well-known as the pollution

effect. It is due to numerical dispersion errors. FEM is able to cope with large wave-numbers

only if the mesh resolution is also increased suitably (under the constraint hk2 . 1). In order
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to avoid the pollution effect, numerous discretization techniques have been developed. They in-

clude the weak element method for the Helmholtz equation, the Galerkin/least-squares method,

the quasi-stabilized finite element method, the partition of unity method, the residual-free bub-

bles for the Helmholtz equation, the ultra-weak variational method, the least squares method.

Recently a discontinuous Galerkin method has been introduced in numerical simulations by

Alvarez et al. (cf. [2]).

Here we shall analyze discontinuous Galerkin (DG) discretizations of the stochastic Helmholtz

equation and give an error estimate. Let Vh and Th be specified in Section 3.1. We denote by EI

the union of all interior faces of Th, by EB the union of all boundary faces, and set E = EI ∪EB.

Consider an interior face e shared by two elements K+ and K−. Denoting by v± and r± the

traces on K± of functions v and r that are smooth in K±, we define the averages and jumps

of v and r across e by

v = (v+ + v−)/2, [v] = v+nK+ + v−nK− , r = (r+ + r−)/2, [r] = r+nK+ + r−nK− .

For v belonging to V (h) := Vh + H1(Ω), we define L(v) ∈ (Vh)3 by

∫

Ω

L(v) · rdx =

∫

EI

(r − b[r]) · [v]ds +

∫

EB

vr · nds, ∀ r ∈ (Vh)3

with parameters b to be properly chosen. Then the DG approximation to (2.4) is: Find us
h ∈ Vh

such that

Bh(us
h, χ) − k2(us

h, χ) = (f + Ẇ s, χ), ∀ χ ∈ H1
0 (Ω), (3.4)

where

Bh(u, χ) =

∫

Ω

(∇u − L(u)) · (∇χ − L(χ))dx.

We follow [16] to define the DG norm and the weighted DG norm as

‖v‖2
DG = ‖∇hv‖2

0,Ω + ‖h−1/2[[v]]N‖2
0,Eh

, |‖v‖|2DG = ‖v‖2
DG + k2‖v‖2

0,Ω.

If us is the solution to (2.4), the residual of the DG formulation is defined by

Rh(u, χ) = (f, χ) − Bh(u, χ) + k2(u, χ), ∀χ ∈ Vh.

We state our main result of this section as follows:

Theorem 3.2. Let u and us
h be the solution of (1.1) and (3.4), respectively. If the mesh satisfies

hk2(1 + hk) & 1 and h sufficiently small, then

E(‖u − us
h‖

2) =

{

Ch2| log h| + Ch2k2, d = 2,

Ch + Ch2k2, d = 3,
(3.5)

where C > 0 is a constant independent of h and k.

Proof. Let us and us
h be the solution to (2.4) and (3.4) respectively. We have

|‖us − us
h‖|DG

≤C

(

inf
χ∈Vh

|‖us − χ‖|DG + k2 sup
06=χ∈Vh

(us − us
h, χ)

‖χ‖0,Ω
+ sup

06=χ∈Vh

Rh(us, χ)

‖χ‖DG

)

, (3.6)



710 Y.Z. CAO, R. ZHANG AND K. ZHANG

with C > 0 independent of h and k. Next, we consider the error estimates of the three terms

on the right-hand side of (3.6) separately. The first term is just the best approximation error.

By the standard Aubin-Nitsche technique, we can get following estimate for the second term,

(us − us
h, χ) ≤ Ch



(1 + kh)|‖us − us
h|‖DG +

(

∑

K∈Th

h2
K‖us‖2

2,K

)1/2


 ‖χ‖0,Ω. (3.7)

For the third term, by the DG method for the residual term [16], we have

Rh(us, χ) ≤ C

(

∑

K∈Th

h2
K‖us‖2

2,K

)1/2

‖h−1/2[[χ]]N‖2
0,Eh

∀ χ ∈ Vh. (3.8)

Insert the estimate (3.7) into (3.6) and subtract Ch‖us−us
h‖DG from both sides of (3.6). Using

the best approximation error and (3.8), we obtain

|‖us − us
h‖|DG ≤ C

(

∑

K∈Th

h2
K‖us‖2

2,K

)1/2

,

provided that hk2(1 + hk) & 1. The above inequality and Theorem 2.1 lead to (3.5). �

4. Numerical Results for Some Model Equations

In this section, we present numerical examples to demonstrate our theoretical results in

the previous section. We will consider both the finite element method and the discontinuous

Galerkin method.

The Gaussian random process Ẇ s shall be simulated using the random number generator.

Theoretically, the number of samples M should be chosen so that the error generated by the

Monte Carlo method is in the same magnitude of the errors generated by the finite element

approximation and the discontinuous Galerkin method. Although for the linear problem, E(us
h)

is the finite element or discontinuous Galerkin approximation of the deterministic solution, we

shall evaluate E(us
h) by using the Monte Carlo method to examine

e1(h) = ‖E(u) − E(us
h)‖,

to ensure that we have used enough samples. We also employ the following type of errors

e2(h) = |E(‖u‖2) − E(‖us
h‖

2)|

to check the error estimates for the finite element method and the discontinuous Galerkin

method, respectively. Notice that it is impossible to evaluate E(‖u−us
h‖) since it is impossible

obtain an explicit expression for u.

Example 1. We test the performance of the finite element method and the discontinuous

Galerkin method by solving the following problem on domain Ω = [0, 1]2.

{

∆u(x, y) + k2u(x, y) = (k2 − 2π2) sin πx sinπy + Ẇ (x, y), (x, y) ∈ Ω,

u(x, y) = 0, (x, y) ∈ ∂Ω.
(4.1)
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Table 4.1: FEM for (4.1) with k = 1 on unit square: Test 1.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 6.57e-2 0.18531 6.60e-2

1/8 2.01e-2 1.71 0.23882 1.24e-2 2.41

1/16 5.79e-3 1.80 0.24883 2.40e-3 2.37

1/32 1.57e-3 1.88 0.25061 6.19e-3 1.95

1/64 4.09e-4 1.94 0.25143 2.01e-4 1.62

Table 4.2: FEM for (4.1) with k = 1 on unit square: Test 2.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 7.90e-2 0.18042 7.08e-2

1/8 2.31e-2 1.77 0.23692 1.43e-2 2.31

1/16 6.62e-3 1.80 0.24919 2.04e-3 2.81

1/32 1.82e-3 1.86 0.25077 4.59e-3 2.15

1/64 4.81e-4 1.92 0.25109 1.39e-4 1.72

Table 4.3: DG for (4.1) with k = 10 on unit square: Test 3.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 7.34e-2 0.18931 6.20e-2

1/8 2.08e-2 1.82 0.23811 1.31e-2 2.23

1/16 5.79e-3 1.84 0.24886 2.37e-3 2.46

1/32 1.57e-3 1.88 0.25064 5.89e-3 2.01

1/64 4.15e-4 1.92 0.25139 1.61e-4 1.87

Table 4.4: DG for (4.1) with k = 10 on unit square: Test 4.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 8.35e-2 0.18742 6.38e-2

1/8 2.41e-2 1.79 0.23741 1.38e-2 2.21

1/16 6.62e-3 1.86 0.24770 3.53e-3 1.97

1/32 1.77e-3 1.90 0.25037 8.59e-3 2.03

1/64 4.61e-4 1.94 0.25095 2.79e-4 1.62

In the absence of the white noise, the exact solution of the above problem is ū = ū(x, y) =

sin πx sin πy. Obviously

E(u) = ū, ‖E(u)‖2 =
1

4
.

Recall that (cf. [6])

G(x, y; ξ, η) =
4

π2

∞
∑

p=1

∞
∑

q=1

1

(p + q)2
sin pπx sin pπξ sin qπy sin qπη.

It is easy to see from Ito’s isometry that

E(‖u‖2) = ‖E(u)‖2 +

∫

Ω

∫

Ω

G(x, y; ξ, η)2dxdydξdη.
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Fig. 4.1. Example 1: Convergence results of FE method for (4.1) when k = 1 on unit square.
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Fig. 4.2. Example 1: Convergence results of DG method for (4.1) when k = 10 on unit square.

A simple calculation gives

E(‖u‖2) = 0.25 +
16

π4

∞
∑

p=1

∞
∑

q=1

1

(p + q)4
(
1

2
)4

= 0.25 +
1

π4

∞
∑

n=2

∑

p+q=n

1

n4

= 0.25 +
1

π4

∞
∑

n=2

n − 1

n4
≈ 0.251229.

The computational results of the finite element approximations for (4.1) with k = 1 on the

unit square are displayed in Tables 4.1 and 4.2. Fig. 4.1 shows the corresponding convergence

rates. The computational results of the discontinuous Galerkin method for (4.1) with k = 10

on the unit square are displayed in Tables 4.3 and 4.4 and Fig. 4.2 show the corresponding
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Table 4.5: FEM for (4.2) with k = 1 on unit cube: Test 5.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 6.57e-2 0.07531 5.07e-2

1/8 1.81e-2 1.86 0.10982 1.62e-2 1.64

1/16 4.78e-3 1.92 0.11983 6.21e-3 1.38

1/32 1.24e-3 1.94 0.12341 2.63e-3 1.24

Table 4.6: DG method for (4.2) with k = 10 on unit cube: Test 6.

h e1 rate E(‖us

h‖
2) e2 rate

1/4 7.14e-2 0.08141 4.46e-2

1/8 1.91e-2 1.90 0.10881 1.72e-2 1.37

1/16 4.98e-3 1.92 0.11855 7.49e-3 1.20

1/32 1.29e-3 1.95 0.12895 2.91e-3 1.36

convergence rates. The the second and third columns of the tables show that the rate of

convergence for E(us
h) is of order 2 as expected, which implies that our sample sizes are good

enough to ensure the accuracy of the Monte Carlo method. We point out that the numerical

results of using the finite element method for k = 10 are not feasible.

Example 2. In this example, we also test the performance of the finite element method and

the discontinuous Galerkin method for solving the following problem on unit cube Ω = [0, 1]3,

{

∆u(x, y, z) + k2u(x, y, z) = (k2 − 3π2) sin πx sin πy sin πz + Ẇ (x, y, z), (x, y, z) ∈ Ω,

u(x, y, z) = 0, (x, y, z) ∈ ∂Ω.
(4.2)

The exact solution of the above problem is u(x, y, z) = sin πx sin πy sin πz in the absence of the

white noise. We have that E(u) = u, ‖E(u)‖2 = 1
8 . Recall that (cf. [6])

G(x, y, z; ξ, η, ζ) =
8

π2

∞
∑

k=1

∞
∑

p=1

∞
∑

q=1

1

(k + p + q)2
sin kπx sin kπξ sin pπy sin pπη sin qπz sin qπζ.

It is easy to see from Ito’s isometry that

E(‖u‖2) = ‖E(u)‖2 +

∫

Ω

∫

Ω

G(x, y, z; ξ, η, ζ)2dxdydzdξdηdζ.

By a simple calculation, we obtain

E(‖u‖2) = 0.125 +
64

π4

∞
∑

k=1

∞
∑

p=1

∞
∑

q=1

1

(k + p + q)4
(
1

2
)6

= 0.125 +
1

π4

∞
∑

n=3

∑

k+p+q=n

1

n4

= 0.125 +
1

π4

∞
∑

n=3

(n − 1)(n − 2)

2n4
≈ 0.1260438.

The computational results of the finite element and the discontinuous Galerkin method for

(4.2) with k = 1 and k = 10 on the unit cubic are displayed in Tables 4.5 and 4.6, respectively.
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5. Conclusion

We have constructed numerical solutions for the stochastic Helmholtz equation driven by

white noise forcing terms using the finite element method and the discontinuous Galerkin

method in R
d (d = 2, 3). We obtained error estimates under the assumptions that the do-

main is bounded and convex with smooth boundary, not just a rectangle, which is the main

advantage of the finite element and discontinuous Galerkin method over other methods such

as finite difference methods and spectral finite element methods. Results of the numerical

experiments are provided to validate our theoretical analysis.
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