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Abstract

The oldest and simplest difference scheme is the explicit Euler method. Usually,
it is not symplectic for general Hamiltonian systems. It is interesting to ask: Under
what conditions of Hamiltonians, the explicit Euler method becomes symplectic?
In this paper, we give the class of Hamiltonians for which systems the explicit
Euler method is symplectic. In fact, in these cases, the explicit Euler method
is really the phase flow of the systems, therefore symplectic. Most of important
Hamiltonian systems can be decomposed as the summation of these simple systems.
Then composition of the Euler method acting on these systems yields a symplectic
method, also explicit. These systems are called symplectically separable. Classical
separable Hamiltonian systems are symplectically separable. Especially, we prove
that any polynomial Hamiltonian is symplectically separable.

Key words: Hamiltonian systems, symplectic difference schemes, explicit Euler
method, nilpotent, symplectically separable

1. Introduction

A Hamiltonian system of differential equations on R2n is given by

ṗ = −Hq(p, q), q̇ = Hp(p, q), (1)

where p = (p1, · · · , pn), q = (q1, · · · , qn) ∈ Rn are the generalized coordinates and
momenta respectively and H(p, q) is the energy of the system. The system (1) can be
rewritten as the compact form

ż = JHz(z), J =

[

0 −In
In 0

]

, (2)

where z = (z1, · · · , zn, zn+1, · · · , z2n) = (p, q) ∈ R2n, H(z) = H(p, q). The phase
flow, denoted by etH , of the Hamiltonian system is symplectic, i.e., it preserves the
differential 2-form on R2n etH

∗
ω = ω, where ω = dp1 ∧ dq1 + · · · + dpn ∧ dqn, or

(etH)Tz (z)J(etH )z(z) = J , ∀z ∈ R2n.
For the Hamiltonian system (2), a single step numerical method can be characterized

by a map gτH , τ is the time step size, zn+1 = gτHz
n, or ẑ = gτHz. If gτH is symplectic,

i.e., (gτH)Tz (z)J(gτH )z(z) = J , ∀z ∈ R2n, then, the method gτH is called symplectic.
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The oldest and simplest difference scheme for Hamiltonian system (2) is the explicit
Euler method

ẑ = EτHz := z + τJHz(z), EτH = 1 + τJHz. (3)

Usually, it is not symplectic for general Hamiltonian systems. But, it is symplectic for
a kind of specific Hamiltonian systems, i.e., systems with nilpotent of degree 2 (see
Section 2). In fact, it is the exact phase flow for these systems, therefore is symplec-
tic. Many important Hamiltonian systems can be decomposed as the summation of
Hamiltonian systems with nilpotent of degree 2, which are called symplectically sep-
arable. Then explicit symplectic schemes can be derived by composition of explicit
Euler methods acting on these systems (exact phase flows). This kind of Hamiltonians
is not too rare but can cover most important cases. Usual Hamiltonian systems in
classical mechanics are symplectically separable. Especially, classical separable Hamil-
tonian systems are symplectically separable. At last, we proved that any polynomial
Hamiltonian is symplectically separable.

This paper is devoted to the construction of explicit symplectic algorithms for sym-
plectically separable Hamiltonian systems. In section 2, we give the definition of sym-
plectically separable Hamiltonian systems. We list possible symplectically separable
Hamiltonian systems in section 3 and give the construction of explicit symplectic al-
gorithms for these systems in section 4. In section 5 we prove that all polynomials in
R2n are symplectically separable, therefore there exist explicit symplectic algorithms
for these systems in principle. More detail materials about Hamiltonian systems, sym-
plectic geometry and symplectic algorithms can be referred to [1–23].

2. Systems with Nilpotent of Degree 2

Definition 1. A Hamiltonian H is nilpotent of degree 2 if H satisfies

JHzz(z)JHz(z) = 0, ∀z ∈ R2n. (4)

Evidently, H(p, q) = φ(p) or H(p, q) = ψ(q), which presents inertial flow and stand-
ing flow, are nilpotent of degree 2 since for H(p, q) = φ(p),

Hzz(z)JHz(z) =

[

φpp 0
0 0

] [

0 −I
I 0

] [

φp
0

]

=

[

φpp 0
0 0

] [

0
φp

]

= 0

and for H(p, q) = ψ(q),

Hzz(z)JHz(z) =

[

0 0
0 ψqq

] [

0 −I
I 0

] [

0
ψq

]

=

[

0 0
0 ψqq

] [−ψq
0

]

= 0.

Theorem 1. If H is nilpotent of degree 2 then the explicit Euler method EτH is the

exact phase flow of the Hamiltonian, therefore symplectic.

Proof. Let z = z(0). From the condition (4) it follows that

z̈(t) =
d

dt
JHz(z(t)) = (JHz(z(t)))z ż(t) = JHzz(z(t))JHz(z(t)) = 0.
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Therefore,
ż(t) = ż(0) = JHz(z(0)).

Hence
z(t) = z(0) + tJHz(z(0)) = z + tJHz(z) = EtH(z).

It is just the explicit Euler method EtH . This shows that for such a system, explicit
Euler method EτH is the exact phase flow, therefore symplectic.

Theorem 2. Let φ : Rn → R be a scalar function on n variables u, φ(u) =
φ(u1, · · · , un). Let Cn×2n = (A,B) be a linear transformation from R2n to Rn. Then

the Hamiltonian H(z) = φ(Cz) satisfies

JHzz(z)JHz(z) = 0, ∀φ, z (5)

if and only if

CJCT = 0. (6)

Proof. Since

JHzz(z)JHz(z) = JCTφuu(Cz)CJC
Tφu(Cz), (7)

the sufficient condition is trivial.
We now prove the necessity. If

JHzz(z)JHz(z) = 0, ∀φ, z

then from (7) it follows that

JCTφuu(Cz)CJC
Tφu(Cz) = 0, ∀φ, z.

Especially, take φ(u) = 1
2u

Tu. Then

JCTCJCTCz = 0, ∀z.

i.e.,
JCTCJCTC = 0.

Left multiplying C and right multiplying JCT this equation, we get

(CJCT )3 = 0.

The anti-symmetry of CJCT implies CJCT = 0.
Lemma 1. Let C = (A,B). Then CJCT = 0 if and only if ABT = BAT .

Theorem 3. For any Hamiltonian

H(z) = H(p, q) = φ(Cz) = φ(Ap +Bq), ABT = BAT ,

where φ(u) is any n variable function, the explicit Euler method

ẑ = EτHz = Eτφz = z + τJHz(z) = z + τJCTφu(Cz)

is the exact phase flow, i.e.,

eτφ = Eτφ = 1 + τJHz = 1 + τJCTφu ◦ C.

Hence, Eτφ is symplectic.
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3. Symplectically Separable Hamiltonian Systems

Definition 2. Hamiltonian H(z) is symplectically separable if

H(z) =
m

∑

i=1

Hi(z), Hi(z) = φi(Ciz) = φ(Aip+Biq), (8)

where φi are the functions on n variables and Ci = (Ai, Bi) with the condition ABT =
BAT , i = 1, . . . ,m.

Proposition 1. Linear combination of symplectic separable Hamiltonians is sym-

plectically separable.

For symplectically separable Hamiltonian (8), the explicit composition scheme

gτH = Eτm ◦Eτm−1 ◦ . . . ◦ Eτ2 ◦ Eτ1 := EτHm

◦ EτHm−1
◦ . . . ◦ EτH2

◦ EτH1
(9)

is symplectic and of order 1. As a matter of fact

EτH2
◦EτH1

= (1 + τJH2,z) ◦ (1 + τJH1,z) = 1 + τJH2,z + τJH1,z +O(τ2)

= 1 + τJ(H2,z +H1,z) +O(τ2)

· · ·

gτH = Eτm ◦ Eτm−1 ◦ . . . ◦ Eτ2 ◦ Eτ1 = (1 + τJHm,z) ◦
(

1 + τJ
m−1
∑

i=1

Hi,z +O(τ2)
)

= 1 + τJ
m

∑

i=1

Hi,z +O(τ2) = 1 + τJHz +O(τ2).

The symplecticity of gτH follows from the fact that symplectic maps on R2n forms a
group under composition.

Similarly,
ǧτH = Eτ1 ◦ Eτ2 ◦ . . . ◦ Eτm−1 ◦ Eτm

is symplectic and of order 1. Composite schemes of arbitrary ordering

Eτim ◦ Eτim−1
◦ . . . ◦ Eτi2 ◦E

τ
i1

and
Eτi1 ◦ E

τ
i2 ◦ . . . ◦ E

τ
im−1

◦ Eτim ,
where i1, i2, · · ·, im is a permutation of 1, 2, . . . ,m, are also symplectic and of order 1.

4. Construction of Explicit Symplectic Methods with High Order

Let gt be a one-parameter family of diffeomorphisms, g0 = 1. Define its reversion
as

ǧt = (g−t)−1.

gt is revertible (or self-adjoint, or symmetric) if gt = ǧt, i.e., gt ◦ g−t = identity.
Evidently, the phase flow of Hamiltonian systems is revertible.
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The step transition operator gτ of a difference scheme is said to be of order r if it
is an r-th approximation to the phase flow et, i.e.,

gτ = eτ +O(τ r+1).

If gτ is revertible, then gτ is of even order of accuracy.
Let gτ be revertible and of order 2r, then its revertible composition

gατ ◦ gβτ ◦ gατ

is of order 2(r + 1) if
2α+ β = 1, β2r+1 + 2α2r+1 = 0, (10)

i.e.,

α =
1

2 − 21/(2r+1)
> 0, β = 1 − 2α < 0.

The proof can refer to Yoshida[23] and Qin/Zhu[19]. Here we give a more direct proof.
Since gτ is of order 2r, then it has the expansion

gτ = eτ +O(τ2r+1) = eτ + τ2r+1g2r+1 +O(τ2r+2).

Therefore,

gατ ◦ gβτ =(eατ + α2r+1τ2r+1g2r+1 +O(τ2r+2)) ◦ (eβτ + β2r+1τ2r+1g2r+1 +O(τ2r+2))

=eατ ◦ (eβτ + β2r+1τ2r+1g2r+1 +O(τ2r+2))

+ α2r+1τ2r+1g2r+1 ◦ (eβτ + β2r+1τ2r+1g2r+1 +O(τ2r+2)) +O(τ2r+2)

=eατeβτ + β2r+1τ2r+1g2r+1 + α2r+1τ2r+1g2r+1 +O(τ2r+2)

=e(α+β)τ + (β2r+1 + α2r+1)τ2r+1g2r+1 +O(τ2r+2)

Similarly,

gατ ◦ gβτ ◦ gατ = e(2α+β)τ + (β2r+1 + 2α2r+1)τ2r+1g2r+1 +O(τ2r+2).

Therefore, gατ ◦ gβτ ◦ gατ is of order 2r + 1 if and only if

2α+ β = 1, β2r+1 + 2α2r+1 = 0.

The revertibility of gατ ◦ gβτ ◦ gατ implies that it is of order 2(r + 1).
Since the phase flow of a Hamiltonian system is revertible, the Euler method EτH

for Hamiltonians with nilpotent of degree 2 is also revertible. Hence,

ǧτH = Eτ1 ◦ Eτ2 ◦ . . . ◦ Eτm−1 ◦ Eτm

is the reversion of
gτH = Eτm ◦Eτm−1 ◦ . . . ◦ Eτ2 ◦Eτ1 .

The composition

gτ2 = ǧ
τ/2
H ◦ gτ/2H = E

τ/2
H1

◦ Eτ/2H2
◦ . . . ◦ Eτ/2Hm−1

◦ EτHm

◦ Eτ/2Hm−1
◦ . . . ◦ Eτ/2H2

◦ Eτ/2H1
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is revertible and of order 2. The composition

gτ4 = gατ2 ◦ gβτ2 ◦ gατ2

gives a revertible explicit symplectic scheme of order 4 when

2α+ β = 1, 2α3 + β3 = 0,

i.e.,

α =
1

2 − 21/3
> 0, β = 1 − 2α < 0, (11)

which was derived by Qin/Wang/Zhang[18] and Yoshida[23] etc. by different ways.
Similarly, we can get high order symplectic schemes by this procedure.

Example 1. Since φ(p) and ψ(q) are nilpotent of degree 2, the classical separable
Hamiltonian H(p, q) = φ(p) + ψ(q) is also symplectically separable. The composition
of Eτφ and Eτψ gives explicit symplectic schemes of order 1

Eτψ ◦ Eτφ : p̂ = p− τψq(q̂), q̂ = q + τφp(p),

Eτφ ◦Eτψ : p̂ = p− τψq(q), q̂ = q + τφp(p̂).

The revertible schemes

gτ := (E
τ/2
ψ ◦ Eτ/2φ )∨ ◦ (E

τ/2
ψ ◦ Eτ/2φ ) = E

τ/2
φ ◦Eτψ ◦ Eτ/2φ :

q1 = q +
τ

2
φp(p), p̂ = p− τψq(q1), q̂ = q1 +

τ

2
φp(p̂).

and

f τ := (E
τ/2
φ ◦ Eτ/2ψ )∨ ◦ (E

τ/2
φ ◦ Eτ/2ψ ) = E

τ/2
ψ ◦Eτφ ◦ Eτ/2ψ :

p1 = p− τ

2
ψq(q), q̂ = q + τφp(p1), p̂ = p1 − τ

2
ψq(q̂).

are symplectic and of order 2. The revertible composition

gατ ◦ gβτ ◦ gατ fατ ◦ fβτ ◦ fατ

give symplectic schemes of order 4 with the parameters (11), i.e. ([18], [23]),

p1 = p− c1τψq(q), q1 = q + d1τφp(p
1),

p2 = p1 − c2τψq(q
1), q2 = q1 + d2τφp(p

2),
p3 = p2 − c3τψq(q

2), q3 = q2 + d3τφp(p
3),

p̂ = p3 − c4τψq(q
3), q̂ = q3 + d4τφp(p̂),

with the parameters α = (2 − 21/3)−1, β = 1 − 2α and either

c1 = 0, c2 = c4 = α, c3 = β, d1 = d4 = α/2, d2 = d3 = (α+ β)/2,

or
c1 = c4 = α/2, c2 = c3 = (α+ β)/2, d1 = d3 = α, d2 = β, d4 = 0.
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Example 2. The Hamiltonian

Hk(p, q) =
k−1
∑

i=0

cos
(

p cos
2πi

k
+ q sin

2πi

k

)

with k-fold rotational symmetry in phase plane[2,4] are not separable in the conventional
sense for k 6= 1, 2, 4, but symplectically separable, since every term

cos
(

p cos
2πi

k
+ q sin

2πi

k

)

is nilpotent of degree 2 according to Theorem 2. Such as, for k = 3,

H3(p, q) = cos p+ cos
(

p cos
2π

3
+ q sin

2π

3

)

+ cos
(

p cos
4π

3
+ q sin

4π

3

)

= cos p+ cos
(1

2
p−

√
3

2
q
)

+ cos
(

− 1

2
p−

√
3

2
q
)

The explicit symplectic scheme of order 1 is

q1 = q − 1

2
τ sin

(1

2
p+

√
3

2
q
)

, p1 = p+

√
3

2
τ sin

(1

2
p+

√
3

2
q
)

,

q2 = q1 − 1

2
τ sin

(1

2
p1 −

√
3

2
q1

)

, p̂ = p1 −
√

3

2
τ sin

(1

2
p−

√
3

2
q
)

,

q̂ = q2 − τ sin p̂.

The explicit revertible symplectic scheme of order 2 is

q1 = q − 1

4
τ sin

(1

2
p+

√
3

2
q
)

, p1 = p+

√
3

4
τ sin

(1

2
p+

√
3

2
q
)

,

q2 = q1 − 1

4
τ sin

(1

2
p1 −

√
3

2
q1

)

, p2 = p1 −
√

3

4
τ sin

(1

2
p1 −

√
3

2
q1

)

,

q3 = q2 − τ sin p2, p3 = p2 −
√

3

4
τ sin

(1

2
p2 −

√
3

2
q2

)

,

q4 = q3 − 1

4
τ sin

(1

2
p3 −

√
3

2
q3

)

, p̂ = p3 +

√
3

4
τ sin

(1

2
p3 +

√
3

2
q4

)

,

q̂ = q4 − 1

4
τ sin

(1

2
p3 +

√
3

2
q4

)

Similarly, we can get explicit symplectic schemes of order 4.

5. Separability of All Polynomials in R2n

Theorem 4. Every monomial xn−kyk of degree n in 2 variables x and y, n ≥ 2,
0 ≤ k ≤ n can be expanded as a linear combination of n+ 1 terms

{(x+ y)n, (x+ 2y)n, . . . , (x+ 2n−2y)n, xn, yn}

Proof. Using binomial expansion

(x+ y)n = xn + C1
nx

n−1y1 +C2
nx

n−2y2 + . . .+ C2
nx

2yn−2 +C1
nx

1yn−1 + yn,
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define

P1(x, y) = (x+ y)n − xn − yn

= C1
nx

n−1y1 +C2
nx

n−2y2 + . . .+ C2
nx

2yn−2 +C1
nx

1yn−1,

which is separable, and the right hand side consists of “mixed terms”. P1 is a linear
combination of 3 terms (x+ y)n, xn and yn. Then

P1(x, 2y) =2C1
nx

n−1y1 + 22C2
nx

n−2y2 + . . . + 2n−2C2
nx

2yn−2 + 2n−1C1
nx

1yn−1,

2P1(x, 2y) =2C1
nx

n−1y1 + 2C2
nx

n−2y2 + . . .+ 2C2
nx

2yn−2 + 2C1
nx

1yn−1.

Define

P2(x, y) =P1(x, 2y) − 2P1(x, y)

=(22 − 2)C2
nx

n−2y2 + . . .+ (2n−2 − 2)C2
nx

2yn−2 + (2n−1 − 2)C1
nx

1yn−1.

It is separable in 4 terms (x+ y)n, (x+ 2y)n, xn and yn. Define

P3(x, y) =P2(x, 2y) − 22P2(x, y) = (23 − 22)(23 − 2)C3
nx

n−3y3 + . . .

+ (2n−2 − 22)(2n−2 − 2)C2
nx

2yn−2 + (2n−1 − 22)(2n−1 − 2)C1
nx

1yn−1.

It is separable in 5 terms (x+ y)n, (x+ 2y)n, (x+ 22y)n, xn and yn.
Define

Pn−2(x, y) =Pn−3(x, 2y) − 2n−3Pn−3(x, y)

=(2n−2 − 2n−3) · · · (2n−2 − 2)C2
nx

2yn−2

+ (2n−1 − 2n−3) · · · (2n−1 − 2)C1
nx

1yn−1,

separable in n terms (x+ y)n, (x+ 2y)n, · · ·, (x+ 2n−3y)n, xn and yn. Finally, we get

Pn−1(x, y) = Pn−2(x, 2y) − 2n−2Pn−2(x, y)

= (2n−1 − 2n−2)(2n−1 − 2n−3) · · · (2n−1 − 2)C1
nx

1yn−1

= γn−1x
1yn−1, γ 6= 0

separable in n+ 1 terms (x+ y)n, (x+ 2y)n, . . ., (x+ 2n−2y)n, xn and yn.
Hence, the mixed term xyn−1 is separable in n+1 terms. Then from the separability

of Pn−2(x, y) and xyn−1 we know that x2yn−2 is separable in n + 1 terms. Similarly,
x3yn−3, x4yn−4, · · ·, xn−2y2 and xn−1y are separable in n+ 1 terms.

Remark. We can also work with formula

1

2
(x+ y)2m+1 +

1

2
(x− y)2m+1 − x2m+1

=C2
2m+1x

2m−1y2 + C4
2m+1x

2m−3y4 + · · · + C2m
2m+1xy

2m

1

2
(x+ y)2m+1 − 1

2
(x− y)2m+1 − y2m+1

=C1
2m+1x

2my + C3
2m+1x

2m−2y3 + · · · + C2m−1
2m+1x

2y2m−1
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1

2
(x+ y)2m +

1

2
(x− y)2m − x2m − y2m

=C2
2mx

2m−2y2 + C4
2mx

2m−4y4 + · · · + C2m−2
2m x2y2m−2

1

2
(x+ y)2m − 1

2
(x− y)2m = C1

2mx
2m−1y + C3

2mx
2m−3y3 + · · · + C2m−1

2m xy2m−1

by means of elimination to get more symmetric and economic expansions, e.g.,

xy =
1

2
(x+ y)2 − 1

2
x2 − 1

2
y2 =

1

4
(x+ y)2 − 1

4
(x− y)2.

Theorem 5. Every polynomial P (p, q) of degree n in variables p and q can be

expanded as n+ 1 terms

P1(x, y), P2(x, y), . . . , Pn−1(x, y), Pn(x), Pn+1(y),

where each Pi(u) is a polynomial of degree n in one variable or more generally every

polynomial P (p, q) can be expanded as

P (p, q) =
m

∑

i=1

Pi(aip+ biq), m ≤ n+ 1,

where Pi(u) are polynomial of degree n in one variable.

Theorem 6. Every monomial in 2n variables is of the form

f(p, q) = (pm1−k1
1 qk11 )(pm2−k2

2 qk22 ) · · · (pmn−kn

n qkn

n )

and can be expanded as a linear combination of the terms in the form

φ(Ap +Bq) = (a1p1 + b1q1)
m1(a2p2 + b2q2)

m2 . . . (anpn + bnqn)
mn ,

where φ(u) = φ(u1, . . . , un) = um1
1 um2

2 . . . umn

n is the monomial in n variables with total

degree m =
m
∑

i=1
mi and with degree mi in variable ui, A and B are diagonal matrices of

order n

A =









a1 0 · · · 0
0 a2 · · · 0
. . . . . . . . . . . . . . .

0 0 · · · an









, B =









b1 0 · · · 0
0 b2 · · · 0
. . . . . . . . . . . . . .

0 0 · · · bn









,

which automatically satisfies ABT = BAT . The elements ai, bi can be chosen integers.

Theorem 7. Every polynomial P (p1, q1, · · · , pn, qn) of degree m in 2n variables can

be expanded as

P (p, q) =
m

∑

i=1

Pi(Aip+Biq),

each Pi is a polynomial of degree m in n variables, Ai and Bi are diagonal matrices,

(satisfying AiB
T
i = BiA

T
i ). So for polynomial Hamiltonians, the symplectic explicit

Euler composite schemes of order 1, 2 or 4 can be easily constructed.
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