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A NOTE ON CONVERGENCE OF SYMPLECTIC SCHEMES
FOR HAMILTONIAN SYSTEMS*U

Zhang Mei-qing Qin Meng-zhao
(Computing Center, Academia Sinica, Beijing, China)

Abstract

In this note we prove that all canonical {(or symplectic) schemes for Hamiltonjan
systems constructed in [1-3| are convergent.

5
In {1-3] Feng and his colleagues proposed a systematical method for the construction of
canonical schemes with arbitrary order of accuracy for the Hamiltonian system

d
— =JH, scUcR™ (1)

In this note we shall prove, using the method in [4], that all these canonical schemes are
convergent.
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define a linear transformation in the product space R?* x R*" by
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Let z — 2 = g(z,t) be the phase flow of the Hamiltonian system (1); it is a time-dependent
canonical map. There exist , for sufficiently small |¢| and in (some neighborhood of) R*7,
a time-dependent gradient map w — @ = f(w,t} with Jacobian f,(w,t) € sm(2n) (Le.
everywhere symmetric) and a time-dependent generating function ¢ = ¢4, g (w,t) such that

flw,t) = Véo,u(w,t), Aaglz,t) + B,?,z = (V¢)(Cag(z,t) + Daz,t). (4)

On the other hand, for a given time-dependent scalar function Y(w,t) : B** xR — R,
we can get a time-dependent canonical map g(z,t). If Y(w,t) approximates the generating
function ¢, g (w,t) of the Hamiltonlan system (1), then §(z,t) approximates the phase flow

g(z,1).
For sufficiently small 7 > 0 as the time-step, define

7

plm) =3 " ¢ (w)e, - (8)

k=1

where ¢(!) (w) = —H(w), and for k20, A% = %[JBJ - J),

» k 21
A 4 1
(k+1)(,0) — t
¢ () k+1 rnzzl m! ; i;ﬂHﬁr“ﬁm(w)
x5 (A*VeE) (w));, - (AT (w))i,,. (6)
j14-+jm=k
21

Then, '™ (w, 7) is the m-th approximant of ¢a i (w,7), and the gradient map

w— B = f(w,7) = Vl™ (w,7) | (7)
defines a canonical map z — # = §(z, ) implicitly by equation
A 3+ Boz = (V'™ (Cos + Doz, 7). (8)

An implicit canonical difference scheme
z = 2% — £ = 2F1 = §(z%, 1) (9)

for system (1) is obtained in {1-3], and this scheme is of m-th order of accuracy [5]. For the
sake of simplicity, we denote §,({z) = §(z,7). Then,

d‘ﬁr(z)

& (z) o - E d' g, (z)

drt ’ 152

r=0

r=0
where g,{z) is the phase flow g(z,7).

Theorem. If H 13 analytical mn U C R2™ then scheme (9) 15 convergent with m-th order
of accuracy. ‘
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Proof. For the step-forward operator g, we set
z21=G:(2), z2=g,(z1), -2 = §r(2k-1)

we have 2* = gk,
First, we prove that the convergence holds locally. We begin by showing that for any z,
the iterates Ft/ks M < k, are defined if ¢ is sufficiently small. Indeed, on a neighborhood of 2,

dr(z) = z+o0(r). Thus, if ﬁé;k(z) 18 defined for z in the neighborhood of 29, 1 = 1,2, - - ,n—1,

gtpel2) — 2 = (Gen(2) — 9in" () + (37 (2) — @R (2)) + - + (Geyu(2) — 2)
= oft/k) + - -- + o(t/k) = o(t).

n

This is small which independent of k for sufficiently small ¢t. So, §{‘}k, n < k, is defined and
remains in U, for 2z near z.

Since to H is analytical, for any 2z, z; € U,,, there exists a constant C such that
| J#.(21) - JH,(22) | T (|| Halz1) — Hal2z2) [SC 21— 22 || .

Let F(t) =|| g(z1,t) — g(22,¢} ||, where g(z;,t) = z; + f; JH,(g(zi,s))ds,t = 1,2,

F(t) = ”f; JH,(g(z1, 3)}ds ~ f[: JH (g(z2,3))ds + 21 — 23
<l 2y — 2z || +C f; F(s)ds

Using Gronwall’s inequality, we have F(t) =|| g(21,t) — g(22,t) [|[< eIt || 2; — 25 ||, ¢: (2} —
gtfk(z) = Qtfk(z) .'?tjk(z) e gtjk Ehfk(z) Q't/k gt;’k(z)""gk[k Qt,’k(Yl)_ﬂt;'k Gefe(Y1)+- -+
Q.-_/k ge/e{Yi-1) — gtﬂ: gt/k(l"i 1)+ gepe(Yio1) — Ge/k(Yi—1) where ¥ = 9:/;;[3)- Noting
(11), we have

Clk —

I 90(2) —u(2) 1< Eexp{ U oy — B |

< kexp{C|t|}o(t/k)™ — 0 as k— o0

since g, (2) — g,(z) = o(7)™ by (10). |

Now suppose g(z,t) is defined for 0 < ¢t < T. We shall show that g";k(z] canverges
to g{z,t). By the above proof and cnmpactness if N is large enough, gy /n = hm ar 1N
uniformly on a neighborhood of the curve ¢ — g;(z). Thus, for0 <t < T, gf_(z) = g1t IN =
hm (g”kN)N[z] By the uniformity of ¢, g;(2) = hm gtfk[z) From the proof one can see

that if H is not analytical but H, satisfies the lncal Lipschitz condition, then scheme (9)
with order m = 1 is convergent .
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