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A NEW ITERATIVE PROCEDURE FOR
THE MISSING-VALUE PROBLEM
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i Far B mm’mg—valua problem in linear models, all the iterative prbﬁadn:rhu employed up to now
a0 entitely within the framework of the EM nJgonthm 'Thié " papet ‘proposss a new iterative
procedare which is not the EM algorithm in the most ‘génerdl Gase. it "thé! procedurs nothing is
assumed about the error dmtnbutmna in the proof of its mnvargenm ‘The" odnvargmue rate is also

1 !‘"“' i
obtained. 'E'.J:, S

1. Introduction and Notatlons o .

Let us congider thg linear model |
' yi=m£-8+6h 'E'=1: 2: tee, Ny, (1.1)

where g; are observations of a dependent variable g, 2 = (za, **+, %) are values of
» independent variables, 8 is an unknown p-—vector, and ¢ are random errors with
o?, i=4,

B@=0, oovle, e)={3" (1-2)

Suppose that only ny of the n intended observations ¢; are available, while the other
n—ny of 4, aTe missing. Without loss of generality, we mey take these missing values
{0 be the last n—ny; components of the observation vector ¢’ = (41, -+, ¢»). In general,
Tay11, *+*, Ty, cOrresponding to these missing ¢—values, may or may not lie in u(wy, -+,
@,,), the space generated by the vectors @i, ---, #,. Under this circumsiance the
model (1.1) can be rewritten in the mairix notation

yl"__xllﬁ'l—ei: (1*3)
Ys=X af8+€a, (1.4)
Y= X oB+ea, ' (1.5)
where s w |
p(X%) cp(Xy), ' (1.6)
pEYNREY =0} (1.7)

and g, are m){i vectors, X; are ny X p design mn.t:mes and ¢ l_u'e n.;xl erTor veotors.

~ Bupposs; that yo and ys are missing. Then, the sub-m el (1.8) does not have
the advantages of bala.nﬁe properties of the full—model (1 3)— =(1.5), and thus its
statistical computations are offen com plicated. It is therefum worhhwhﬂe to inves-
'hlgate whether or not we can refain the bahnoe Bi:mctum of tha full-model (1.8)—
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(1.5) s0 as to analyse the sub-model (1.3). All the iterative procedures employed
up 10 now are entirely within the framework of the EM algorithm™~*. The purpose
of this paper is 1o propose a new iterative procedure for the most general case (1. 3)
—(1.5). Following the introduction of the procedure in Section 2, Section 3 is
devoted 1o the proof of its convergence. Included in Section 4 is a brief disoussion on
the comparison between our procedure and the EM algorithm. The meritg of the new
prooedure are that except for (1.2), nothing is assumed about the error distributions
in proving its convergence, and the convergenoce rate is also obtained. On the
contrary, no rate has been obtained for the EM algorithm.

The notations used throughout are as follows: A~ is any g-inverse of 4. u(4)
is the space spaned by the columns of 4. X’=(X}iX5i1X}y), M,=X,(X'X) Xj,
Ny=X(X\X)"X}, 4, j=1,2, 8, and é (xizi) ~ X' is the least squares solution
of B8 in the Bub—model (1.8).

2 The Iteratwe Procedure

Our aim 18 to compuie '3, GE}J;(X ), by uﬂmg (X’X)" rather than (X3X;)",
The iterative procedure we propose is as follows.

Given a starting point %, solve the equation -

» . X'XB=Xig+ X2 X B, (2.1)

Denote by E‘” any special solution to (2.1). In general, let S%¥ ba the current
value of 8 after #—1 oyocles. Solve the equation

X’X B=Xy1+ X X 5%, (2.2)

and denote by E‘” any special solution. In this way we obtain an estimate sequenoe

®)
- i)bserve that the full-model being considered involves equation (1. 5) therefore
it is always possible to augment X such that X'X is nonsingular, or even X ‘X =1,

in some cases. Butb in our proof of the convergence theorem, it i8 not necessary fo
assume X’'X 1o be nonsingular. By definition,

B® = (X' X))~ (Xhys+ X3 XB* D), ' (2.3)

where (X’X)" is an arbitrary g-inverse of X w. & We Wl].]. specify an ﬂ.l‘bltl‘ﬂ.l‘}" one,
and denote it by (X’X)1 for all & in (2. 3) o ,

3. Convergénce of the Iterafion

Theorem. For any 5o

. (1) B® is a convergent sequonce; =

(2) denote hmgmnﬁ then ¢ =0.§fwaﬂoep(x;),
&) |B®— “§| =0(max (a/1+a)*™), . T

whare a0 are the efaymal-ues of Nas, deﬁmd at the arui of Sectwn 1

PR

B _f?"wf By (1.6) and (1.7), wo get e - |
{I.(LXﬁxgxg) for.é, §=1,2; . . s s (3 1)

h‘i‘"ﬂ 0, s w Twep o fﬂl‘ ¢ = 1 2 j 3 Or &= 3 3&1 32 ﬁ{3§3
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In faot, if we choose & nonsingular matrix B = (JE.’;l B’ : BY) with w(X7) == ,u,(BI) and
w(X3) = (B, then there exist matrices O3, C, and O susch that |

X Oy 0 0\ /B,
X=| Xg |=|Ca 0 0O Bﬁ s
X 0 O O0/\By

Tk o ]
TS

Thus B Gm
| 10140 s 0 0 _0:’1
0 0 - _0‘__ A0/
. | I. (0;_014'0’202)_ - '1.0-{7}.'1 AR S
=00 0 @0 ol
0 a T
O O
. _ i g * 01 0- 0{
=(C; OOB|B|l0 0 - B
0 0 Ca 0 0O

'=.X-1(.X- X:r{‘X&XE) X

a8 the choice of g—inverses (X'X)~ and (X X 1+XJ9)' are irrelevant in M,4.
Other assertions in (3.1) and (3.2) can be proved HIIIIIJlﬂ.:L‘ly
By using (3.1) and the fact that

(.X X;'[“'.ZEX:;)-—(.X Xl)"—(.IiXI)“X’ [I.,-i-X,(X 31)‘.3.'2]'35(3.' X;[)—
— (X1 X 1) XW0—-DX (X1 X)), (3.8)

where C and D are two arbitrary matrioes with X1 X,D=0, CX|X, =0, it i3 easy 10
show that

Moo= Xy (X1 X3+ XpXa) " Xy=Naa(T+Nu) %, (3.9

From thw it can be shown that the eigenvalues of M 2 are strmﬂy less than 1% thus

= - M0 ag koo, . o (8.5)
On the other hand, by the deﬁmhnn of 3% one can ver]fy that

ﬁ(h} E{x— = ( X’ b oy -Xzﬂﬁz 1%, (Em ﬁ‘“’), | (3.6)

where X'z )1 i8 a specified g—m?erﬂe of (X'X), mentioned enrlier. Uombining
(3.5) and (3.8), we get the proof of (1).
Taking the limit in both sides of (2.8), and denoting it by 8*, we get
= (X'X)i Xigs+ (X' X); X3 X 6" (3.7)
For any ¢ € 1 (X}), 0 can be written a8 ¢=X'a for some>w; Using (8.8) and (3.7)
and ubservmg that X,(X’X)~X, is independent of the chojoatof (I X ) we have
OB = X (XX ) Ky o X (X X)Xy S0 Rt
e -ZI ( -XI Xi) - X e+ o -I:I. ( -ZI I:I.)_' : Iﬂ}uﬂiﬁ ‘E 1 g

pl

= fx;(xlxi)-x%x_‘(z;x)_xwi X NLI&}HM&@&

.J_'1%“ﬂxi(x1xi)_rzx,(x’2_') ~ XL ,ﬁ? iy hu L{} T
L =0‘§+a'NmXﬂ[ﬁ (X{X')Ixiyiw-(fﬂ};;?,xﬁﬁ'] ﬂﬁ
'.[‘he last equality follows from. {3.7). ‘This proves (2).
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- Now we prove (8). Aftersimple and tedious caloulations, we Tewrite B® ag
B® = (X' X)i Xy +{ X4 X 1) 7 X o (I — M55%) (I ~ Maa) *Mysyys.
Again by (3.1) and (3.8), wohave = - . g
0B —o'B=o/ M (T -—Mﬁ;’") (L~ Mag) "2 M a1y
—a Xy (X1 X+ XX 5) " Xy — o' Ny
=a' M (I — M35 1) (I - M 92) M ﬂiyi*ﬂ!N 12 (I +N ﬂ:a) N 21%/1
=a'Naa(T+Nua) (I ~ M5~ (I+Na) (I~ Mas))
XTI M T Na) Ny
- S o’ Nia(T +-Naa):1MEEI (I—Ma) ' (I+N ﬂﬂ) N,

In view of the Oauohy-Sehwarzmequﬂ,hty,m;tfullowaa that | |
OB 0B < @I N M (T~ M) M5 (T Nog) W) 2
DR RTINS

Denote by o, the eigenvalues of N 93, rz',=i, 2, <+, ng, It follows from (3.4) that the

eigenvalues of M1 (L—My) M are g ® R/ (14a)i% P, =1, + ny. By a well-

known property of eigenvalues (see, for-example, -Rao [5]), the first factor on the
right hand side of (8.8) i8 less than or equal to max o¥~1/ (14 @ )* 2 the second
factor, however, is independent of k. Therefore " '

. |/B% —0'B| <O max (a§Y/(1+a)*),

1igngy

which completes the proof of (8).

4. Discussion
We conclude by comparing the procedure proposed here with the EM algorithm.
For the missing—value problem considered in this paper, since the EM algorithm
does not distinguish equation (1.5) from equation (1.4), if we denote all the missing
vaiues by Yu and the corresponding design maftrix by X, the model (1.3)—(1.5)
can be rewritten as | | | |

y1=X18+¢, (4.1)
Yu=X oB+ey, (4.2)
Starting from s specific 8, we can obtain an EM sequence {8%} by a two-step
cle: '
M L-stop: Estimate the ‘missing values by their expectations, given ourrent
parameter values, ¢y D= X, 8%-1 '
M-step: Determine 8% as the solution fo the equation
XX B~ X+ XD, (4.8)
Comparing (2.2) and .(4.8), we can see that if the missing values ¢, correspond only
%0 Xy, then the two procedures are identical. For ihis gpecial ease, the iterative -
, - progedure has already been . discussed in detail by Preece™ and Xiang™; the latter |
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gefting the maximum likelihood estimate when.the observations can be viewed as
incomplete data. In nature, its derivation and ‘convergenoce proof depend - largely
upon some supplementary assumptionstt % ® . Further, the convergence rafe of our
procedure has been obtained, while no Iemll‘ts of tl:uﬂ kmd a,re known for the EM
algorithm.

In addition, it may be noted that sinoce the full-model contains equation (1.5),
it is always possible to add to a given design matrix some rows which are not present
in our original design. In such way X’X can be assumed, to be nonsingular. In
particular, if the side conditions for the lea.st squares, sfimate are HB8=0, where H
is a known matrix with R(X)+R(H) =p and ;.L(X’)Pp(ﬂ’) = {0}, R(A) denotes
the rank of 4, then we might regard H as a part of X “Henoe. (2.2) becomes

(X'X+H'H) B=X§yi+XaIaEﬂ‘;_i3H‘_ (4.4)
Now the ooefficient mairix X’X+ H'H is nonsm.g'ula’r} *a.;-"_- d (X’X-{-H’H)"‘ ig a
candidate for (X’X)7, From the iterative pomt of ﬂeﬁ*f‘ﬁe" prefer (4.4) to (2.2),
because H is usually readily found. - = Aoy knrrage
- - A non-iterative method for the n:ummg——valua problem in “the model (1.8)—
(1. 5) can also be obtained, and will be the subjeﬁt of another: pa:per

:r"i' t. T f
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