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Abstract

In this paper, we study the restoration of images simultaneously corrupted by blur

and impulse noise via variational approach with a box constraint on the pixel values of

an image. In the literature, the TV-l1 variational model which contains a total variation

(TV) regularization term and an l1 data-fidelity term, has been proposed and developed.

Several numerical methods have been studied and experimental results have shown that

these methods lead to very promising results. However, these numerical methods are

designed based on approximation or penalty approaches, and do not consider the box

constraint. The addition of the box constraint makes the problem more difficult to handle.

The main contribution of this paper is to develop numerical algorithms based on the

derivation of exact total variation and the use of proximal operators. Both one-phase and

two-phase methods are considered, and both TV and nonlocal TV versions are designed.

The box constraint [0, 1] on the pixel values of an image can be efficiently handled by the

proposed algorithms. The numerical experiments demonstrate that the proposed methods

are efficient in computational time and effective in restoring images with impulse noise.

Mathematics subject classification: 65J22, 65K10, 68U10.

Key words: Image restoration, Impulse noise, Total variation, Nonlocal total variation,

Proximal Operators.

1. Introduction

In many real applications, the observed image is the degraded version of the true image.

Therefore, image restoration is one of the fundamental tasks in image processing, and it plays

an important role in many applications. Indeed, image restoration is a typical inverse problem,

and many approaches [8, 22, 40, 42, 47] are proposed to tackle this task.

In this paper, we study the restoration of images corrupted by blur and impulse noise

simultaneously via the variational approach with a box constraint on the pixel values of an

* Received April 18, 2012 / Revised version received November 19, 2012 / Accepted January 31, 2013 /

Published online May 6, 2013 /



250 L. MA, M.K. NG, J. YU AND T. ZENG

image. Note that usually image blur comes from many facts such as camera shaking, object

movement or an out of focus lens. Moreover, impulse noise is often found and modeled in

digital storage and transmission. Since each image pixel stands for light intensity whose value

is nonnegative and finite, one would like to recover the image with pixel values in the same

range. In this paper, we assume that the values of the all pixels of the images are in the range

[0, 1] for simplicity. The importance of box constraints was emphasized by [26, 31, 35, 41] and

references therein.

Assume that both the true image u and the corrupted image g are defined on Ω ⊆ R
m×n,

the image degradation model can be written as follows:

g = Nimp (Au), (1.1)

where A is a known linear operator from R
m×n to R

m×n, Nimp represents the degradation by

the impulse noise.

In the literature, there are two common types of impulse noise: salt-and-pepper noise and

random-valued noise [10, 11, 46]. Suppose that the noise level is r (0 ≤ r ≤ 1), the model of

corruption by the salt-and-pepper noise at location (i, j) can be defined as:

gij =







0, with probability r/2,

1, with probability r/2,

(Au)ij , with probability 1− r,

and the model of corruption by the random-valued noise at location (i, j) is:

gij =

{

dij , with probability r,

(Au)ij , with probability 1− r,
(1.2)

where the values dij ∈ [0, 1] come from an independent and identically distributed uniform

random numbers in [0, 1]. One can obviously observe that both salt-and-pepper noise and the

random-valued noise corrupt a certain number of image pixels and keeps the remaining pixels

uncorrupted. As the value di,j in (1.2) poses another uncertainty, one can understand that the

random-valued noise is more difficult to handle than the salt-and-pepper noise (see [46]).

In the past, various approaches have been proposed for removing the impulse noise. One

is the filtering technique, and the most popular filter is the median filter [39] which is efficient

and easy to be implemented. However, the median filter often makes the recovered image

blurry because it accomplishes the filtering task via replacing each pixel in the image by the

median value in a window centered on it. Thus, some modified versions of the median filter

are proposed, such as the weighted median filter [7], the adaptive median filter [28], the multi-

state median filter [12], the center-weighted median filter [32], etc. Although these modified

filters can preserve more details in the recovered image than the median filter, they still cannot

preserve the image edges well especially when the noise level is high.

Recently, by combing an l1 data-fidelity term and an edge-preserving regularization term,

Nikolova [38] proposed a method to better preserve the edge information based on the variational

approach. It is shown that the l1 data-fidelity term has rather good performance on detecting

outlier and removing impulse noise [37, 38]. However, this method changes the values of the

uncorrupted pixels. Based on the self-similarity of natural images [16], Xiao et al. [46] proposed

a powerful patch-based method to remove mixed Gaussian-impulse noise. They obtain much

better results than the compared methods.
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In the above methods, the blurry of the corrupted images has not been considered. Indeed

the blurry is almost not avoidable in the acquisition of the images, and many existing methods

aim to recover the images which are corrupted by blur and impulse noise. Bar et al. [2, 3]

proposed a model which is composed of the Mumford-Shah regularizer and the l1-like data-

fidelity term to deblur the image and remove the impulse noise. Later, Bar et al. [4] generalized

this model to color image deblurring under impulse noise. Furthermore, Cai et al. [10] proposed

a two-phase method which yields much better results than the traditional one-phase methods.

In the first phase, they use the median-type filter to identify the corrupted pixels. In the second

phase, the data-fidelity term of the model only utilizes the uncorrupted pixels to recover the

corrupted image. However, due to the problem of the Mumford-Shah regularizer [36], the above

models are non-convex and there may exist many local minima.

Since the TV regularization is convex and can preserve sharp edges, the TV-l1 model is

widely applied to image deblurring under impulse noise. However, it is difficult to solve the

TV-l1 model due to the non-differentiability of the norm. Recently, by introducing two aux-

iliary variables, Yang et al. [48] proposed an efficient algorithm (FTVd) for solving the TV-l1

model and explained that the quadratic penalty method [43] applied to properly split problems

is equivalent to Huber-type regularization. Similarly, Guo et al. [23] employed an alternating

minimization method to restore blurred and noisy images. Dong et al. [21] investigated this

model via a primal-dual approach, and in their model, the data-fidelity term and the regu-

larization term are Huber-type functionals. To reduce the computational cost, Wu et al. [45]

introduced the augmented Lagrangian method to solve this model at the cost of the lower

restored quality. Later, Chan et al. [15] extended the work [21] to get a two-phase method.

Recently, Cai et al. [11] minimized a TV-l1-like model by a fixed-point method, then used the

preconditioned conjugate method to solve the resulting inner linear systems.

Experimental results have shown that the above mentioned numerical methods lead to very

promising results. However, these numerical methods are designed based on approximation or

penalty approaches. And few papers focus on constrained TV-type-l1 problems. The main

contribution of this paper is to develop numerical algorithms based on the derivation of exact

total variation and the use of proximal operators for constrained TV-type-l1 models. In our

approach, the computation of the inverse of the term ATA is avoided, and it is not necessary to

solve inner iterations that are required in [11, 23, 48]. Also the proposed approach can handle

efficiently the box constraint [0, 1] on the pixel values of an image. Moreover, both one-phase and

two-phase methods are considered, and both TV and nonlocal TV versions are designed. The

convergence of these numerical methods will be shown. The experimental results demonstrate

that the proposed methods are efficient in computational time and effective in restoring images

with impulse noise.

The outline of this paper is given as follows. In Section 2, we give some notations and

preliminaries which will be used in the paper. In Section 3, we introduce the proposed algo-

rithms. Precisely, we first present a general constrained model and the algorithm to solve this

model; and then we specific how to use this general constrained model as one-phase method

and two-phase method for image deblurring with impulse noise. In Section 4, numerical results

are reported to demonstrate the good performance of the proposed algorithms. In Section 5,

we give the conclusion of the paper.
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2. Notations and Preliminaries

2.1. Notations

Throughout the paper, let X be a real vector space R
m×n. Denote the discrete image as

u ∈ X , written as an m × n matrix. Let 〈·, ·〉 denote the standard inner product, and ‖·‖p be

the standard lp-norm. Let A be a linear transform, and its complex conjugate transpose A∗ is

characterized by 〈Au, g〉 = 〈u,A∗g〉 for all u, g. Let us denote I as the identity matrix.

For any set A ⊆ R
n, the indicator function δA is defined by:

δA(x) =

{

0, if x ∈ A,

+∞, otherwise,

and the characteristic function χA is given by:

χA(x) =

{

1, if x ∈ A,

0, otherwise.

2.2. The discrete gradient and divergence operators

In this paper, the periodic boundary conditions are adopted to define discrete gradient and

divergence operators since the DFT will be used to compute the convolution operator. Precisely,

the discrete operators ∂x, ∂y are defined as:

(∂xu)i,j =

{

ui+1,j − ui,j , if 1 ≤ i < m,

u1,j − ui,j, if i = m,

and

(∂yu)i,j =

{

ui,j+1 − ui,j, if 1 ≤ j < n,

ui,1 − ui,j , if j = n.

The discrete operators ∂∗
x and ∂∗

y are defined as:

(∂∗
xp)i,j =

{

pi,j − pm,j , if i = 1,

pi,j − pi−1,j , if 1 < i ≤ m,

and
(

∂∗
yq
)

i,j
=

{

qi,j − qi,n, if j = 1,

qi,j − qi,j−1, if 1 < j ≤ m.

Denote U = R
m×n×R

m×n. The gradient operator is a map ∇ : Rm×n → U which is defined

as ∇u = (∂xu, ∂yu)
T
. For z = [p, q]T ∈ U , the divergence operator div is defined as:

div(u)=−∇∗u=− (∂∗
xp+ ∂∗

yq).

The maximum norm of z ∈ U is given as

‖z‖∞ := max
i,j

∣

∣

∣

√

p2i,j + q2i,j

∣

∣

∣
. (2.1)
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2.3. Primal-dual approach

Recently, many methods [13, 17, 21, 50] have been proposed and studied for solving convex

optimization problems via the dual or the primal-dual approach. The main reason is that they

are more efficient than the primal approach in image processing when solving non-differentiable

convex optimization problems arising in total variation regularization.

Note that the non-differentiable convex optimization problems also can be solved by other

efficient methods, such as augmented Lagrange method [45] and the split Bregman method [25].

However, the two methods do not exactly solve the non-differentiable convex optimization

problems. Thus in this paper, we adopt the primal-dual framework, and we briefly review it as

follows.

Let F : X → [0,+∞) and G : X → [0,+∞) be proper, convex, lower semi-continuous

functions. The following primal minimization problem is considered:

min
u

F (Ku) +G(u), (2.2)

where K : X → Y (Y be another real vector space) is a linear map with the following norm:

‖K‖2 = max {‖Ku‖2 : u ∈ X with ‖u‖2 ≤ 1} .

The convex conjugate F ∗ of F [5] is given by:

F ∗(p) = sup
w

〈p, w〉 − F (w).

Since F ∗∗ = F , we have:

F (Ku) = sup
p∈Y

〈p,Ku〉 − F ∗(p).

Thus the primal-dual formulation of (2.2) can be written as follows:

min
u∈X

max
p∈Y

〈Ku, p〉+G(u)− F ∗(p). (2.3)

Note that the dual problem of (2.3) is:

max
p∈Y

Fd(p), (2.4)

where Fd(p) = min
u∈X

〈Ku, p〉+G(u)− F ∗(p).

2.4. Proximal operators

Moreau [33, 34] first introduced the concept of proximal operators which have been widely

used in convex optimization [14,19]. For a continuous proper, convex and lower semi-continuous

function ϕ on R
m×n, its proximal operator is defined as follows:

proxϕ(x) = argmin
y

ϕ(y) +
1

2
‖x− y‖

2
2 .

Obviously, this model is strictly convex. Thus, there exists a unique point proxϕ(x), and proxϕ
can be easily computed.
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3. The Proposed Constrained Model

Recently, Chambolle and Pock [14], and Werlberger et al. [44] have studied the primal-dual

formulation of the TV-l1 model for video interpolation and restoration. Inspired by their works,

in this section, we consider the box-constrained TV-type-l1 model for image deblurring under

impulse noise. We present the general form of the proposed methods in this section. Then

we give the specific form of the one-phase and two-phase methods for image deblurring under

impulse noise in next section.

Recall that we set X as Rm×n. The general formulation considered in this paper for image

deblurring under impulse noise is given as follows:

min
0≤u≤1

‖f1(u)‖1 + λ ‖f2(Au− g)‖1 , (3.1)

where f1 is linear operator from X to X×X , and f2 is linear operator from X to itself. The first

term is the TV-type regularization and f1 is often taken as the gradient operator or non-local

gradient operator (see below); the second term is the l1 data-fidelity term which measures the

distance between the recovered image and the observed one, and typically f2 is the identity

operator. We specific the choice of f1, f2 for our image deblurring task under impulse noise in

the coming subsection. Again, A is the linear convolution operator from X to itself, and λ > 0

is a balance parameter. Note that comparing with the previous works [10,11,14,37,38,48], our

model here is rather new since we consider the box constraint 0 ≤ u ≤ 1, which is physically

reasonable and useful.

3.1. Primal-dual formulation

Since the primal-dual approach is more efficient than the primal approach when solving non-

differentiable convex optimization problems, we rewrite (3.1) into its primal-dual formulation.

Indeed, this is not too difficult. Let us set:

P := {p ∈ X ×X, ‖p‖∞ ≤ 1} , (3.2)

Q := {q ∈ X, ‖q‖∞ ≤ λ} , (3.3)

S := {u ∈ X, 0 ≤ u ≤ 1} , (3.4)

and assume that δP , δQ and δS are the indicator functions correspondingly. By introducing two

dual variables, we have:

Proposition 3.1. The (3.1) is equivalent to the following min-max problem:

max
(p,q)∈Y

min
u∈X

〈f1(u), p〉+ 〈f2(Au − g), q〉 − δP (p)− δQ(q) + δS(u), (3.5)

where Y is the space where (p, q) lives, or precisely, it is (X ×X)×X.

Proof. As we known, the dual norm of ‖·‖1 is ‖·‖∞ [5]. Thus the conjugate of F (x) = λ ‖x‖1
is :

F ∗(y) =

{

0, ‖y‖∞ ≤ λ,

∞, otherwise.

Hence, based on the knowledge of the primal-dual approach introduced in Section 2.3, we

can rewrite (3.1) as:

max
(p,q)∈Y

min
u∈S

〈f1(u), p〉+ 〈f2(Au − g), q〉 − δP (p)− δQ(q). (3.6)
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Since (3.6) is convex and S is a convex set, then this constrained problem has the same

minimizer with the unconstrained problem (3.5) [27]. Then the (3.1) is equivalent to the min-

max problem (3.5). �

The formulation (3.5) is an extension of the approach given in [14, 37, 38]. Based on the

above general formulation, both one-phase and two-phase methods will be considered, and both

TV and nonlocal TV versions can be designed, see section below.

Proposition 3.2. The saddle point set of (3.5) is nonempty.

Proof. We remark that we can easily verify that the required conditions in [27]:

• (H1): X and Y are nonempty closed convex sets;

• (H2): ℓ (denote the objective function in (3.5)) is convex-concave onX×Y in the following

sense: for each y ∈ Y , the function ℓ(·, y) is convex, for each x ∈ X , the function ℓ(x, ·) is

concave;

• (H3): X is bounded, or there exists y0 ∈ Y such that ℓ(x, y0) → +∞ when ‖x‖ → +∞;

• (H4): Y is bounded, or there exists x0 ∈ X such that ℓ(x0, y) → +∞ when ‖y‖ → +∞;

are satisfied for the proposed primal-dual formulation. �

Thus, there exists a nonempty convex compact set of saddle-points on X × Y for each

version: one-phase, two-phase, TV and nonlocal TV (for details, see (4.1), (4.4), (4.7) below).

Now let us address the algorithm to solve the general model.

3.2. Algorithm for the general model

Recently, many primal-dual algorithms [14,21,50] are proposed. Here, inspired by Chambolle

and Pock [14], and based on the derivation of exact total variation in the above primal-dual

formulation, we can make use of proximal operators to optimize (3.5), and develop the following

algorithm:















pn+1 = ProxδP (pn + tdf1(ū)) ,

qn+1 = ProxδQ (qn + tdf2(ū)) ,

un+1 = ProxδS
(

un − tu∂u
(〈

f1(u
n), pn+1

〉

+
〈

f2(Au
n − g), qn+1

〉))

,

ū = 2un+1 − un,

(3.7)

where td and tu are the time steps. More precisely, the above proximal operators are given by:

ProxδP (p) = p
max(1,|p|) ,

ProxδQ(q) = λq
max(λ,|q|) ,

ProxδS (u) = max (min (u, 1) , 0) .

(3.8)

Comparing (3.7) with the Algorithm 1 in [14], we can see that the proposed algorithm is

an extension of the Algorithm 1 in [14] to deal with deblurring under impulse noise. Indeed,

denote y = (p, q), and assume that K =
(

fT
1 (f2A)

T
)T

, then the min-max problem (3.6)

can be rewritten as:

max
y

min
u

〈Ku, y〉+G(u)− F ∗(y),
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where G(u) = δS(u), and F ∗(y) = δP (p) + δQ(q) + 〈f2(g), q〉. As both G and F ∗ are proper,

convex, l.s.c functions, this is exactly the same problem studied in [14], see (2) there or (2.3).

In other words, as the data-fidelity term takes l1 norm in this paper, we introduce an extra dual

variable to rewrite this term to its dual formulation. Thus we can exactly solve the minimization

problem (3.1) by (3.7).

The convergence of the above proposed algorithm can be guaranteed by the following theo-

rem if the time steps td, tu are small enough.

Theorem 3.1. Let L = ‖K‖2, where K =
(

fT
1 (f2A)

T
)T

. Choose tdtuL
2 < 1, and let

{un}, {pn} and {qn} be generated by the algorithm (3.7). Let

uN =
1

N

N
∑

n=1

un, pN =
1

N

N
∑

n=1

pn, qN =
1

N

N
∑

n=1

qn,

and the partial primal-dual gap be:

Gap (u, p, q) = max
p′

ℓ (u, p′, q) + max
q′

ℓ (u, p, q′)−min
u′

ℓ (u′, p, q) .

Then there exists a constant C > 0 such that

Gap (uN , pN , qN ) ≤
C

N
. (3.9)

One can easily prove this theorem following the proof of Theorem 1 in [14].

According to (3.7), we can observe that the proposed primal-dual algorithm is very simple

and easy to be implemented. In the approach, the computation of the inverse of the term ATA

is avoided, and it is not necessary to solve inner iterations that are required in [11,23,48]. Also

the proposed approach can efficiently handle the box constraint [0, 1] on the pixel values of an

image.

Note that, recently, Dong [20] studied the TV-l1 model by introducing a tight frame based

regularization for image deblurring and impulse noise removal. They used the split Bregman

algorithm to solve the corresponding model. We can also use the proposed algorithm to solve

this model. However, we find it is time consuming to compute the tight frame coefficients at

each iteration, and the experimental results are not better than those given by the proposed

pdNLTV2 algorithm. Thus we will not consider the tight frame based regularization in the

following discussion.

4. The One-Phase and Two-Phase Methods

In this section, we first give the specific form of the one-phase model which contains a TV

regularization and an l1 data-fidelity term. Since the two phase method is more effective for

image deblurring under impulse noise, we then introduce the specific form of the two-phase

method.

Since the nonlocal TV regularization needs to calculate the nonlocal similarity of the image

patches, and it is not suitable to compute the similarity based on the corrupted image, thus we

only use the nonlocal TV regularization in the two-phase method, and use the filtered image

to calculate the nonlocal similarity.
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4.1. One-phase method

In this subsection, we will give the specific formulation form (3.7) for the one-phase method

of the TV regularization. The constrained TV-l1 model for image deblurring under impulse

noise is defined by:

min
0≤u≤1

‖∇u‖1 + λ ‖Au − g‖1 . (4.1)

Comparing (4.1) with (3.1), here, we have f1 = ∇ and f2 = I.

Notice that classically, we have:

‖∇u‖1 = max
‖p‖∞≤1

〈∇u, p〉,

where ‖p‖∞ is defined in (2.1). Moreover, the primal-dual formulation of (4.1) can be written

as:

max
p,q

min
u

−〈u, divp〉+ 〈Au − g, q〉 − δP (p)− δQ(q) + δS(u), (4.2)

where again we have set P,Q, S in (3.2)-(3.4). Moreover, δP , δQ and δS is the indicator function

correspondingly.

Following (3.7), the algorithm (named pdTV1) for solving (4.2) is given by:















pn+1 = ProxδP (pn + td∇ū) ,

qn+1 = ProxδQ (qn + td (Aū− g)) ,

un+1 = ProxδS
(

un − tu
(

−divpn+1 +A∗qn+1
)

)
)

,

ū = 2un+1 − un,

(4.3)

where the proximal operators can be computed by (3.8) efficiently.

Here, we have

L ≤

√

‖∇‖22 + ‖A‖22.

Since ‖∇‖
2
2 ≤ 8 (see [13]), then we have L2 ≤ 9 if ‖A‖2 is small. Note that in the continuous

settings, usually Au = k ∗ u, where the point spread function k satisfies:

k ≥ 0,

∫

R2

k(x)dx = 1.

Thus by Lemma 1.4 of [1], for any u ∈ L2(R2), we have: ‖Au‖2 = ‖k ∗ u‖2 ≤ ‖k‖1‖u‖2 = ‖u‖2.

Hence, roughly we can assume that: ‖A‖2 ≤ 1.

4.2. Two-phase method

In this subsection, we consider the two-phase method which can achieve much better results

than the one-phase methods. This is because that the two-phase methods utilize the character-

istic of impulse noise: some pixels are noise-free. Thus the first step of the two-phase method

is to detect the noise candidate pixels. Here, we use two simple filters to detect the salt-and-

pepper noise and the random-valued noise, named the adaptive median filter (AMF) [28] and

the adaptive center-weighted median filter (ACWMF) [32] respectively.

Let z be the filtered image obtained from applying AMF or ACWMF on the corrupted

image g, which is defined on the grid Ω. Let ΩN be the set of noise candidate pixels. Then ΩN

can be obtained by:
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• For the salt-and-pepper noise:

ΩN = {(i, j) ∈ Ω : zij 6= gij and zij ∈ {0, 1}} ,

• For the random-valued noise:

ΩN = {(i, j) ∈ Ω : zij 6= gij} .

We only use the detected uncorrupted pixels in the data-fidelity term. Although there exist

errors in the detection (the error is even larger when the image is corrupted by the random-

valued noise), the experimental results in Section 4 show that the first step detection is very

useful and the two-phase methods can obtain better performance in image restoration than the

one-phase methods. Next, we present two algorithms based on TV regularization and nonlocal

TV regularization respectively.

4.2.1. Constrained TV-l1

With the information obtained from applying the median-type filtering on the corrupted images,

the formulation of the constrained TV-l1 model for the two-phase method can be defined as:

min
0≤u≤1

‖∇u‖1 + λ
∥

∥χΩ\ΩN
(Au− g)

∥

∥

1
. (4.4)

Similarly, after introducing two dual variable, we rewrite (4.4) to its primal-dual formulation:

max
p,q

min
u

−〈u, divp〉+
〈

χΩ\ΩN
(Au − g) , q

〉

− δP (p)− δQ(q) + δS(u). (4.5)

Then the algorithm (named pdTV2) for solving (4.5) is given as follows:















pn+1 = ProxδP (pn + td∇ū) ,

qn+1 = ProxδQ
(

qn + tdχΩ\ΩN
(Aū− g)

)

,

un+1 = ProxδS
(

un − tu
(

−divpn+1 +A∗χΩ\ΩN
qn+1

)

)
)

,

ū = 2un+1 − un,

(4.6)

where the proximal operators can be computed by (3.8).

Here,

L ≤

√

‖∇‖
2
2 +

∥

∥χΩ\ΩN
A
∥

∥

2

2
,

then we have L2 ≤ 9 if ‖χΩ\ΩN
A‖2 is small.

4.2.2. Constrained nonlocal TV-l1

In this subsection, we consider nonlocal TV (NLTV) as the regularization term. It is well-known

that the images are self-similar [16], and many works reach better visual quality by exploiting

nonlocal similarity of the image patches than those which just exploit the similarity between

pixels.

Buades et al. [8, 9] proposed the famous nonlocal means algorithm for denoising, and it

can restore much textures of the noisy image. Later, from the variational view, Gilboa and

Osher [24] defined the NLTV regularization for iterative diffusion process, and Zhang et al. [49]

applied this regularization to the image deconvolution and sparse reconstruction. Jung et
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al. [29,30] proposed the nonlocal Mumford-Shah regularizer which introduces more parameters.

Here, we use the NLTV regularization to deblur images with impulse noise.

We use the definitions of the non-local functionals presented in [6, 24]. Recall that Ω is the

grid where the image lives. For each image u, the nonlocal gradient ∇wu maps a pair of pixels

(x, y) ∈ Ω× Ω to a real number:

(∇wu) (x, y) = (u(y)− u(x))
√

w(x, y), ∀x, y ∈ Ω,

where w is the edge weight between the pixels located at x and y, and w can be defined as

follows:

w(u, h)(x, y) = e{−
∫
Ω
Ga∗‖g(x+z)−g(y+z)‖2

2
dz/h2},

where
∫

ΩGa ∗ ‖g(x+ z)− g(y + z)‖
2
2 dz is the distance between patches at the location x and

y of the given corrupted image g, Ga is a Gaussian function with standard deviation a and h is

a filtering parameter which is dependent on the noise level. According to the above definition,

w is symmetric.

Then the NLTV regularization is defined as:

min
u

‖∇wu‖1 ,

where |∇wu| (x) =
√

∫

Ω
(u(y)− u(x))

2
w (x, y) dy.

With the noise candidates information, the constrained NLTV-l1 model for image deblurring

under impulse noise can be defined as:

min
0≤u≤1

‖∇wu‖1 + λ
∥

∥χΩ\ΩN
(Au − g)

∥

∥

1
. (4.7)

As the definitions in [6, 24], the divergence of the dual variable p can be computed by:

(divwp) (x) =

∫

Ω

(p(x, y)− p(y, x))
√

w(x, y)dy,

and we have

〈∇wu, p〉 = −〈u, divwp〉 .

Then the primal-dual formulation of (4.7) is:

max
p,q

min
u

−〈u, divwp〉+
〈

χΩ\ΩN
(Au − g) , q

〉

− δP (p)− δQ(q) + δS(u). (4.8)

Thus the two-phase algorithm (named pdNLTV2) for solving (4.7) is given as follows:














pn+1 = ProxδP (pn + td∇wū) ,

qn+1 = ProxδQ
(

qn + tdχΩ\ΩN
(Aū− g)

)

,

un+1 = ProxδS
(

un − tu
(

−divwp
n+1 +A∗χΩ\ΩN

qn+1
)

)
)

,

ū = 2un+1 − un,

(4.9)

where again, the proximal operators can be computed by (3.8) efficiently.

Here,

L ≤

√

‖∇w‖
2
2 +

∥

∥χΩ\ΩN
A
∥

∥

2

2
.

Since ‖∇w‖
2
2 ≤ 4Nn (Nn is the maximal number of the neighbors of a pixel) (see [24]) and

usually
∥

∥χΩ\ΩN
A
∥

∥

2
≤ 1, then we have L2 ≤ 4Nn + 1. However, in practice, the optimal L2

sometimes may take smaller value for this algorithm. The same problem appeared in [13].

In the next section, we will show that the proposed algorithms are efficient in computational

time and effective in restoring images with impulse noise.
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5. Experimental Results

In this section, we illustrate the performance of the proposed algorithms and compare it to

the FTVd algorithm [48], the ALM algorithm, the algorithm (denoted by Cai2008) in [10] and

the algorithm (denoted by Cai2010) in [11]. To compute the weights in the NLTV regularization,

the code provided by Bresson 1) is used. We use the 256× 256 Cameraman image for example,

and only give numerical results of the restoration of other images in Section 5.3. All the images

are blurred by a 7 × 7 Gaussian blur with standard deviation 5 (generated by the MATLAB

function ‘fspecial’).

The compared four algorithms are unconstrained algorithms. However, some of them use

the box constraint as the post-processing step to project the all pixel values back to [0, 1]. In

this paper, we do this post-processing for the four algorithms, and this enable us to get slightly

better results for each algorithm.

The experiments were performed under Windows Vista Premium and MATLAB R2011a

running on a laptop with an Intel Core 2 Duo 2.70 GHz.

The signal-to-noise ratio (SNR) is adopted to measure the quality of the restored images.

It is defined by:

SNR(u, ũ) = 10 ∗ log10
‖ũ− E(ũ)‖

2
2

‖ũ− u‖
2
2

,

where u denotes the restored image, ũ denotes the original image and E(ũ) is the mean intensity

value of ũ. The stopping criterion is the relative difference between the successive iterates of

the restored image (RDS) which is commonly used [11, 14, 48], and is defined by:

RDS
(

un+1, un
)

=

∥

∥un+1 − un
∥

∥

2

‖un+1‖2
.

We stop all the algorithms whenever RDS
(

un+1, un
)

< ε (here ε is a small positive constant

which means that the results of the algorithms change little) except for the ALM algorithm

where we use the stopping criterion as suggested in [45].

In order to get fast convergence and high SNR, we set tdtu = 1/8 for the algorithms pdTV1,

pdTV2 and pdNLTV2 except for the experiments on the images blurred and corrupted by the

salt-and-pepper noise with noise levels 30%, 40%, 50%, 60% we set tdtu = 1 for pdNLTV2.

Table 5.1: SNR (dB) and computational times (in seconds) for the one-phase methods for the corrupted

Cameraman image.

salt-and-pepper random-valued

30% 40% 50% 60% 20% 30% 40% 50% Average

FTVd 14.69 13.56 12.65 11.38 17.32 13.90 12.69 10.45 13.33

(18.4s) (18.3s) (19.0s) (19.2s) (18.8s) (17.6s) (17.7s) (18.1s) (18.4s)

ALM 14.28 13.19 12.35 11.07 16.68 13.49 12.45 10.38 12.99

(5.2s) (4.4s) (5.0s) (5.7s) (6.5s) (3.7s) (4.4s) (2.8s) (4.7s)

pdTV1 14.72 13.60 12.67 11.37 17.33 13.93 12.73 10.61 13.37

(6.6s) (5.8s) (5.4s) (4.9s) (8.4s) (5.7s) (4.9s) (4.6s) (5.8s)

1) http://www.cs.cityu.edu.hk/ xbresson/ucla/code.html
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Fig. 5.1. One-phase methods for restoration of the corrupted Cameraman images. The first row is

the images corrupted by blur and the salt-and-pepper noise with noise levels 30%, 40%, 50% and 60%

respectively. The rest rows from top to bottom give the images recovered by FTVd, ALM and proposed

pdTV1.

5.1. One-phase method

In this subsection, we give the experiments on the Cameraman image blurred and corrupted

by the salt-and-pepper noise with noise levels 30%, 40%, 50%, 60%, corrupted by random-

valued noise with noise levels 20%, 30%, 40%, 50% respectively. We use the same values for

λ for all algorithms in this subsection at the same noise level as suggested in [48], and for the

salt-and-pepper noise, λ = 13, 10, 8, 4 respectively, for the random-valued noise, λ = 25, 10, 8, 4

respectively.

When implementing the FTVd method, we use the the toolbox FTVd 2.0 downloaded from

the authors’ website. For the algorithm ALM, as suggested in [45], the parameters (rp, rz) are

set to be (20, 100), (20, 100), (10, 100), (10, 25) for the different levels of the salt-and-pepper

noise respectively, and (20, 150), (50, 100), (10, 150), (50, 50) for the different levels of the

random-valued noise respectively. For the proposed algorithm pdTV1, we set tu = 0.07/λ for

the salt-and-pepper noise and tu = 0.06/λ for the random-valued noise.

The restored images are shown in Fig. 5.1 and Fig. 5.2. The comparisons are given in Table

5.1. One can clearly observe that the resulting SNRs of the ALM algorithm are the lowest, the
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Fig. 5.2. One-phase methods for restoration of the corrupted Cameraman images. The first row is

the images corrupted by blur and the random-valued noise with noise levels 20%, 30%, 40% and 50%

respectively. The rest rows from top to bottom give the images recovered by FTVd, ALM and proposed

pdTV1.

resulting SNRs of the FTVd algorithm and the proposed pdTV1 algorithm are comparable,

and the proposed pdTV1 algorithm is much faster than the FTVd algorithm. In addition, the

computational time by the proposed pdTV1 algorithm is comparable to the fastest algorithm

ALM.

When this paper was nearly finished, we got to know that Chan et al. [18] proposed an

algorithm for box-constrained TV-l1 like one-phase model for image deblurring under impulse

noise in their recently accepted paper. The model considered by Chan et al. [18] is:

min
0≤u≤255

∑

i,j

√

(∂xuij)
2
+ (∂yuij)

2
+ β +

∑

i,j

√

(

(Au)ij − gij

)2

+ γ, (5.1)

where β > 0, γ > 0. When handling the box constraints, Chan et al. introduce constants

ε > 0 to avoid possible zero denominators. Obviously, the values of these parameters have

much impact on the performance of the algorithm, and need to be carefully chosen. In their

algorithm, they also employ a line search which takes much computational cost. As suggested

in [18], although Chan et al. obtained a sightly better PSNR gains compared with FTVd
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Fig. 5.3. Two-phase methods for restoration of image Cameraman corrupted by blur and salt-and-

pepper noise with noise levels 30%, 40%, 50% and 60% respectively. From top row to bottom row:

filtered image, results recovered by Cai2008, Cai2010, proposed pdTV2 and pdNLTV2 method.

algorithm, their algorithm is much slower. However, our algorithm is much faster than FTVd

algorithm, and these constants in (5.1) are not necessary in our algorithm.

5.2. Two-phase method

Here, we compare the proposed two-phase methods pdTV2 and pdNLTV2 with the algo-

rithms Cai2008, Cai2010.

First, we give the experiments on the corrupted images used in the above subsection. The

parameter η for the smooth regularization in algorithm Cai2010 is set to be 1/2552. There are

several parameters in Cai2008, and it is not easy to fix them. We use the code provided by

the author, and scale the intensity values of the corrupted images to [0, 255], then we carefully

select the parameters values according to the suggestion in [10]. We fix η = 0.0001, and the
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Fig. 5.4. Two-phase methods for restoration of the Cameraman image corrupted by blur and random-

valued noise with noise levels 20%, 30%, 40% and 50% respectively. From top row to bottom row:

filtered image results recovered by Cai2008, Cai2010 and pdNLTV2method.

other parameters (α, β, ǫ) are given below.

For the salt-and-pepper noise with noise levels 30%, 40%, 50%, 60%: the parameters in

Cai2008 are set to be (2 × 10−6, 2 × 10−6, 0.001), (2 × 10−6, 2 × 10−6, 0.001), (5 × 10−6, 5 ×

10−6, 0.001), (5×10−6, 5×10−6, 0.0005) respectively; the regularization parameter β in Cai2010

is set to be 1/5000; then the parameter λ in the proposed pdTV2 and pdNLTV2 algorithms

is set to be 1/β; the time step in the proposed pdTV2 and pdNLTV2 algorithms is set to be

tu = 0.4/λ; for the algorithm pdNLTV2, we set h = 0.05, and the number of neighbors be

(6+0) ( the notation (n1 + n2) means that the similar neighborhoods contain n1 searched best

and n2 nearest neighborhoods).

For the random-valued noise with noise levels 20%, 30%, 40%, 50%: the parameters in

Cai2008 are set to be (2 × 10−4, 2 × 10−4, 0.001), (4 × 10−4, 4 × 10−4, 0.001), (7 × 10−4, 7 ×

10−4, 0.001), (0.001, 0.001, 0.0005) respectively; the regularization parameter β in Cai2010 is set

to be 1/500, 1/400, 1/250, 1/100; then the parameter λ in the proposed pdTV2 and pdNLTV2

algorithms is set to be 1/2β; The time step in the proposed pdTV2 and pdNLTV2 model is

set to be tu = 0.04/λ. For the pdNLTV2, we set h = 0.01, and the number of neighbors to be

(6 + 0) for first two images, (4 + 4) for third image, and (2 + 4) for the last one.
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Fig. 5.5. Two-phase method for the restoration of the Cameraman image corrupted by blur and the salt-

and-pepper noise with noise level 90%. From left to right: the corrupted image, the filtered image; the

images recovered by Cai2008 (SNR=11.59dB, times=145.5s), Cai2010 (SNR=12.21dB, times=212.3s),

proposed pdTV2 (SNR=12.39dB, times=28.8s) and pdNLTV2 (SNR=12.41dB, times=144.5s).

Table 5.2: SNR (dB) and computational times (in seconds) for the two-phase methods for the corrupted

Cameraman image.

salt-and-pepper random-valued

30% 40% 50% 60% 20% 30% 40% 50%

Cai2008 20.92 19.50 18.11 16.52 21.02 19.24 17.21 14.86

(276.6s) (293.9s) (268.0s) (255.7s) (416.3s) (426.6s) (470.0s) (573.2s)

Cai2010 24.56 22.40 20.54 18.61 24.66 21.85 19.48 16.41

(211.4s) (216.8s) (211.6s) (216.7s) (288.4s) (315.4s) (336.8s) (395.0s)

pdTV2 25.67 23.62 21.55 19.27 24.97 22.09 19.53 16.43

(61.2s) (60.8s) (62.0s) (61.4s) (52.1s) (48.1s) (42.3s) (33.4s)

pdNLTV2 26.37 23.87 21.72 19.52 25.50 22.18 19.70 16.70

(133.3s) (146.6s) (189.7s) (132.9s) (215.1s) (138.3s) (101.1s) (56.2s)

Fig. 5.3 and Fig. 5.4 give the restored images. The filtered images obtained from applying

AMF or ACWMF to the corrupted images are shown in the first row in each Figure respectively.

It is obviously observed that the random-valued noise is more difficult to remove than the salt-

and-pepper noise. Table 5.2 illustrate the SNR and computational times of the three methods.

Clearly, the proposed pdTV2 is the fastest one. The proposed pdNLTV2 gets the best restored

results, and the proposed two algorithms are both faster than the algorithms Cai2008 and

Cai2010.

Next, we give experiments on the corrupted images with high level noise: 90% of the salt-

and-pepper noise we set (1 × 10−5, 1 × 10−5, 1 × 10−4) for Cai2008, β = 5000 for Cai2010,

λ = 1/β, tu = 5/λ for pdTV2, and h = 0.05, λ = 1/β, tu = 2.5/λ for pdNLTV2. Fig. 5.5

give the results. We can observe that the two-phase algorithms can handle high noise levels of

the salt-and-pepper noise, and for the corrupted image, the one-phase algorithms cannot yield

meaningful results. Although using the filtered image which has many errors to compute the

weights, the proposed pdNLTV2 algorithm achieve highest restored quality.
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Fig. 5.6. Original images. From left to right: Barbara, Boat, Couple, Man.

Table 5.3: SNR (dB) and computational times (in seconds) for various methods for other images blurred

and corrupted by the salt-and-pepper noise with noise level 50%.

One-phase method Two-phase method

Images FTVd ALM pdTV1 Cai2008 Cai2010 pdTV2 pdNLTV2

Barbara 10.70 10.47 10.69 13.97 14.13 13.97 14.02

(76.1s) (18.5s) (43.1s) (1508.6s) (1056.3s) (612.0s) (715.8s)

Boat 12.93 12.39 12.93 19.02 20.60 20.76 21.14

(75.8s) (19.1s) (41.1s) 1286.3 (808.7s) (403.1s) (444.1s)

Couple 12.24 11.84 12.24 18.77 20.10 20.35 20.69

(75.0s) (18.0s) (42.6s) (1306.5) (819.6s) (435.2s) (497.5s)

Man 14.40 13.77 14.40 19.61 20.93 21.20 21.50

(76.9s) (17.9s) (47.4s) (1613.9s) (972.0s) (447.5s) (546.5s)

Average 12.57 12.11 12.57 18.52 19.47 19.58 19.84

(76.0s) (18.4s) (43.6s) (1364.3s) (848.3s) (456.0s) (530.7s)

5.3. Experiments on Other Images

Now we give some results for the other 512 × 512 gray images (shown in Fig. 5.6) which

are blurred and corrupted by the salt-and-pepper noise with noise level 50% or by the random-

valued noise with noise level 40%. We set the parameters the same as the previous experiments

on the corrupted image with the same noise level except for pdTV1, we set tu = 0.03/λ or 0.04/λ

when dealing with the two different kinds of noise respectively; for pdTV2, we set tu = 0.2/λ;

for pdNLTV2, we set tu = 0.4/λ, h = 0.1 and the number of the neighbors be (2 + 4) for the

salt-and-pepper noise, tu = 0.01/λ, h = 0.05 and the number of the neighbors be (4+4) for the

random-valued noise. Tables 5.3 and 5.4 illustrate the SNR and computational times of various

methods, and the proposed methods also exhibit good performance.

We do not give the results obtained from applying the algorithm pdTV2 to image deblurring

and random-valued noise removal, because in this case, the algorithm pdNLTV2 is much faster

than the algorithm Cai2010 and get better results. Although the algorithm pdTV2 is fastest

(the average times=299.0s), the resulting average SNR is 18.49dB which is slightly lower than

that obtained by the algorithm Cai2010.

5.4. About the convergence of the algorithms

Since the two-phase methods: Cai2008 and Cai2010, use preconditioned conjugate method

to solve the corresponding inner linear systems. Thus it’s not possible to show their convergence

w.r.t. iteration. Here, we just give the comparison of the convergence of one-phase methods:

FTVd, ALM, pdTV1. Fig. 5.7 gives one example. We can observe that the convergence rate
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Table 5.4: SNR (dB) and computational times (in seconds) for various methods for other images blurred

and corrupted by the random-valued noise with noise level 40%.

One-phase method Two-phase method

Images FTVd ALM pdTV1 Cai2008 Cai2010 pdNLTV2

Barbara 10.78 10.58 10.78 12.61 13.28 13.40

(70.0s) (16.4s) (41.0s) (1921.0s) (1538.4s) (628.4s)

Boat 13.26 12.74 13.30 18.72 19.82 20.00

(70.9s) (16.9s) (39.5s) (1882.2s) (1208.9s) (524.6s)

Couple 12.54 12.13 12.54 18.08 19.24 19.36

(70.2s) (16.2s) (39.3s) (1979.8s) (808.7s) (549.9s)

Man 14.24 13.77 14.32 18.96 19.81 19.94

(73.5s) (15.2s) (43.4s) (2507.5s) (1635.7s) (617.1s)

Average 12.71 12.31 12.74 17.83 18.66 18.76

(71.2s) (16.2s) (40.8s) (2047.5s) (1270.6s) (561.5s)

of pdTV1 is between ALM and FTVd. However, pdTV1 achieves highest SNR results.

6. Conclusion

In this paper, we present some effective and efficient algorithms for restoration of blurred

images with impulse noise via box-constrained TV-type l1 models. Both one-phase and two-

phase methods are designed. And with the noise candidates information, the two-phase methods

can yield much better results than the one-phase method, and can handle much higher impulse
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Fig. 5.7. From top to bottom and left to right: SNR gain vs. number of iterations of the Cameraman

corrupted by blur and salt-and-pepper noise with noise levels 30%, 40%, 50%, 60% respectively.
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noise level. By combining the nonlocal TV regularization, the algorithm can achieve much

higher image restoration quality. However, since the selected neighbors and its weights in the

nonlocal TV regularization play an important role, one should carefully select the suitable

parameter values which are dependent on the images and the noise levels. As a matter of fact,

these factors are all attributed to how to conveniently and effectively compute the similarity

of the patches in the given image. In the future work, we will explore this important topic for

analysis and for other image processing applications. The adaptive choice of the step-size td, tu
is also extremely interesting.
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