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Abstract

In this article we propose an overlapping Schwarz domain decomposition method for

solving a singularly perturbed semilinear reaction-diffusion problem. The solution to this

problem exhibits boundary layers of width O(
√
ε ln(1/

√
ε)) at both ends of the domain due

to the presence of singular perturbation parameter ε. The method splits the domain into

three overlapping subdomains, and uses the Numerov or Hermite scheme with a uniform

mesh on two boundary layer subdomains and a hybrid scheme with a uniform mesh on the

interior subdomain. The numerical approximations obtained from this method are proved

to be almost fourth order uniformly convergent (in the maximum norm) with respect to the

singular perturbation parameter. Furthermore, it is proved that, for small ε, one iteration

is sufficient to achieve almost fourth order uniform convergence. Numerical experiments

are given to illustrate the theoretical order of convergence established for the method.
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1. Introduction

We consider singularly perturbed semilinear reaction-diffusion problem of the form

Tu := −εu′′ + f(x, u) = 0, x ∈ Ω = (0, 1), (1.1a)

u(0) = γ0, u(1) = γ1, (1.1b)

where ε ≪ 1 is a small positive parameter and f is a sufficiently smooth function. In general,

as ε tends to zero, the solution u of (1.1) may exhibit boundary and/or internal layers of various

types. The location of the layers and the behavior of the solution in these layers depend on the

character of f [5,13]. Problems of type (1.1) are probably the most frequently studied singular

perturbation problems, both asymptotically and numerically, see [5,9,13,15,16,19,21–23], and

the references therein. This interest can be justified by several model problems arising in many

areas of science and engineering, such as theory of nonpremixed combustion [24], Michaelis-

Menten process in biology [4], and catalytic reaction theory [1].
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We consider problem (1.1) with the assumption that

fu(x, y) ≥ β > 0 for all (x, y) ∈ Ω× R. (1.2)

Under this assumption, problem (1.1) and the reduced problem f(x, u0(x)) = 0, x ∈ Ω, have

unique solutions u and u0 respectively. The solution u generally has exponential boundary

layers at x = 0 and x = 1 of width O(
√
ε ln(1/

√
ε)). More precisely, u can be decomposed into

two parts: u = v + w, where for s = 0, . . . , 6 and x ∈ Ω [20]

|v(s)(x)| ≤ C, |w(s)(x)| ≤ Cε−s/2
(

e(−x
√

β/ε) + e(−(1−x)
√

β/ε)
)

. (1.3)

Due to the presence of thin layers, classical numerical methods fail to produce satisfactory

results for sigularly perturbed problems, when the perturbation parameter is sufficiently small.

This leads to the development of special numerical methods – so called ‘parameter-robust’

or ‘uniformly convergent’ numerical methods – that behave uniformly well for all values of

the perturbation parameter, no matter how small [7, 17]. Farrell et al. [8] gave a theoretical

result which shows that, even in the case of very simple nonlinearity of f(x, u) in u, that

is, f(x, u) = a(u)u, uniform convergence cannot be achieved in the discrete maximum norm

using fitted finite difference schemes on uniform meshes. Most of the works for singularly

perturbed semilinear reaction-diffusion problems involve the use of standard finite difference

method on special layer-resolving meshes [17]. In the current work we consider a Schwarz

domain decomposition method with overlapping subdomains. The origins of this approach

can be traced back to the seminal work of Schwarz [18] in the nineteenth century. However,

the general development of domain decomposition algorithms occurred only subsequent to the

development of parallel computer architectures. More details on domain decomposition can be

found in [14].

Suitably designed Schwarz domain decomposition methods have been proven to yield uni-

formly accurate results for singularly perturbed semilinear reaction-diffusion problems [2, 3, 6].

These methods involve the use of either overlapping subdomains or two overlapping sets of

subdomains with no subdomain overlap within each set. The order of uniform convergence in

these works is not higher than two. In the current work we design an overlapping Schwarz

domain decomposition method that yields almost fourth order uniform approximations for the

solution of (1.1). A comprehensive analysis has been given to prove the uniform convergence

(in the maximum norm) with respect to the perturbation parameter. Furthermore, we address

much faster convergence of the iterative process for small ε. More specifically, it is shown that,

for small ε, one iteration is sufficient to achieve almost fourth order uniform convergence.

This paper is organized as follows. In Section 2, we propose an overlapping Schwarz domain

decomposition method for solving problem (1.1), and establish nodal error estimates and global

error estimates. Results of the numerical experiments are given in Section 3.

Notation. Throughout the paper, C denotes a generic positive constant that is independent

of ε, k and the discretization parameter N . We consider the maximum norm and denote it by

||.||D, where D is a closed and bounded subset of Ω. For a real valued function g ∈ C(D), we

define ||g||D = maxx∈D |g(x)|. If D = Ω, we drop D from the notation. The analogous discrete

maximum norm on the mesh Ω
N

is denoted by ||.||
Ω

N . For any functions g, yp ∈ C(Ω), define

gi = g(xi), yp,i = yp(xi).
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2. Overlapping Schwarz Method

2.1. Methodology

We start with decomposition of the domain Ω into three overlapping subdomains Ωp, p =

ℓ,m, r :

Ωℓ = (0, 2σ), Ωm = (σ, 1 − σ), Ωr = (1− 2σ, 1),

where the subdomain parameter σ is defined as follows:

σ = min

{

1

4
, 4

√

ε

β
lnN

}

. (2.1)

Letting N = 3 × 2j , j ≥ 1, we place a uniform mesh Ω
N

p = {xi}Ni=0, with hp = xi − xi−1 =

(d − a)/N, on each subdomain Ωp = (a, d), p = l,m, r. Note that the number of mesh points

in each of the three overlapping subdomains need not be equal, but only of the same order,

and are considered equal here only to simplify the presentation. The discretization on each

subdomain ΩN
p , p = ℓ,m, r is of the form

TN
p Up,i := −εδ2xUp,i + q−p,if(xi−1, Up,i−1) + qcp,if(xi, Up,i)

+q+p,if(xi+1, Up,i+1) = 0, xi ∈ ΩN
p , (2.2)

where

δ2xUp,i :=
1

h2
p

(Up,i+1 − 2Up,i + Up,i−1),

and the coefficients q•p,i, • = −, c,+ are defined as follows. For subdomains ΩN
p , p = ℓ, r, the

coefficients q•p,i, i = 1, . . . , N − 1, • = −, c,+ are given by

q−p,i =
1

12
, qcp,i =

10

12
, q+p,i =

1

12
. (2.3)

For subdomain ΩN
p , p = m, depending on the relation between hp and ε, the coefficients q•p,i,

i = 1, . . . , N − 1, • = −, c,+ are defined in two different cases. Let fu(x, y) ≤ α, for all

(x, y) ∈ Ω × R. If h2
p α ≤ 12ε, the coefficients q•p,i, i = 1, . . . , N − 1, • = −, c,+ are defined

again by (2.3). For the case h2
p α > 12ε, the coefficients q•p,i, i = 1, . . . , N − 1, • = −, c,+ are

given by

q−p,i = 0, qcp,i = 1, q+p,i = 0. (2.4)

Note that, on Ωℓ and Ωr, the Hermite or Numerov scheme is considered; while on Ωm, a hybrid

scheme combining the Hermite scheme and the central scheme is considered.

The iterative process is defined as follows. Choosing initial mesh function U [0] as

U [0](xi) = u0(xi), 0 < xi < 1, U [0](0) = u(0), U [0](1) = u(1),

the mesh function U [k], for all k ≥ 1, is determined by

U [k](xi) =























U
[k]
ℓ (xi), xi ∈ Ω

N

ℓ \ Ωm,

U
[k]
m (xi), xi ∈ Ω

N

m,

U
[k]
r (xi), xi ∈ Ω

N

r \ Ωm,

(2.5)
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where mesh functions U
[k]
p , p = ℓ,m, r satisfy

TN
ℓ U

[k]
ℓ = 0 in ΩN

ℓ , U
[k]
ℓ (0) = u(0), U

[k]
ℓ (2σ) = SU [k−1](2σ),

TN
r U [k]

r = 0 in ΩN
r , U [k]

r (1− 2σ) = SU [k−1](1 − 2σ), U [k]
r (1) = u(1),

TN
mU [k]

m = 0 in ΩN
m, U [k]

m (σ) = SU [k]
ℓ (σ), U [k]

m (1− σ) = SU [k]
r (1− σ).

Here SZ denotes the cubic C0-spline interpolant of Z, obtained by clustering three adjacent and

equidistant mesh intervals and fitting a cubic function through the numerical approximation

on the four associated mesh points (i.e., on macro intervals [x3i, x3(i+1)], where

x3i+1 − x3i = x3i+2 − x3i+1 = x3i+3 − x3i+2,

we fit cubic polynomials). By defining this way the operator S is uniformly stable [10].

2.2. Nodal error analysis

For convenience of later use, we state the following lemma.

Lemma 2.1. ([11]) Let u be the solution of (1.1). Then

||u|| ≤ 1

β
||f(., 0)||+max{|γ0|, |γ1|}.

We define Ω
N

:= (Ω
N

ℓ \Ωm)∪ΩN

m∪(ΩN

r \Ωm). In the following theorem we obtain parameter-

robust error estimate of the Schwarz iterates.

Theorem 2.1. Let u be the solution of (1.1) and let U [k] be the kth iterate of the discrete

Schwarz method of Sect. 2.1. Then

||u− U [k]||
Ω

N ≤ C2−k + CN−4 ln4 N.

Proof. Application of the triangle inequality and Lemma 2.1 gives

||u− U [0]||ΩN ≤ ||u||ΩN + ||u0||ΩN ≤ C.

Also, we have (u− U [k])(0) = 0 and (u− U [k])(1) = 0. Then clearly there exist C such that

||u− U [0]||
Ω

N ≤ C20 + CN−4 ln4 N.

For some k ≥ 0, suppose

||u− U [k]||
Ω

N ≤ C2−k + CN−4 ln4 N.

On the subdomain Ω
N

ℓ , the error function η
[k+1]
ℓ = u− U

[k+1]
ℓ solves

−εδ2xη
[k+1]
ℓ,i + q−ℓ,i(f(xi−1, ui−1)− f(xi−1, U

[k+1]
ℓ,i−1 )) + qcℓ,i(f(xi, ui)− f(xi, U

[k+1]
ℓ,i ))

+q+ℓ,i(f(xi+1, ui+1)− f(xi+1, U
[k+1]
ℓ,i+1 )) = ε([Qℓu

′′]i − δ2xui), xi ∈ ΩN
ℓ ,

with

η
[k+1]
ℓ (0) = 0, η

[k+1]
ℓ (2σ) = (u− SU [k])(2σ),
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where [Qpz]i := q−p,izi−1 + qcp,izi + q+p,izi+1. The end point 2σ, in general, does not lie in Ω
N
.

Therefore, we use a cubic C0-spline interpolant of the previous iterate to compute U
[k+1]
ℓ (2σ).

Using the solution decomposition u = v + w, we get

|(u− Su)(2σ)| ≤ |(v − Sv)(2σ)| + |(w − Sw)(2σ)|.

Let I be a cluster of three adjacent mesh intervals of equal length hI containing the point 2σ.

Then I ⊂ Ωm. We make use of the following standard interpolation error estimates

|(g − Sg)(2σ)| ≤ Ch4
I ||g(4)||I and |(g − Sg)(2σ)| ≤ C||g||I for g ∈ C4(I). (2.6)

For the regular part v, we use the first bound of (2.6), and (1.3) to get |(v−Sv)(2σ)| ≤ CN−4.

While for the layer part w, we consider two distinct cases: σ = 1/4 and σ < 1/4. In the first

case use the first bound of (2.6) along with (1.3), ε−1/2 ≤ C lnN and hI = 1
2N to get

|(w − Sw)(2σ)| ≤ CN−4 ln4 N.

The case when σ < 1/4, use the second bound of (2.6), and (1.3) to get

|(w − Sw)(2σ)| ≤ C2e−σ
√

β/ε ≤ CN−4.

Using these bounds, the uniform stability of the operator S [10] and the induction hypothesis,

it holds

|(u− SU [k])(2σ)| ≤ |(u− Su)(2σ)| + |S(u − U [k])(2σ)|
≤ C2−k + CN−4 ln4 N. (2.7)

For xi ∈ ΩN
ℓ , use Taylor expansions, hℓ ≤ C

√
εN−1 lnN and (1.3) to get

ε|([Qℓu
′′]i − δ2xui)| ≤ Cεh4

ℓ ||u(6)||[xi−1,xi+1]. ≤ CN−4 ln4 N. (2.8)

Alternatively, the error equation can be written as

−εδ2xη
[k+1]
ℓ,i + [Qℓ(bℓη

[k+1]
ℓ )]i = ε([Qℓu

′′]i − δ2xui), xi ∈ ΩN
ℓ ,

where

bℓ,i =

∫ 1

0

fu(xi, U
[k+1]
ℓ,i + s(ui − U

[k+1]
ℓ,i ))ds ≥ β > 0.

Introducing the difference operator

LN
ℓ zi := −εδ2xzi + [Qℓ(bℓz)]i, xi ∈ ΩN

ℓ ,

it is easy to see that the matrix associated with LN
ℓ is an M-matrix. Hence, the difference

operator LN
ℓ satisfy the maximum principle. Recalling (2.7)-(2.8), use the maximum principle

for the operator LN
ℓ with the barrier function xi

2σC2−k + CN−4 ln4 N, for sufficiently large C

to get

|η[k+1]
ℓ (xi)| ≤

xi

2σ
C2−k + CN−4 ln4 N.

Consequently

||u− U
[k+1]
ℓ ||

Ω
N

ℓ
\Ωm

≤ C2−(k+1) + CN−4 ln4 N. (2.9)
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Now use similar arguments to get

||u− U [k+1]
r ||

Ω
N

r
\Ωm

≤ C2−(k+1) + CN−4 ln4 N. (2.10)

Thus, we are left to obtain similar bound for ||u−U
[k+1]
m ||

Ω
N

m

. On the subdomain Ω
N

m, the error

function η
[k+1]
m = u− U

[k+1]
m solves

−εδ2xη
[k+1]
m,i + [Qm(bmη[k+1]

m )]i = ε([Qmu′′]i − δ2xui), xi ∈ ΩN
m, (2.11)

with

|η[k+1]
m (σ)| = |(u− SU [k+1]

l )(σ)| = |(u− U
[k+1]
l )(σ)|

≤ C2−(k+1) + CN−4 ln4 N, (2.12)

|η[k+1]
m (1− σ)| = |(u− SU [k+1]

r )(1− σ)| = |(u− U [k+1]
r )(1− σ)|

≤ C2−(k+1) + CN−4 ln4 N, (2.13)

where

bm,i =

∫ 1

0

fu(xi, U
[k+1]
m,i + s(ui − U

[k+1]
m,i ))ds ≥ β > 0.

Here we have used previous error estimates and the fact that σ and 1− σ, respectively, are the

mesh points of Ωℓ and Ωr. We split right-hand side of (2.11) according to the decomposition of

u :

ε([Qmu′′]i − δ2xui) = ε([Qmv′′]i − δ2xvi) + ε([Qmw′′]i − δ2xwi). (2.14)

Now, to estimate both terms on the right-hand side of (2.14), we consider two distinct cases:

h2
mα > 12ε and h2

mα ≤ 12ε.

(i) When h2
mα > 12ε, central differencing is considered. Let g ∈ C4([xi−1, xi+1]). Then

Taylor expansions give

|([Qmg′′]i − δ2xgi)| ≤







Ch2
m||g(4)||[xi−1,xi+1],

C||g(2)||[xi−1,xi+1].
(2.15)

Use the first estimate of (2.15), hm ≤ CN−1 and ||v(4)|| ≤ C to get ε|([Qmv′′]i−δ2xvi)| ≤ CN−4.

The truncation error for the layer partw is estimated in two distinct cases: σ = 1/4 and σ < 1/4.

In the first case ε−1/2 ≤ C lnN . Thus ||w(4)|| ≤ C ln4 N , by (1.3). Using the first bound of

(2.15), it follows that

ε|([Qmw′′]i − δ2xwi)| ≤ CN−4 ln4 N.

For σ < 1/4, using the second bound of (2.15), we get

ε|([Qmw′′]i − δ2xwi)| ≤ Cε||w(2)||[xi−1,xi+1] ≤ CN−4.

(ii) When h2
mα ≤ 12ε, the Hermite scheme is considered. Let g ∈ C6([xi−1, xi+1]). Then

Taylor expansions give

|([Qmg′′]i − δ2xgi)| ≤







Ch4
m||g(6)||[xi−1,xi+1],

C||g(2)||[xi−1,xi+1].
(2.16)
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The truncation error for the regular part v is bounded using the first estimate of (2.16),

hm ≤ CN−1 and ||v(6)|| ≤ C. We obtain ε|([Qmv′′]i − δ2xvi)| ≤ CN−4. For the other term,

we consider two distinct cases: σ = 1/4 and σ < 1/4. In the first case, ε−1/2 ≤ C lnN . Thus

||w(6)|| ≤ Cε−1 ln4 N , by (1.3). Use the first bound of (2.16) to get

ε|([Qmw′′]i − δ2xwi)| ≤ CN−4 ln4 N.

While for the other case, use the second bound of (2.16) to get

ε|([Qmw′′]i − δ2xwi)| ≤ CN−4.

Collecting the various bounds for both the cases, we get

ε|([Qmu′′]i − δ2xui)| ≤ CN−4 ln4 N, xi ∈ ΩN
m.

Therefore, applying the maximum principle to (2.11)-(2.13) we obtain

||u − U [k+1]
m ||

Ω
N

m

≤ C2−(k+1) + CN−4 ln4 N. (2.17)

Combining error bounds (2.9),(2.10) and (2.17) we have the desired result. �

Consider the following discrete problems

−εδ2xZp,i + [Qp(bZp)]i = 0, xi ∈ ΩN
p , Zp,0 = z0, Zp,N = z1, (2.18)

and

−εδ2xY
s
p,i + [Qp(βY

s
p )]i = 0, xi ∈ ΩN

p , s = 1, 2, (2.19a)

Y 1
p,0 = 1, Y 1

p,N = 0, Y 2
p,0 = 0, Y 2

p,N = 1, (2.19b)

where b(xi) ≥ β for xi ∈ Ω
N

p , β > 0 and p = ℓ,m, r. From the maximum principle, one can

easily derive that 0 ≤ Y s
p,i ≤ 1, xi ∈ Ω

N

p , s = 1, 2.

Lemma 2.2. Suppose that Zp,i and Y s
p,i, s = 1, 2 are the solutions to the discrete problems

(2.18) and (2.19) respectively. Then

|Zp,i| ≤ Y 1
p,i|z0|+ Y 2

p,i|z1|, xi ∈ Ω
N

p .

Proof. Suppose that Wp solves

−εδ2xWp,i + [Qp(βWp)]i = 0, xi ∈ ΩN
p , Wp,0 = |z0|, Wp,N = |z1|.

Then Wp can be written as

Wp,i = Y 1
p,i|z0|+ Y 2

p,i|z1|, xi ∈ Ω
N

p .

This can be verified by direct substitution. Using maximum principle, it follows that

|Zp,i| ≤ Wp,i, xi ∈ Ω
N

p .

This completes the proof. �

The following theorem establishes that the iterative process converges much faster than is

shown in Theorem 2.1.
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Theorem 2.2. Let U [k] be the kth iterate of the discrete Schwarz method of Sect. 2.1. Then

||U [k+1] − U [k]||
Ω

N ≤ Cµk,

where

µ =

(

1 +
σ

N

√

β

ε

)−N

< 1.

Furthermore, µ ≤ 16N−4 for σ = 4
√
ε lnN/

√
β.

Proof. The proof is by induction. As ||U [1] − U [0]||ΩN ≤ ||U [1]||ΩN + ||u0||ΩN , we use a

discrete equivalent of Lemma 2.1 in each of the three overlapping subdomains to get

||U [1]
ℓ ||

Ω
N

ℓ

≤ C, ||U [1]
r ||

Ω
N

r

≤ C and ||U [1]
m ||

Ω
N

m

≤ C.

On combining these estimates, it holds

||U [1] − U [0]||
Ω

N ≤ Cµ0.

For some k ≥ 0, suppose

||U [k+1] − U [k]||
Ω

N ≤ Cµk.

The mesh function ξ
[k+2]
ℓ = U

[k+2]
ℓ − U

[k+1]
ℓ solves

− εδ2xξ
[k+2]
ℓ,i + [Qℓ(dℓξ

[k+2]
ℓ )]i = 0, xi ∈ ΩN

ℓ ,

ξ
[k+2]
ℓ (0) = 0, ξ

[k+2]
ℓ (2σ) = S(U [k+1] − U [k])(2σ),

where

dℓ,i =

∫ 1

0

fu(xi, U
[k+1]
ℓ,i + s(U

[k+2]
ℓ,i − U

[k+1]
ℓ,i ))ds ≥ β > 0.

By Lemma 2.2 we deduce that

|ξ[k+2]
ℓ,i | ≤ Y 2

ℓ,i|ξ
[k+2]
ℓ (2σ)|, xi ∈ Ω

N

ℓ .

The mesh function Y 2
ℓ can be written in the form

Y 2
ℓ,i =

(ζ1 + ζ2)
i − (ζ1 − ζ2)

i

(ζ1 + ζ2)N − (ζ1 − ζ2)N
, i = 0, . . . , N,

where

ζ1 =

3 + 5

(

σ
N

√

β
ε

)2

3−
(

σ
N

√

β
ε

)2 and ζ2 = 2

(

σ

N

√

β

ε

)

√

√

√

√

√

√

√

√

√

9 + 6

(

σ
N

√

β
ε

)2

(

3−
(

σ
N

√

β
ε

)2
)2 .

For xi ∈ ΩN
ℓ \Ωm

Y 2
ℓ,i ≤

(ζ1 + ζ2)
N/2 − (ζ1 − ζ2)

N/2

(ζ1 + ζ2)N − (ζ1 − ζ2)N

≤ 1

(ζ1 + ζ2)N/2 + (ζ1 − ζ2)N/2
≤ 1

(ζ1 + ζ2)N/2
≤ µ,
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where we have used the inequalities

ζ1 ≥ 1 +

(

σ

N

√

β

ε

)2

and ζ2 ≥ 2
σ

N

√

β

ε
.

Using the uniform stability of the operator S and the induction hypothesis we obtain

|S(U [k+1] − U [k])(2σ)| ≤ Cµk.

Hence

||U [k+2]
ℓ − U

[k+1]
ℓ ||

Ω
N

ℓ
\Ωm

≤ Cµk+1. (2.20)

Similarly we obtain

||U [k+2]
r − U [k+1]

r ||
Ω

N

r
\Ωm

≤ Cµk+1. (2.21)

Now, consider the mesh function ξ
[k+2]
m = U

[k+2]
m − U

[k+1]
m satisfying

− εδ2xξ
[k+2]
m,i + [Qm(dmξ[k+2]

m )]i = 0, xi ∈ ΩN
m,

ξ[k+2]
m (σ) = (U

[k+2]
ℓ − U

[k+1]
ℓ )(σ), ξ[k+2]

m (1− σ) = (U [k+2]
r − U [k+1]

r )(1 − σ),

where

dm,i =

∫ 1

0

fu(xi, U
[k+1]
m,i + s(U

[k+2]
m,i − U

[k+1]
m,i ))ds ≥ β > 0.

Applying Lemma 2.2 along with (2.20) and (2.21) we get

||U [k+2]
m − U [k+1]

m ||
Ω

N

m

≤ Cµk+1. (2.22)

Combining estimates (2.20),(2.21) and (2.22), we get the desired result.

Now, for σ = 4
√
ε lnN/

√
β, using arguments given in [12, Lemma 5.1], we obtain

µ =

(

1 +
σ

N

√

β

ε

)−N

=

(

1 + 4
lnN

N

)−N

≤ 16N−4, N ≥ 1.

This concludes the proof of the lemma. �

Finally, we combine Theorems 2.1 and 2.2 to prove that, for small ε, only one iteration is

required to achieve the desired order of uniform convergence.

Theorem 2.3. Let u be the solution of (1.1) and let U [k] be the kth iterate of the discrete

Schwarz method of Sect. 2.1. If σ = 4
√

ε
β lnN, then

||u− U [k]||
Ω

N ≤ C
N−4k

1−N−4
+ CN−4 ln4 N.

Proof. By Theorem 2.2 there exists U such that U := lim
k→∞

U [k]. Hence, Theorem 2.1 gives

||u− U ||
Ω

N ≤ CN−4 ln4 N. (2.23)

From Theorem 2.2 we also have

||U [k+1] − U [k]||
Ω

N ≤ CN−4k.
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Thus, for N ≥ 2, it holds

||U − U [k]||
Ω

N ≤ C

∞
∑

j=k

N−4j = C
N−4k

1−N−4
. (2.24)

By the triangle inequality and (2.23)-(2.24), we deduce that

||u− U [k]||
Ω

N ≤ ||U − U [k]||
Ω

N + ||u− U ||
Ω

N

≤ C
N−4k

1−N−4
+ CN−4 ln4 N.

This completes the proof. �

2.3. Global error analysis

We extend the nodal parameter-uniform error estimate obtained in the previous section to

the global parameter-uniform error estimate.

Theorem 2.4. Let u be the solution of (1.1) and let U [k] be the kth iterate of the discrete

Schwarz domain method of Sect. 2.1. Then

||u− SU [k]|| ≤ C2−k + CN−4 ln4 N.

Proof. Application of the triangle inequality gives

||u− SU [k]|| ≤ ||u− Su||+ ||S(u − U [k])||.

To bound the second term we use the uniform stability of the operator S and Theorem 2.1. We

get

||S(u − U [k])|| ≤ C||u − U [k]||
Ω

N ≤ C2−k + CN−4 ln4 N.

Next, we bound the first term. Let I be a cluster of three adjacent mesh intervals of equal

length hI . We make use of the following standard interpolation error estimates

||g − Sg||I ≤ Ch4
I ||g(4)||I , and ||g − Sg||I ≤ C||g||I , for g ∈ C4(I). (2.25)

If I ⊂ (Ωℓ\Ωm) ∪ (Ωr\Ωm), then hI ≤ C
√
εN−1 lnN. Now, use the first estimate of (2.25)

along with (1.3) to get

||u− Su||I ≤ CN−4 ln4 N.

If I ⊂ Ωm, then we use previous arguments to obtain

||u− Su||I ≤ CN−4 ln4 N.

Theorem 2.5. Let u be the solution of (1.1) and let U [k] be the kth iterate of the discrete

Schwarz domain method of Sect. 2.1. If σ = 4
√

ε
β lnN, then

||u− SU [k]|| ≤ C
N−4k

1−N−4
+ CN−4 ln4 N. (2.26)

Proof. Application of the triangle inequality gives

||u− SU [k]|| ≤ ||u− Su||+ ||S(u − U [k])||.

The first term is bounded using arguments in Theorem 2.4. To bound the second term we

use the uniform stability of the operator S and Theorem 2.3. Consequently, we will obtain

(2.26). �
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3. Numerical Experiments

To demonstrate the theoretical results, we consider the standard test problem from [22]:

−εu′′ +
u− 1

2− u
+ g(x) = 0, u(0) = u(1) = 0,

where g(x) is chosen so that the exact solution is

u(x) = 1− e−x/
√
ε + e−(1−x)/

√
ε

1 + e−1/
√
ε

.

A version of this problem, when g ≡ 0, represents one of the models for the Michaelis-Menten

process in biology [4] and its solution behaves similarly to u above. The stopping criterion for

the Schwarz iterations is

||U [k+1] − U [k]||
Ω

N ≤ N−4. (3.1)

For the subdomain parameter σ, we take β = 1/4. We omit the superscript k on the final

iterate (when stopping criterion (3.1) is satisfied) and write simply U. For different values of N

and ε, we compute maximum nodal errors using EN
ε := ||u−U ||

Ω
N . We define a cubic C0-spline

interpolate SU on macro intervals [x3i, x3(i+1)], i = 0, . . . , 2N/3 − 1, that approximates u on

the whole domain. Let Ω̆
N

be the mesh that contains the mesh points of the original mesh Ω
N

and their midpoints. For different values of N and ε, we take the estimates ĔN
ε := ||u−SU ||

Ω̆
N

for the maximum global errors. Then, we compute EN = maxε E
N
ε and ĔN = maxε Ĕ

N
ε .

Assuming convergence of order (N−1 lnN)̺ for some ̺, we compute the parameter-uniform

numerical rates of convergence by

̺N = ln(EN/E2N )/ ln(2 ln(N)/ ln(2N)),

and

˘̺N = ln(ĔN/Ĕ2N )/ ln(2 ln(N)/ ln(2N)).

Table 3.1: Maximum nodal errors EN
ε , EN and uniform convergence rate ̺N .

ε = 2−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29

j = 6 4.75E-08 2.96E-09 1.85E-10 1.18E-11 7.29E-13 4.24E-14

10 1.17E-05 7.36E-07 4.60E-08 2.88E-09 1.80E-10 1.13E-11

14 2.40E-03 1.79E-04 1.17E-05 7.36E-07 4.60E-08 2.88E-09

18 2.40E-03 2.98E-04 3.44E-05 3.60E-06 3.49E-07 3.26E-08
...

...
...

...
...

...
...

30 2.40E-03 2.98E-04 3.44E-05 3.60E-06 3.49E-07 3.26E-08

EN 2.40E-03 2.98E-04 3.44E-05 3.60E-06 3.49E-07 3.26E-08

̺N 3.95 3.91 3.97 4.00 4.00

We use Newton’s method with u0 = (1− 2g)/(1− g) as an initial guess to solve the discrete

nonlinear problems involved in our method. In our computations five Newton iterations are

sufficient to get the discrete solutions within the tolerance of 10−14. Table 3.1 displays, for

different values of ε and N , the maximum nodal error EN
ε . The last two rows in the table

represent the uniform nodal error EN and the uniform convergence rate ̺N . Table 3.2 displays,

for different values of ε and N , the maximum global error ĔN
ε . The last two rows in the table
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Table 3.2: Global maximum errors ĔN
ε , ĔN and uniform convergence rate ˘̺N .

ε = 2−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29

j = 6 1.69E-06 1.11E-07 7.16E-09 4.54E-10 2.85E-11 1.74E-12

10 3.12E-04 2.42E-05 1.69E-06 1.11E-07 7.16E-09 4.54E-10

14 2.57E-02 3.27E-03 3.12E-04 2.42E-05 1.69E-06 1.11E-07

18 2.57E-02 4.93E-03 8.14E-04 1.07E-04 1.19E-05 1.20E-06
...

...
...

...
...

...
...

30 2.57E-02 4.93E-03 8.14E-04 1.07E-04 1.19E-05 1.20E-06

ĔN 2.57E-02 4.93E-03 8.14E-04 1.07E-04 1.19E-05 1.20E-06

˘̺N 3.12 3.27 3.57 3.75 3.86

Table 3.3: Number of Schwarz iterations needed to satisfy the stopping criterion.

ε = 2−j N = 3× 24 N = 3× 25 N = 3× 26 N = 3× 27 N = 3× 28 N = 3× 29

j = 6 5 6 7 8 8 9

10 1 1 1 2 2 2

14 1 1 1 1 1 1

18 1 1 1 1 1 1
...

...
...

...
...

...
...

30 1 1 1 1 1 1

represent the uniform global error ĔN and the uniform convergence rate ˘̺N . Note that the

theoretical bounds for both the pointwise error and the global error are asymptotic for large N,

that is, they describe what happens only for sufficiently large N. Thus, Table 3.2 is perfectly

reasonable, while the better rates of Table 3.1 show only that the asymptotic limit of fourth

order convergence is reached earlier (that is, for smaller N) on the original mesh compared with

the extended mesh. Table 3.3 displays, for different values of ε and N , iteration counts for our

method. One can observe that, for large ε, iteration count increases slightly with N ; but for

small ε only one Schwarz iteration is required.
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