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Abstract

In this paper, we study a composite preconditioner that combines the modified tan-

gential frequency filtering decomposition with the ILU(0) factorization. Spectral property

of the composite preconditioner is examined by the approach of Fourier analysis. We

illustrate that condition number of the preconditioned matrix by the composite precondi-

tioner is asymptotically bounded by O(h
−

2
3

p ) on a standard model problem. Performance

of the composite preconditioner is compared with other preconditioners on several prob-

lems arising from the discretization of PDEs with discontinuous coefficients. Numerical

results show that performance of the proposed composite preconditioner is superior to

other relative preconditioners.
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1. Introduction

We consider preconditioning techniques for solving systems of linear equations

Ax = b (1.1)

with

A =













D1 U1

L1 D2
. . .

. . .
. . . Unx−1

Lnx−1 Dnx













∈ RN×N , b ∈ RN ,

where nx denotes the number of grid points in the x-direction, Di ∈ Rni×ni , Li ∈ Rni+1×ni ,

Ui ∈ Rni×ni+1 , and N =
∑x

i=1 ni is the total number of grid points. Such kinds of problems

frequently arise from numerical solution of partial differential equations [31, 41, 42, 47]. Due

to prohibitive memory requirement, direct methods are generally not acceptable, especially for

3D problems. In recent years, Krylov subspace methods combining with appropriate precondi-

tioners have become the natural choice [6, 27, 37, 43, 47]. It is known that convergence rate of

preconditioned Krylov subspace methods heavily depend on the spectrum distribution of the

preconditioned matrix, and preconditioning plays a key role in making spectrum distribution
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avail for fast convergence [43,46]. Therefore, a great deal of effort has been put into the devel-

opment of efficient preconditioners. The multigrid methods are well known for their efficiency

of reducing the high-frequency and low-frequency components of the error by complementary

schemes [52]. However, these approaches may become ineffective when dealing with general

sparse systems of linear equations. Another type of efficient preconditioning techniques are con-

structed by making use of spectrum information of the preconditioned matrix [23,29,38,44,45].

They are able to get rid of the influence of eigenvalues close to zero, which is generally difficult

to handle by conventional incomplete factorization preconditioners.

It is well known that a wide class of preconditioners are based on incomplete factorizations,

e.g., BILU, ILUT, SOR, HSS [4,6,10,14,15,28,30,31,43]. In the present work, we mainly focus

on a class of incomplete factorization M that enables a so called right filtering property

(M −A)f = 0,

or left filtering property

fT (M−A) = 0,

for a vector f . The idea of filtering is longstand technique, and it is utilized in a nested

factorization [3] by J. R. Appleyard, and popularized in recent years by G. Wittum and his

successors in [1,2,19,21,22,48–51]. In particular, Tangential Frequency Filtering Decomposition

(TFFD) preconditioner proposed by Achdou and Nataf [2] is an efficient filtering preconditioner.

It is constructed by using the eigenvector associated with the smallest eigenvalue as a filtering

vector. As the ILU(0) preconditioner is efficient in reducing the influence of the higher part of

the spectrum [24] and the TFFD is efficient in removing the influence of low part, it is suggested

in [2] to combine the TFFD with the classical ILU(0) in a multiplicative way. The combination

results in a composite preconditioner which is efficient on some challenging problems with highly

discontinuous coefficients. The selection of the filtering vector is an important issue. The choice

of the filtering vectors is investigated in [32], and several different kinds of filtering methods

are compared in [32]. The results reveal that eT = [1, . . . , 1]T is a reasonable choice for a wide

range of problems. It has been illustrated that the use e as a filtering vector is robust, and can

save the cost in forming the filtering vector [32].

Fourier analysis is a classical scheme for analyzing both differential equations and discrete

solution methods for time dependent problems [20, 42]. It is popularized by T.F. Chan etc

[24, 33, 40] for analyzing algebraic preconditioners and classical iterative methods. On some

point-wise incomplete factorization type preconditioners, for example, ILU(0) [34], modified

ILU (MILU) [30] and relaxed ILU (RILU) [5], Fourier analysis has been carried out in [24–26].

The Fourier analysis of block ILU and MILU factorization preconditioners is considered in [40]

on a time-dependent hyperbolic PDE problem. In [2] the TFFD preconditioner is analyzed by

the approach of Fourier method, and an optimal modification of TFFD preconditioner is derived.

The preconditioner is called Modified Tangential Frequency Filtering Decomposition (MTFFD)

preconditioner. It is illustrated that the condition number of the MTFFD preconditioned matrix

is asymptotically bounded by O(h− 2
3 ). Compared with the asymptotic bounds of the condition

number by using some classical incomplete factorizations like ILU(0), BILU and MILU (O(h−2)

or O(h−1)) [4,25,30,40], we can see that the bound obtained by MTFFD is considerably better.

Numerical tests on some discontinuous problems also illustrate that MTFFD can improve the

performance of TFFD.

In this paper, we investigate a composite preconditioner, which is constructed by combing

the MTFFD preconditioner with the ILU(0) preconditioner in a multiplicative way. The com-
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posite preconditioner is analyzed by the approach of Fourier analysis on a model problem of

Poisson equation posed on unit square. We illustrate that the spectral property of the precon-

ditioned matrix can be well predicted by the results of Fourier analysis. We also show that the

condition number of the preconditioned matrix by composite preconditioner is asymptotically

bounded by O(h− 2
3 ), which is better than the ILU(0) and the MILU preconditioner. We also

observe that the eigenvalues of the preconditioned matrix by the composite preconditioner is

more clustered than that of the MTFFD preconditioned matrix. Although the precise proof of

the superiority of composite preconditioner over the MTFFD preconditioner is difficult, better

cluster property of the eigenvalues of the preconditioned matrix can be observed on the model

problem. These results indicate that the composite preconditioner should produce better pre-

conditioning effect. We evaluate the performance of the composite preconditioner on several

problems arising from the discretization of PDEs with discontinuous coefficients. Numerical re-

sults show that the composite preconditioner proposed in this paper is superior to other relative

preconditioner discussed in [2].

The paper is arranged as follows. In Section 2, we briefly review the model problem which

will be used for performing Fourier analysis. In Section 3, we analyze the composite precon-

ditioner, which is formed by combining MTFFD with ILU(0). In Section 4, performance of

the composite preconditioner is examined on several problems arising from the discretization of

PDEs with discontinuous coefficients. Finally, some concluding remarks are given in Section 5.

2. Preliminary

2.1. Notations

We use ctridm(α, β, γ) and circm(γ1, . . . , γm) to denote the circulant tridiagonal matrix and

circulant matrix of order m, i.e.,

ctridm(α, β, γ) =













β γ α

α
. . .

. . .

. . .
. . . γ

γ α β













,

circm(γ1, . . . , γm)

















γ1 γ2 . . . γm−1 γm
γm γ1 γ2 . . . γm−1

...
. . .

. . .
. . .

...

γ3 . . . γm γ1 γ2
γ2 γ3 . . . γm γ1

















.

We also use tridm(α, β, γ) and Btridm(L, T, U) to denote the m×m tridiagonal and mk×mk

block tridiagonal matrix with each diagonal block of size k × k respectively, i.e.,

tridm(α, β, γ) =













β γ

α
. . .

. . .

. . .
. . . γ

α β













and Btridm(L, T, U) =













T U

L
. . .

. . .

. . .
. . . U

L T













.
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2.2. The model problem

Consider the 2-D Poisson equation [5, 24, 26]

−∆u = f (2.1)

posed on the unite square Ω = 0 ≤ x, y ≤ 1 with periodic boundary conditions

u(x, 0) = u(x, 1), u(0, y) = u(1, y).

Discretizing problem (2.1) by the standard second order finite difference scheme on a uniform

(n+ 1)× (n+ 1) grid, we have system of linear equations

Au = b (2.2)

where

A = In ⊗D + κ2S ⊗ In+1,

D = ctridn(−1, 4,−1),

S = ctridn(−1, 0, 1).

Let uj,k = u(jhp, khp) be values of function u on mesh points (jhp, khp), 1 ≤ j, k ≤ n, with

hp = 1
n
. The subscript p is used for parameters in the periodic case. The Fourier eigenvalues

of the coefficient matrix A is given by the following equation [24]

Au(j,k) = λAu
(j,k),

where u(j,k) is defined by

u
(j,k)
s,t = eisθjeitφk , 1 ≤ s ≤ n, 1 ≤ t ≤ n

with

θj =
2πj

n+ 1
, φk =

2πk

n+ 1
,

and i
2 = −1. The Fourier eigenvalues of A corresponding to the Fourier eigenvector u

(j,k)
s,t is

given by [24]

λA(j, k) = 4

(

sin2
θj
2

+ sin2
φk

2

)

. (2.3)

The above results will be used later in analyzing properties of the preconditioned matrix.

2.3. Modified tangential frequency filtering preconditioner

For the block tridiagonal coefficient matrix A, the Modified Tangential Frequency Filtering

Decomposition (MTFFD) preconditioner M is given by [39]

M =











T1

L1 T2

. . .
. . .

Lm−1 Tm





















T−1
1

T−1
2

. . .

T−1
m























T1 U1

T2
. . .

. . . Um−1

Tm













,
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where off-diagonal blocks Li and Ui are defined in (1.1), and diagonal blocks Ti in MTFFD are

generated by a recursion formula

Ti =

{

D1 + cdΛ1h
q
d, i = 1,

Di − Li−1(2Gi −GiTi−1Gi)Ui−1 + cdΛih
q
d, 2 ≤ i ≤ m.

(2.4)

Here Λi, 1 ≤ i ≤ m, are diagonal matrices with positive diagonal elements, parameter q is the

order of modification, and cd is a nonnegative relaxation parameter (the subscript d implies that

the parameter belongs to the Dirichlet case). The optimal choice of q and c and the existence

of MTFFD preconditioner has been discussed in [39].

The matrix Gi is a diagonal approximation to T−1
i−1, which can be determined by making

the constructed TFFD preconditioner satisfying a right filtering condition. In this paper, we

consider preconditioner M that preserves an approximate right filtering condition

(M−A)f = cdh
q
dΛf

with Λ = Bdiag(Λ1, . . . ,Λm) be a diagonal matrix and f be a selected filtering vector. As

(M−A) = Bdiag(N1, . . . , Nm) + cdΛ

is a block diagonal matrix, with N1 = 0 and

Ni = Li−1(GiTi−1 − I)T−1
i−1(Ti−1Gi − I)Ui−1, for 2 ≤ i ≤ m.

Based on Lemma 2.1 in [2], the diagonal matrices Gi can be determined by

Gi = Diag((T−1
i−1Ui−1f)./(Ui−1f)), (2.5)

where ./ denotes the point-wise vector division and Diag(v) is the diagonal matrix constructed

from vector v. From (2.5) we can see that Gi exists as long as Ui−1f has no zero entries. For

filtering vector f = e = [1, 1 . . . , 1]T , this property always holds for the model problem (2.2).

Remarks:

• If the approximate left filtering condition

fT (M −A) = cdh
q
df

TΛ

is required, then diagonal matrix Gi can be determined by [32]

Gi = Diag((fTLi−1T
−1
i−1)./(f

TLi−1)).

For a symmetric coefficient matrix, the left filtering preconditioner is coincide with right

filtering preconditioner.

• It is well known that MILU preconditioner satisfies a row-sum equality condition (also

known as mass preserve property) along with a possible perturbation term [24, 30],

MMILUe = Ae+ ch2e

where c ≥ 0, e = [1, . . . , 1]T . In the case of c = 0, it is obvious that the row-sum equality

property is actually a right filtering property. For TFFD preconditioner MTFFD [2],

if the filtering vector chosen as e, then MTFFD will also has the same right filtering
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property. However, MTFFD is able to choose filtering vector in a more flexibly way.

For example, in constructing similar type of preconditioners, certain sine functions have

been adopted as filtering vector in [48, 49], adaptive vectors was used as filtering vector

in [50], and Ritz vectors was used as filtering vector in [2]. We remark that it is also

possible that MMILU be constructed in a relaxed way such that the preconditioner holds

a predetermined filtering property.

• It is proved [24] that the condition number of the preconditioned matrix by MMILU is

bounded by O(h−1) if c > 0 and O(h−2) if c = 0. Note that in the first case, the pre-

conditioner just satisfies an approximate right filtering property. The modified tangential

frequency filtering decomposition preconditioner MMTFFD possess a similar approximate

filtering property in the sense that

(MMILU −A)f = ch2Λf,

where c ≥ 0 and Λ is a diagonal matrix. The asymptotic bound of the condition number

of MMTFFD preconditioned matrix is proved to be O(h− 2
3 ) [39], which improves that of

MMILU .

In what follows, we will have a brief review of theoretical results which will be used for

analysis. According to theory developed in [24], Fourier analysis can only be performed on

constant coefficient problems with periodic boundary conditions [24]. Therefore, the MTFFD

preconditioner M̂ for model problem (2.2) should be forced to have constant diagonals, i.e., the

MTFFD preconditioner M̂ for periodic system (2.2) is assumed to be in form of

M̂ = (L̂ + T̂ )T̂−1(T̂ + Û),

where

L̂ =













0 −In

−In
. . .

. . .
. . .

−In 0













, Û =













0 −In
. . .

. . .

. . . −In
−In 0













, T̂ = In ⊗ T̂0,

with T̂0 = circn(d̂,−κ̂1, 0, . . . , 0,−κ̂1) determined by d̂ and κ̂1, and circn(γ1, . . . , γn) defined

by

circn(γ1, . . . , γn) =

















γ1 γ2 . . . γn−1 γn
γn γ1 γ2 . . . γn−1

...
. . .

. . .
. . .

...

γ3 . . . γn γ1 γ2
γ2 γ3 . . . γn γ1

















.

For the purpose of analysis, we fix Λi = In, and choose e = [1, . . . , 1]T as a filtering vector.

Then following lemmas hold.

Lemma 2.1. ([39]) The (j, k)-th Fourier eigenvalues of M̂−1A is given by

λ−1
j,k(M̂

−1A) = 1 +

4(δ−1
h + 1)(δ−1

h − 1) sin2(
θj
2 ) +

η2
h

sin2(
θj
2
)

16κ̂1 sin
2(

θj
2 ) + 16κ̂1 sin

2(φk

2 ) + 4(1 + ηh) + 4(1 + ηh)
sin2(

φk
2

)

sin2(
θj
2
)

,
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where

ηh =
1

2
cph

q
p +

1

2

√

(4 + cph
q
p)cph

q
p, δh =

√

(4 + cph
q
p)cph

q
p

cph
q
p + 2

.

Lemma 2.2. ([24]) The (j, k)-th Fourier eigenvalues of Milu is given by

λj,k(Milu) = 4

(

sin2(
θj
2
) + sin2(

φk

2
)

)

+
2

2 +
√
2
cos(θj − φk).

Therefore, the (j, k)-th Fourier eigenvalues of M−1
iluA is given by

λj,k(M
−1
iluA) =

4(sin2(
θj
2 ) + sin2(φk

2 ))

4(sin2(
θj
2 ) + sin2(φk

2 )) + 2
2+

√
2
cos(θj − φk)

.

For model problem (2.2), λj,k(M
−1
iluA) asymptotically fall into interval (

(8+4
√
2)πh2

p

9+4
√
2

, 4(2+
√
2)).

Lemma 2.3. ([39]) For model problem (2.2), the optimal choice of modification order of MTFFD

is q = 4
3 , the optimal relaxation parameter is cp = (4π2)

2
3 . With q = 4

3 and fixed cp, then

λj,k(M̂
−1A) asymptotically fall into interval (

2(2πhp)
2
3

1+2(2πhp)
2
3

, 1).

3. Fourier Analysis of the Composite Preconditioner

It is known that a judicious combination of different types of preconditioners may make the

iterative solver more efficient and robust [11–13, 16–18, 23, 38, 44, 45]. Since the ILU precondi-

tioner is efficient in removing the influence of the larger part of the spectrum [24] and MTFFD

is efficient in dealing with the low part of the spectrum, we propose to combine the ILU(0)

preconditioner with the MTFFD preconditioner in this paper. The multiplicative combination

results in a composite preconditioner Mc defined by

Mc = (M−1
ilu + M̂−1 − M̂−1AM−1

ilu )
−1. (3.1)

From (3.1), we have

I −M−1
c A = (I − M̂−1A)(I −M−1

iluA). (3.2)

Similar types of composite preconditioners have been discussed in [23,29,35,36,38,44,45]. Here

we mention that the preconditioners based on alternative direction iterations [14, 41, 46] can

also be classified as such kind of composite preconditioners.

From equality (3.2) it follows that

Theorem 3.1. The (j, k)-th Fourier eigenvalues of M−1
c A is given by

λj,k(M
−1
c A)

= 1−
4(δ−2

h − 1)s4j + η2h

4(s2j + s2k)(1 + ηh + 4κ̂1s2j) + 4(δ−2
h − 1)s4j + η2h

cos(θj − φk)

2(2 +
√
2)(s2j + s2k) + cos(θj − φk)

,

where sj = sin(
θj
2 ), sk = sin( θk2 ).
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Fig. 3.1. The surface plot of Fourier eigenvalues, with c = 4 and hp = 1

64
.

The proof is based on

1− λj,k(M
−1
c A) = (1− λj,k(M̂

−1A))(1 − λj,k(M
−1
iluA))

and simple arithmetic computation, so we omitted here.

Subsequently, we analyze condition number of the preconditioned matrix by Mc, which is

defined by

κ(M−1
c A) =

maxj,k λj,k(M
−1
c A)

minj,k λj,k(M
−1
c A)

.

For convenience of discussions, we consider the continuous function defined by

f(µ, ν) = 1− (1 − µ)(1− ν) (3.3)

with µ ∈ (
2(2πhp)

2
3

1+2(2πhp)
2
3

, 1) and ν ∈ (
(8+4

√
2)πh2

p

9+4
√
2

, 4(2 +
√
2)). Since

f ′
ν(µ, ν) = (1 − µ) ≥ 0,
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32
.

so f(µ, ν) is monotonously increase with respect to ν. Therefore,

max
µ,ν

f(µ, ν) = max
µ

{1− (1 − µ)(1− 4(2 +
√
2))}

= max
µ

{4(2 +
√
2)− (7 + 4

√
2)µ}

= 4(2 +
√
2)− (7 + 4

√
2)

2(2πhp)
2
3

1 + 2(2πhp)
2
3

≈ 4(2 +
√
2) = O(1),

min
µ,ν

f(µ, ν) = min
µ

{1− (1 − µ)(1−
(8 + 4

√
2)πh2

p

9 + 4
√
2

)}

= min
µ

{
(8 + 4

√
2)πh2

p

9 + 4
√
2

+ (1−
(8 + 4

√
2)πh2

p

9 + 4
√
2

)µ}

=
(8 + 4

√
2)πh2

p

9 + 4
√
2

+ (1−
(8 + 4

√
2)πh2

p

9 + 4
√
2

)
2(2πhp)

2
3

1 + 2(2πhp)
2
3

≈ 2(2πhp)
2
3

1 + 2(2πhp)
2
3

= O(h
2
3
p ).

Based on above analysis, we have

Theorem 3.2. For composite preconditioner Mc, the condition number of preconditioned ma-

trix M−1
c A is asymptotically bounded by O(h

− 2
3

p ).
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.

In Fig. 3.1, surface plots of eigenvalues of several preconditioned matrices are displayed.

From these figures, we can observe that surface of eigenvalues of M−1
iluA and M−1

MTFFDA pro-

trude in opposite directions, which implies that a judicious combination of two preconditioners

is able to improve the eigenvalue distribution. The eigenvalue distribution of the coefficient

matrix A, the preconditioned matrix by using ILU(0), MTFFD, and the composite precondi-

tioner (3.2) are displayed in Figs. 3.2 - 3.3. From these two figures we can see that eigenvalue

distribution of the Dirichlet case can be well predicted by the periodic case. The composite

preconditioner is able to make eigenvalues better clustered around 1. This implies that the

composite preconditioner should have better preconditioning effect.

Remarks: We note that the ILU preconditioners is originated for M matrix [34], and later

generalized to H matrix and other more general matrices. The theoretical assurances of the

stability may be problematical for general matrices. For example, the preconditioner need to

consider the occurrence of small pivots, need to balance between fill-in and accuracy, need

to consider the instability of triangular solver [6, 27, 43]. As a comparisons, the IQR and

MIQR [7–9] use Givens rotations to overcome the drawback of producing non-orthogonal factor

Q in similar approaches and are able to produce a orthogonal matrix Q, and nonsingular

upper triangular matrix R for invertible matrix A. Which bypasses the stability problems

and therefore numerically more robust. It would be interesting to analyze the properties of

the IQR and MIQR preconditioner by Fourier analysis. Moreover, in future development of

preconditioning techniques for block tridiagonal matrices, the idea of IQR and MIQR may also

be adopted. We leave these work for future research.



146 Q. NIU AND M.K. NG

Table 4.1: Test results for non-Homogeneous problems, symmetric matrices.

TFFD MTFFD+ILU MTFFD MMTFFD+ILU

1/h iter cpu iter cpu iter cpu iter cpu

100 58 3.1 26 1.1 26 1.2 19 0.9

200 84 26.3 38 10.0 33 10.5 23 6.5

300 105 118.0 47 51.1 37 42.3 26 28.8

400 124 360.9 54 154.7 44 119.8 28 82.0

Table 4.2: Test results for advection-diffusion problems, nonsymmetric matrices.

TFFD MTFFD+ILU MTFFD MMTFFD+ILU

1/h iter cpu iter cpu iter cpu iter cpu

100 58 2.4 27 1.3 26 1.1 19 0.7

200 84 22.4 39 9.3 33 9.5 23 5.7

300 105 116.8 47 52.2 38 41.7 26 29.5

400 124 336.2 53 148.4 43 122.8 28 83.9

4. Numerical Examples

In this section, we compare performance of the composite preconditioner with some other

related preconditioners. The comparison is performed on several examples arising from the

discretization of partial differential equations. All tests are run on an AMD Athlon Dual-Core

processor using Matlab 7.5 on a XP system. The machine precision is eps = 2.22× 10−16.

We use preconditioned GMRES(m) [43] with m = 30 as the iterative solver. The algorithm

is stopped when the relative norm satisfies

||b−Axk||2
||b||2

≤ 10−12.

Both the exact solution and the initial approximate solution are chosen randomly. The vector

e = [1, . . . , 1]T is always selected as the filtering vector in the construction of the MTFFD

preconditioner. In the following tables, iter denotes the number of iterations, cpu denotes

the cpu time in seconds. We use “†” to denote that the method fails to converge within

200 iterations. We use MTFFD+ILU (MMTFFD+ILU ) to denote the composite preconditioner

constructed by combining TFFD and ILU(0) (MTFFD and ILU(0)).

Example 1. We consider the boundary value problem

div(a(x)u) − div(κ(x)∇u) = f, in Ω,

u = 0, on ∂ΩD,
∂u
∂n

= 0, on ∂ΩN ,

(4.1)

where Ω = [0, 1]k with k = 2, ∂ΩN = ∂Ω\∂ΩD, ∂ΩD = [0, 1]×{0, 1}. We consider five different

cases. The matrices are symmetric in the first case and nonsymmetric in the other four cases.

As these problems no longer have constant coefficients, we choose the additional term as cΛih
4
3 ,

where Λi = diag(Di), i.e., diagonal matrix of the ith diagonal block of the coefficient matrix.

Selection of the parameter c is described in each of following cases.
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Fig. 4.1. Convergence behavior of preconditioned GMRES(30) with different preconditioners.

Case I: Non-Homogeneous problems with large jumps in the coefficients in two dimensions:

The coefficient a(x) is zero. The tensor κ is isotropic and discontinuous. It jumps from the

constant value 103 in the ring 1
2
√
2
≤ |x− c| ≤ 1

2 , c = (12 ,
1
2 )

T to 1 outside. We tested uniform

grids with n× n nodes, n = 100, 200, 300, 400. We set the parameter c = 2.5 for MTFFD, and

c = 0.8 for MMTFFD+ILU . Table 4.1 displays the results obtained by using the three precon-

ditioners. For the case of h = 1
300 , the convergence curves are plotted in Fig. 4.1. We can see

that MMTFFD+ILU leads to considerably faster convergence speed than that of MTFFD+ILU .

Case II: The advection-diffusion problem with a rotating velocity in two dimensions: The

tensor κ is the identity, and the velocity is a(x) = (2π(x2 − 0.5), 2π(x1 − 0.5))T . The uniform

Table 4.3: Test results for skyscraper problems, nonsymmetric matrices.

TFFD MTFFD+ILU MTFFD MMTFFD+ILU

1/h iter cpu iter cpu iter cpu iter cpu

100 † † 26 1.8 † † 21 0.8

200 † † 40 11.7 † † 33 8.9

300 † † 48 56.6 † † 39 43.9

400 † † 60 172.1 † † 54 146.2

Table 4.4: Test results for convective skyscraper problems, nonsymmetric matrices.

TFFD MTFFD+ILU MTFFD MMTFFD+ILU

1/h iter cpu iter cpu iter cpu iter cpu

100 † † 19 0.73 68 2.7 18 0.7

200 † † 26 8.1 97 26.8 25 7.4

300 † † 28 31.2 85 91.8 27 28.3

400 † † 40 106.9 129 354.0 38 102.2



148 Q. NIU AND M.K. NG

Table 4.5: Test results for anisotropic layers problems, nonsymmetric matrix.

TFFD MTFFD+ILU MTFFD MMTFFD+ILU

1/h iter cpu iter cpu iter cpu iter cpu

100 70 3.1 17 0.7 29 1.4 16 0.6

200 103 39.7 29 11.6 41 13.8 25 9.3

300 129 176.5 41 62.8 44 58.8 31 44.2

400 152 458.6 50 142.7 45 128.3 36 105.0

grid has n× n nodes. Four cases with n = 100, 200, 300, 400 are tested. The diagonal elements

of A are close to 4. We use the same parameter c as the case I. The numerical results are

illustrated in Table 4.2. From this table, we can see that the the composite preconditioner

proposed in this paper is considerably better than other preconditioners.

Case III: Skyscraper problems: The tensor κ is isotropic and discontinuous. The domain

contains many zones of high permeability which are isolated from each other. Let [x] denote

the integer value of x. In 2D, we have

κ(x) =

{

103 ∗ ([10 ∗ x2] + 1), if [10 ∗ xi] = 0 mod(2) , i = 1, 2,

1, otherwise.

The diagonal elements of A jump between 4 and 36000. The parameter c is chosen as 10 for

MTFFD and 0.001 for MMTFFD+ILU . The numerical results are shown in Table 4.3.

Case IV: Convective skyscraper problems: The same as skyscraper problems, except that

velocity field is changed to be a(x) = (1000, 1000)T . The diagonal elements of A jump between

24 and 36020. The parameter c is chosen as 1 for MTFFD and 0.001 for MMTFFD+ILU .

Numerical results are reported in Table 4.4.

The skyscraper problems and convective skyscraper problems are quite challenge for con-

ventional preconditioners [2]. From Table 4.3 and Table 4.4 we can observe that TFFD pre-

conditioned GMRES(30) failed to solve both of the problems and MTFFD failed in solving the

skyscraper problems. The MMTFFD+ILU preconditioner leads to better performance than that

of MTFFD+ILU .

Case V: Anisotropic layers: The domain is made of 10 anisotropic layers with jumps of up

to four orders of magnitude and an anisotropy ratio of up to 103 in each layer. The diagonal

elements jump between 22 and 220000. The parameter c is chosen as 0.4 for MTFFD and 0.06

for MMTFFD+ILU . Test results are displayed in Table 4.5. In this case, we can also notice the

better performance of MMTFFD+ILU .

5. Conclusions

In this paper, a composite preconditioner based on the classical ILU(0) and modified tangen-

tial frequency filtering preconditioner is analyzed. Theoretical analysis indicates that condition

number of the preconditioned matrix by the composite preconditioner is O(h− 2
3 ). Numerical

results show that performance of the composite preconditioner is better than other related
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preconditioners on several difficult problems arising from the discretization of PDEs with dis-

continuous coefficients.
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