Fast Texture Segmentation Based on Semi-Local Region Descriptor and Active Contour
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Abstract. In this paper, we present an efficient approach for unsupervised segmentation of natural and textural images based on the extraction of image features and a fast active contour segmentation model. We address the problem of textures where neither the gray-level information nor the boundary information is adequate for object extraction. This is often the case of natural images composed of both homogeneous and textured regions. Because these images cannot be in general directly processed by the gray-level information, we propose a new texture descriptor which intrinsically defines the geometry of textures using semi-local image information and tools from differential geometry. Then, we use the popular Kullback-Leibler distance to design an active contour model which distinguishes the background and textures of interest. The existence of a minimizing solution to the proposed segmentation model is proven. Finally, a texture segmentation algorithm based on the Split-Bregman method is introduced to extract meaningful objects in a fast way. Promising synthetic and real-world results for gray-scale and color images are presented.
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1. Introduction

Texture segmentation is among the most challenging problems in image segmentation. The problem already begins with the definition of textures. The human eye can easily recognize different textures, but it is quite difficult to define them in mathematical terms. Then, there is a deliberate vagueness in the definition of textures, which explains the difficulty to conceptualize a model able to describe it. Besides, textures raise the problem of non-existence of significant edges and the non-homogeneity of intensity distributions
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lying in images. However, it is consensually admitted (e.g. [3]) that textures are fine scale-details, usually with some periodicity and oscillatory nature.

Different approaches deal with the extraction of homogeneous features from textures. Among these texture descriptors, some are statistical-based or transformed-based as the structure tensor [8, 54] or the Gabor filters [38]. Some recent methods propose to use the Beltrami framework [47], [27]. In this paper we propose a new method for the extraction of homogeneous regions or textures based on the Beltrami framework and on semi-local image information. We will see that our texture feature is more robust with respect to noise than the one we have previously presented in [27].

Once the feature extraction step is completed, a fast and robust algorithm to perform texture segmentation/extraction is needed. To reach this objective, we develop an algorithm based on the active contour model. In this image segmentation method, an initial contour is subjected to a speed term which drives the contour toward the boundary of the object to be segmented. The speed term is determined by the minimization of an energy functional composed of a contour smoothing term (internal energy) and an attraction term that pulls the contour towards the object boundaries (external energy). Active contour models have a long history. This method was originally introduced by Kass et al. in [31]. Then, Caselles et al. in [10] and Kichenassamy et al. in [32] proposed an intrinsic geometrical model, called geodesic/geometric active contours, where the curve evolution is handled by the level set method introduced by Osher and Sethian in [40]. Thus, the first generation of active contour segmentation methods [10, 31, 32] was based on edge detection. However, boundary-based segmentation is often too limited in many applications such as in medical image segmentation where fuzzy contours can be encountered or in natural images with textures. To deal with these problems, segmentation models based on region descriptors such as mean [14] or variance [29, 55] have been developed. Among the region descriptors, the probability density function (pdf) (or histogram) is proven to be an efficient and general region descriptor.

Zhu and Yuille in [56] and Paragios, Rousson and Deriche in [41, 45] approximated the pdf of the image regions by mixture of Gaussians, each one representing a homogeneous intensity region to be segmented. Jehan-Besson, Aubert, Barlaud, Fauqueras and Herbulot in [1, 26, 29] used the pdf of evolving regions of interest as a general region descriptor. The regions of interest are given by the minimization of region-based energies using the shape derivative tool defined by Delfour and Zolesio in [16]. Aubert, Barlaud, Fauqueras and Jehan-Besson proved in [1] that minimizing a region-based functional with the shape derivative tool is equivalent to minimizing boundary-based functional with the calculus of variations. These authors applied in [1, 29] the shape derivation tool to the image segmentation problem. Along the same lines, Herbulot et al. in [26] used the shape derivative tool and information theoretical concepts (entropy and mutual information) to also perform image segmentation.

All these methods enable us to find local minimizers of the segmentation problem. Local minimizers mean that the quality of the segmentation results depends on the choice of the initial condition. In other words, the initial contour is critical to get satisfactory segmentation results, and to avoid bad local minimizers. The authors of [5, 12] proposed to refor-
mulate the active contour problem in a convex optimization framework, providing a global
minimizer to the active contour model. Besides, a fast minimization scheme \(^\dagger\) based on a
dual approach of the TV norm and a splitting technique was introduced in [5], defining a
fast segmentation algorithm. In [27], an unsupervised segmentation method based on the
Kullback-Leibler distance and on non-parametric estimation of the pdf was introduced and
solved with the fast minimization scheme defined in [5]. Recently, a new technique based
on the Split-Bregman (SB) method [24] has been introduced to solve the convexified active
contour model in a faster way than [5]. More precisely, this new minimization algorithm is
as least as fast as graph-cuts, is more accurate because it uses isotropic schemes and does
not have memory requirements in 3D. We can notice that the SB method is actually equiva-
lent to the augmented Lagrangian method [49, 51]. In this paper, we propose to apply
the SB method defined in [24] to solve the unsupervised segmentation problem. Finally,
the main contributions of this paper are summarized as follows:

1. Definition of an intrinsic texture descriptor based on the Beltrami representation,
   semi-local image information and the metric tensor.
2. Proof of the existence of a minimizing solution for our variational segmentation prob-
   lem in the space of functions with bounded variation.
3. Definition of a fast and accurate numerical scheme to solve the texture segmentation
   problem.

The outline of this paper is as follows. Section 2 studies the feature extraction problem
for textures. Section 2.1 describes state-of-the-art feature extraction techniques. Then,
Section 2.2 presents the new texture descriptor based on semi-local information in the
Beltrami representation. Section 3 presents the active contour unsupervised segmentation
method. Our segmentation method is then introduced in Section 3.1, followed by a math-
ematical justification in Section 3.2. Section 4 presents the convexification of the active
contour energy and also introduces a fast numerical scheme based on the Split-Bregman
method. In Section 5, experimental results on both texture gray-scale and color images are
shown.

2. Texture features

This section aims at defining a pertinent feature descriptor for textures. The quality of
texture segmentation methods is highly dependent of the quality of texture features. It is
thus essential to define a texture feature as good as possible for the segmentation task.

2.1. Image features

The first and most natural texture feature is the image itself. For a scalar image \(I : \mathbb{R}^2 \to \mathbb{R}\),
each pixel is characterized by its gray-level value or intensity. If the image is
composed of multiple channels (such as color images), then each pixel is described by

\(^\dagger\)We mean the optimization scheme is faster than the Level Set method.
a vector of intensities. When the image is composed of textures, then the pixel intensity value does not really give pertinent information. In fact, textures cannot be analyzed at the local pixel scale but need to be analyzed at a higher level scale, scale where information of textures is pertinent. Besides the intensity information, texture descriptors should consider the scales and the orientations (or lack of orientation) of the image. A natural approach for texture segmentation is thus to first represent the texturized image by feature descriptors and then to apply a vector-valued segmentation scheme. It is clear that the quality of the segmentation will depend on the extraction of good discriminative features. We hereafter describe some of these features.

2.1.1. Filter-based features

A very popular class of texture features are the filter-based features of the given image. Filters such as the gradient filter or the wavelet bank filter [37] have been used for texture feature extraction and image segmentation (for examples [44,47]). Texture features generated by Gabor/Morlet wavelet transform [35] are powerful tools to discriminate textures of different orientations and scales. The main motivation is based on the fact that simple cells in the visual cortex can be modeled by Gabor functions [38]. The Gabor functions are parameterized by a wavelet orientation angle $\theta$ and a scale $\sigma$. Given a certain number of orientations and scales, the original image can be reconstructed from Gabor filter responses obtained by convolution of the given image and the set of $(\theta, \sigma)$-parameterized Gabor functions. Obviously, increasing the number of orientations and scales will improve the reconstruction quality. However, a good reconstruction can also be achieved by selecting only the most relevant filter responses s.a. in [28].

2.1.2. Semi-local information-based feature

As we said, the choice of features is difficult and critical to get an optimal segmentation result. A recent promising image feature to represent and process textures is the image intensity patch around the current pixel. The information on a close neighborhood around the current pixel is extracted and leads to semi-local information at each pixel. The patch idea as a feature vector was first introduced for texture synthesis [17,18,36]. Later, Buades et al. in [9] proposed to denoise images based on patch differences and non-local averaging. Gilboa and Osher in [22] proposed a non-local denoising model based on a variational framework. Finally, Bresson and Chan in [4] defined a variational unsupervised segmentation method also based on patch differences.

2.1.3. Feature defined in the Beltrami framework

Another way to represent textures is to use the Beltrami representation introduced by Sochen, Kimmel and Malladi in [50]. Sochen et al. proposed a new geometric representation of images as Riemannian manifolds embedded in a higher dimensional space. For instance, a standard 2 dimensional gray-value image $I: \mathbb{R}^2 \rightarrow \mathbb{R}$ can be viewed as a surface $\Sigma$ with local coordinates $(x,y)$ embedded in $\mathbb{R}^3$ by a mapping
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Let \( X : (x, y) \rightarrow (X_1 = x, X_2 = y, X_3 = I(x, y)) \). This manifold-based representation of images offers two main advantages. Firstly, it allows using efficient tools borrowed from differential geometry to perform different image processing tasks such as denoising \([33, 50]\) or segmentation \([6, 47]\). The second main advantage of this framework is to work with arbitrary \( N \) dimensional images. For example, a color image can be represented in a 5-dimensional space with the mapping \( X : (x, y) \rightarrow (X_1 = x, X_2 = y, X_3 = I(x, y), X_4 = G(x, y), X_5 = B(x, y)) \), where \( R, G, B \) stands for red, green and blue. In \([47]\), Sagiv, Sochen and Zeevi used the Beltrami framework to represent the texture image as a 2-D dimensional manifold embedded in a space of \( N + 2 \) dimensions, where \( N \) is the number of Gabor responses. Then, the first fundamental form (e.g. \([34]\)), also called metric tensor, of the \((N + 2)\)-D texture manifold allowed them to define an intrinsic edge detector (see also \([48]\)). The idea of using the metric tensor to intrinsically define the edges between different texture regions is natural and well-posed in the context of differential geometry. Indeed, the first fundamental form describes the distortion or rate of change of the manifold and so can detect boundary between different parts of the manifold corresponding to different homogeneous textures. Based on the metric tensor, Sagiv et al. used the geodesic active contour model \([10]\) to drive the contour toward the boundary between two different textured regions by considering the edge detector function or stopping function as the inverse of the determinant of the metric tensor. To illustrate this idea, let consider the case of a gray-scale image \( I : \mathbb{R}^2 \rightarrow \mathbb{R} \) represented in the Beltrami framework by the mapping \( X = (x, y, I) \). The first fundamental form is defined by:

\[
g_{\mu\nu} = \left( < \frac{\partial X}{\partial \mu}, \frac{\partial X}{\partial \nu} > \right),
\]

where we have here \( \{\mu, \nu\} = \{x, y\} \), which implies:

\[
g_{xx} = 1 + I_x^2,
\]

\[
g_{xy} = I_x I_y,
\]

\[
g_{yy} = 1 + I_y^2,
\]

where the suffixes stands for partial derivatives. We have:

\[
\frac{1}{\det(g_{\mu\nu})} = \frac{1}{1 + |\nabla I|^2}.
\]

Function (2.1) corresponds (up to some constants) to the edge detector function used in the standard active contour model \([10]\). Hence, Sagiv et al. generalized the edge detector to texture images using the metric tensor of the Beltrami representation. Nevertheless, as we said earlier, the edge detector function has its limitations (sensitive to noise and initial contour position) and hence, it is not robust enough to segment a wide range of images. For this reason, Sagiv et al. coupled their edge detector with a region detector, coming from the vectorial Chan-Vese model \([13]\), to segment complex textures. We observe that their segmentation model provides promising results, but the region-based part of the
model (the vectorial Chan-Vese model) needs some computational time because it works with many channels. In order to improve the model of Sagiv et al. and decrease the computational time, we proposed in [27] to define an intrinsic region detector for textures in the Beltrami framework, rather than an edge detector. The proposed region detector for textures is computed once, and used in the active contour model. Thus, our active contour model did not need several channels, but only one feature image. This helped us to define a fast texture segmentation model in [27].

We used the shape operator and its eigenvalues to describe the geometry of textures. The shape operator is a linear operator which calculates the bending of a surface in different directions. The eigenvalues of the shape operator correspond to the extremal of bending of the surface, they are known to represent the geometry of the considered smooth manifold. In [27], we observed that the simplest Beltrami representation of images, i.e. $X = (x, y, I)$, is enough to provide an efficient intrinsic texture feature to segment many natural images. In this Beltrami representation, the texture manifold is a 2-D manifold, with two unique principal curvatures $(\kappa_1, \kappa_2)$. The couple of principal curvatures $(\kappa_1, \kappa_2)$ defines an intrinsic descriptor for homogeneous textures. We made the assumption that for a given (complex) texture pattern, the couple $(\kappa_1, \kappa_2)$ follows the same distribution/pdf inside the texture region. This assumption is fulfilled in many natural images. Finally, the distribution of $(\kappa_1, \kappa_2)$ (or a combination of $\kappa_1, \kappa_2$) is automatically estimated through the segmentation process.

Based on [25, 34], the values of the principal curvatures in our particular mapping can be expressed as follows:

$$\kappa_{1,2} = \frac{-\beta \pm \sqrt{\beta^2 - 4\alpha\gamma}}{2\alpha},$$

where

$$\begin{align*}
\alpha &= 1, \\
-\beta &= \frac{1}{Z^3} [I_{xx}(1 + I^2_x) + I_{yy}(1 + I^2_y) - 2I_{xy}(I_x I_y)], \\
\gamma &= \frac{1}{Z^3} [I_{xx} I_{yy} - (I_{xy})^2].
\end{align*}$$

The first principal curvature $\kappa_1 (\kappa_1 \geq \kappa_2)$ corresponds to the maximal change of the normal to the surface and $\kappa_2$ corresponds to the minimal change. For sake of simplicity, and in order to use the information provided by the two principal curvatures, we considered to work with the norm of $k_1 + k_2$, where vector $k_1$ (resp. $k_2$) has a norm $\kappa_1$ (resp. $\kappa_2$) and is oriented by the associated unit principal vector. Since $k_1$ and $k_2$ are orthogonal, this leads to:

$$\kappa_t := \sqrt{\frac{k^2_1 + k^2_2}{2}}, \quad (2.2)$$

where $\kappa_t : \mathbb{R}^2 \to \mathbb{R}_+$ defines the intrinsic texture descriptor that was used in [27] to segment real-world textures. The shape operator and its principal curvatures have proven to be efficient in [27] to segment a large class of textures since it outperforms state-of-the-art results. However, this texture descriptor is based on the computation of the second deriva-
tive of $I$, which makes highly sensitive to noise. In the following section, we introduce a new texture descriptor based on semi-local image information, which is robust to noise.

### 2.2. New texture feature based on semi-local image information

In this section, we define an intrinsic texture descriptor, which is more robust and less sensitive to noise than the texture descriptor (2.2) used in [27]. To reach more robustness, we will change the local representation $X : (x, y) \rightarrow (x, y, I(x, y))$ into a semi-local representation. As we pointed out previously, textures are semi-local by nature, which motivates us to describe them with patches along the same line as non-local means [9, 21]. Let $\mathcal{P}_{x,y}$ be the square patch of size $\tau \times \tau$ around the pixel $(x, y)$:

$$\mathcal{P}_{x,y}(I) = \{I(x + t_x, y + t_y)\}, \quad t_x \in \left[-\frac{\tau}{2}, \frac{\tau}{2}\right], \quad t_y \in \left[-\frac{\tau}{2}, \frac{\tau}{2}\right].$$  \quad (2.3)

We consider the new representation of textures in the Beltrami framework with the following mapping:

$$X : (x, y) \rightarrow (X_1 = x, X_2 = y, X_3 = \mathcal{P}_{x,y}(I)).$$  \quad (2.4)

This mapping includes local information (position in space) and semi-local image information (the patch with the neighborhood pixel values around the current pixel). We make the assumption that for a given (complex) texture pattern, the geometry of the manifold embedded by the mapping (2.4) will be uniform for the observed texture. This assumption is actually fulfilled in many natural images. This implies that the metric tensor of the manifold is actually homogeneous in regions with same texture. We will use this assumption to define a new intrinsic texture descriptor, more robust than the one introduced in [27] and in the previous section. A justification of this observation comes from the definition of the metric tensor, which measures distances between points on the manifold. If the manifold is almost flat in a certain region of the manifold, then the distance between two points anywhere on this region is almost equal. The manifold, represented by (2.4), is almost flat in regions with same textures because of the semi-local image information. The corresponding metric tensor of (2.4) is as follows:

$$g_{xy} = \left( \begin{array}{cc}
1 + (\partial_x \mathcal{P}_{x,y})^2 & \partial_x \mathcal{P}_{x,y} \partial_y \mathcal{P}_{x,y} \\
\partial_x \mathcal{P}_{x,y} \partial_y \mathcal{P}_{x,y} & 1 + (\partial_y \mathcal{P}_{x,y})^2
\end{array} \right),$$

Finally, the intrinsic texture descriptor, namely $F$, is defined as:

$$F = \exp \left(-\frac{\det(g_{xy})}{\sigma^2}\right),$$  \quad (2.5)

where $\sigma > 0$ is a scaling parameter. The use of the Gaussian kernel acts as a low-pass filter, which controls the degree of details. Fig. 1 summarizes the whole process.

For vector-valued images such as color images, the extension is straightforward. Let $I = (I_1, I_2, \cdots, I_k)$ be a vector-valued image, where $k$ is the number of channels. Then, the corresponding semi-local mapping is:

$$X : (x, y) \rightarrow (X_1 = x, X_2 = y, X_3 = \mathcal{P}_{x,y}(I_1), \cdots, X_{2+k} = \mathcal{P}_{x,y}(I_k)).$$  \quad (2.6)
and the metric tensor has the following form:
\[
g_{xy} = \begin{pmatrix}
1 + \sum_{j=1}^{k} \left( \frac{\partial_{x} \mathcal{P}_{x,y}(I_j)}{\partial_{x}} \right) \left( \frac{\partial_{y} \mathcal{P}_{x,y}(I_j)}{\partial_{y}} \right) & \sum_{j=1}^{k} \left( \frac{\partial_{x} \mathcal{P}_{x,y}(I_j)}{\partial_{x}} \right) \frac{\partial_{y} \mathcal{P}_{x,y}(I_j)}{\partial_{y}} \times 2 \\
\sum_{j=1}^{k} \left( \frac{\partial_{x} \mathcal{P}_{x,y}(I_j)}{\partial_{x}} \right) \frac{\partial_{y} \mathcal{P}_{x,y}(I_j)}{\partial_{y}} & 1 + \sum_{j=1}^{k} \left( \frac{\partial_{y} \mathcal{P}_{x,y}(I_j)}{\partial_{y}} \right) \times 2
\end{pmatrix},
\]

In our experiments, we will segment color images represented in the three primary color space: red, green, blue (RGB), see Section 5.

3. Unsupervised active contour model based on the Kullback-Leibler distance

In this section, we introduce an unsupervised segmentation model based on the active contour model and the Kullback-Leibler (KL) Distance between histograms/probability density functions (pdfs). We show that the segmentation model is mathematically well-posed since a minimizing solution exists in the space of functions with bounded variation.

3.1. Proposed segmentation method

We propose to solve the unsupervised image segmentation problem for gray-scale images composed of an object and the background (two-phase segmentation). An efficient way to perform an unsupervised segmentation task is to use the Region Competition approach introduced by Zhu and Yuille in [56]. We will perform a histogram/pdf competition approach based on the KL distance, which measures the distance between two pdfs. This segmentation model has been introduced in [27] and has shown promising results. The method consists in maximizing the KL distance between the pdf inside and outside the evolving contour, which defines two regions representing the object of interest and the background.

In what follows, we describe the method with the intrinsic texture descriptor \( F : \mathbb{R}^{2} \rightarrow \mathbb{R}_{+} \) introduced in (2.5). However, the function \( F \) can be replaced by any scalar feature function such as the gray-level value \( I \) of the image or the texture feature based on the shape operator as done in [27]. Let \( q_{in} \) be the inside pdf, \( q_{out} \) the outside one, \( \Omega = \Omega_{in} \) the evolving region and \( \Omega_{0} \setminus \Omega = \Omega_{out} \) its complementary in the image domain \( \Omega_{0} \). In this approach, the texture feature \( F \) is considered as a random variable. The set of possible
where $|\cdot|$ is the area of the given region. The new KL distance is thus as follows:

$$KL(q_{in}(\Omega), q_{out}(\Omega)) = \int_{\mathbb{R}_+} \left( q_{in}(F, \Omega) \frac{q_{in}(F, \Omega)}{q_{out}(F, \Omega)} + q_{out}(F, \Omega) \log \left( \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} \right) \right) dF$$

$$K L(q_{in}(\Omega), q_{out}(\Omega)) = \int_{\mathbb{R}_+} \left( q_{in}(F, \Omega) - q_{out}(F, \Omega) \right) \left( \log q_{out}(F, \Omega) - \log q_{in}(F, \Omega) \right) dF. \quad (3.1)$$

Functional (3.1) gives a measure of difference between the pdfs defined inside and outside, for a fixed active contour represented by $\Omega$. One naturally wants to maximize Functional (3.1) in order to determine two regions with two pdfs as disjoint as possible, representing the object of interest and the background. Maximizing Functional (3.1) involves the computation of its derivatives w.r.t. the evolving domain $\Omega$, which can be done with the shape derivative tool [1, 29]. Using the shape derivative tool, the Eulerian derivative in the direction $V$ of the criterion (3.1) is as follows (see Annex A.1):

$$< KL', V > = \int_{\partial \Omega} \left\{ \frac{1}{|\Omega|} \int_{\mathbb{R}_+} \left[ 1 - \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} + \log \left( \frac{q_{in}(F, \Omega)}{q_{out}(F, \Omega)} \right) \right] \left[ -K(F - F(s)) + q_{in}(F, \Omega) \right] dF \right\} ds$$

$$< V(s), \mathcal{N}(s) > ds,$$  

where $\mathcal{N}$ is the unit inward normal to $\partial \Omega$ the boundary of the evolving region $\Omega$, $ds$ its length/area element. According to the Cauchy-Schwartz inequality, the fastest way to decrease energy $KL(\Omega(\tau))$ is obtained by choosing $\frac{\partial C}{\partial \tau} = -V \cdot \mathcal{N}$, where $\tau$ is an artificial time and $C = \partial \Omega$, which leads to the evolution equation:

$$\frac{\partial C}{\partial \tau} = \left\{ \int_{\mathbb{R}_+} \frac{1}{|\Omega|} \left[ 1 - \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} + \log \left( \frac{q_{in}(F, \Omega)}{q_{out}(F, \Omega)} \right) \right] \left[ K(F - F(s)) - q_{in}(F, \Omega) \right] dF \right\} \mathcal{N},$$

$$+ \left\{ \int_{\mathbb{R}_+} \frac{1}{|\partial \Omega|} \left[ 1 - \frac{q_{in}(F, \Omega)}{q_{out}(F, \Omega)} + \log \left( \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} \right) \right] \left[ -K(F - F(s)) + q_{out}(F, \Omega) \right] dF + \lambda \kappa \right\} \mathcal{N}, \quad (3.3)$$
where the last term $\lambda \kappa$, $\lambda > 0$ has been added in the evolution equation in order to regularize the evolving curve. $\kappa$ is the curvature of the contour $C$ and it is derived from the minimization of the curve length $\int_{\partial \Omega} ds$.

### 3.2. Existence of a minimizing solution for the proposed model (3.1)

In this section, we show the existence of a minimizer of the variational problem (3.1) associated with the length term by the standard method of calculus of variations and the space of functions with bounded variation. Our energy functional is composed of two terms: the first one is the Kullback-Leibler functional and the second term is a curvature regularization term.

We assume that the function $F$ is a function $F \in L^\infty(\Omega_0)$, where $\Omega_0$ is a regular open bounded set of $\mathbb{R}^n$ corresponding to the image domain. We define the set $\mathcal{U}$ of all image regions in $\Omega_0$, i.e. the set of regular open bounded sets of $\Omega_0$.

The image segmentation problem proposed in (3.1) consists in finding a set $\Omega \in \mathcal{U}$ which minimizes the following functional:

$$E(\Omega) = \int_{\Omega_0} \left( \frac{q_{in}(F, \Omega)}{q_{out}(I, \Omega)} \right) K_L(\Omega) + \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} \log \frac{q_{out}(F, \Omega)}{q_{in}(F, \Omega)} + \lambda \int_{\partial \Omega} ds, \quad (3.4)$$

where the non-parametric pdfs $q_{in}$ and $q_{out}$ are estimated with a Parzen estimation [43] as follows:

$$\begin{cases}
q_{in}(F, \Omega) = \frac{1}{|\Omega|} \int_{\Omega} K(F - F(\hat{x})) d\hat{x}, \\
q_{out}(F, \Omega) = \frac{1}{|\Omega_0 \setminus \Omega|} \int_{\Omega_0 \setminus \Omega} K(F - F(\hat{x})) d\hat{x},
\end{cases}$$

where $\Omega_0 \setminus \Omega$ is the complement set of $\Omega$ in $\Omega_0$.

We look for a set $\Omega \in \mathcal{U}$ which minimizes the region functional (3.4). As it is pointed out in [1, 29], the optimization of the functional (3.4) is difficult to carry out since the set $\mathcal{U}$ of regular domains does not have the structure of a vector space. The variation of the domain is thus done through a family of homeomorphism transformations $T$ (i.e. one-to-one with $T$ and $T^{-1}$ continuous), which allows to differentiate $E$ with respect to $\Omega$ and determine a minimization flow in Section 3.1. Thus, one possible approach to prove the existence of minimizers for (3.4) is to express (3.4) in term of the transformation $T$ and look for a minimizer $T_\star$. However, we decide to choose another approach to prove the existence of a minimizer which looks easier. This approach consists, in a first step in re-writing the functional $F$ with the characteristic function $\chi_\Omega$ of the set $\Omega$, defined as follows:

$$\chi_\Omega(x) = \begin{cases} 
1 & \text{if } x \in \Omega \in \mathcal{U}, \\
0 & \text{otherwise,}
\end{cases}$$
and then applying the standard method of the calculus of variations to prove the existence of a minimizer. Functional (3.4) can be expressed w.r.t. $\chi_{\Omega}$:

$$F(\chi_{\Omega}) = KL(\chi_{\Omega}) + \lambda L(\chi_{\Omega}),$$

where

$$L(\chi_{\Omega}) = \int_{\Omega_0} |\nabla \chi_{\Omega}| dx,$$

and

$$
\begin{align*}
q_{in}(F, \chi_{\Omega}) &= \frac{\int_{\Omega_0} K(F - F(\hat{x})) \chi_{\Omega}(\hat{x}) d\hat{x}}{\int_{\Omega_0} \chi_{\Omega} d\hat{x}}, \\
q_{out}(F, \chi_{\Omega}) &= \frac{\int_{\Omega_0} K(F - F(\hat{x}))(1 - \chi_{\Omega}(\hat{x})) d\hat{x}}{\int_{\Omega_0} (1 - \chi_{\Omega}) d\hat{x}}.
\end{align*}
$$

(3.6) is the total variation (TV) norm, which will play an important role in the theorem of existence. It is defined according to:

**Definition 3.1** ([19, 23]). Let $\Omega \in \mathcal{U}$ and $u \in L^1(\Omega_0)$. The TV norm of the function $u$ is defined as follows:

$$TV(u) = \int_{\Omega_0} |\nabla u| dx = \sup_{\phi \in \Phi} \left\{ \int_{\Omega_0} u \text{div} \phi dx \right\},$$

where $\Phi = \{ \phi \in C^1_0(\Omega_0, \mathbb{R}^n) \mid |\phi| \leq 1, \text{on } \Omega_0 \}$ and $C^1_0(\Omega_0, \mathbb{R}^n)$ are the continuously differentiable real functions on $\Omega_0$.

Moreover,

**Definition 3.2** ([19, 23]). A function $u \in L^1(\Omega_0)$ is said to have bounded variation in $\Omega_0$ if its distributional derivative satisfies $TV(u) < \infty$. We define $BV(\Omega_0)$ as the space of all functions in $L^1(\Omega_0)$ with bounded variation. The space $BV(\Omega_0)$ is a Banach space, endowed with the norm:

$$\|u\|_{BV(\Omega_0)} = \|u\|_{L^1(\Omega_0)} + TV(u).$$

We introduce two important theorems that is already used in Eq. (3.6) and will be used in our theorem of existence.

**Theorem 3.1** ([19, 23]). A set $\Omega \in \mathcal{U}$ has finite perimeter if and only if the characteristic function $\chi_{\Omega}$ of $\Omega$ belongs to $BV(\Omega_0)$. We have

$$\text{Per}(\Omega) = TV(\chi_{\Omega}) = \int_{\Omega_0} |\nabla \chi_{\Omega}| dx < \infty,$$
and

**Theorem 3.2 ([19,23]).** Let $\Omega \in \mathcal{U}$. If $\{u_k\}_{k \geq 1}$ is a bounded sequence in $BV(\Omega_0)$, then there exists a subsequence $\{u_{k_j}\}$ of $\{u_k\}$ and a function $u_\star \in BV(\Omega_0)$, such that $u_{k_j} \to u_\star$ strongly in $L^p(\Omega_0)$ for any $1 \leq p < n/(n-1)$ and

$$TV(u_\star) \leq \liminf_{k_j \to \infty} TV(u_{k_j}).$$

We can now state the theorem of the existence of (at least) one minimizer for (3.5):

**Theorem 3.3.** Our minimization problem

$$\min_{\chi_\Omega \in BV(\Omega_0)} \left\{ KL(\chi_\Omega) + \lambda L(\chi_\Omega) \right\}, \lambda > 0,$$  \hspace{1cm} (3.8)

has a solution in $BV(\Omega_0)$.

**Proof.** The direct method of the calculus of variations [2,15,52] is used:

A) Let $\{\chi_{\Omega_k}\}_{k \geq 1}$ be a minimizing sequence of (3.8), i.e.

$$\lim_{k \to \infty} F(\chi_{\Omega_k}) = \inf_{\chi_\Omega \in BV(\Omega_0)} F(\chi_\Omega).$$

B) Since $\chi_{\Omega_k}$ is a sequence of characteristic functions of the sets $\Omega_k$, then $\chi_{\Omega_k}(x) \in \{0,1\}$ - a.e. in $\Omega_0$. A constant $M > 0$ exists such that $\|\nabla \chi_{\Omega_k}\|_{L^1(\Omega_0)} \leq M$, $\forall k \geq 1$. Therefore, $\chi_{\Omega_k}$ is a uniformly bounded sequence on $BV(\Omega_0)$. Following Theorem 3.2, a subsequence of $\chi_{\Omega_{k_j}}$ that converges to a function $\chi_{\Omega_\star}$ strongly in $L^1(\Omega_0)$ exists.

C) Taking a minimizing sequence $\chi_{\Omega_{k_j}} \to \chi_{\Omega_\star}$, it is easy to show that $\lim_{k_j \to \infty} KL(\chi_{\Omega_{k_j}}) = KL(\chi_{\Omega_\star})$ since $q_{in}(\chi_{\Omega})$ and $q_{out}(\chi_{\Omega})$ in Eq. (3.7) are continuous w.r.t. the $BV(\Omega_0)$ topology. Thus, according to Theorem 3.2, we deduce that

$$F(\chi_{\Omega_\star}) \leq \liminf_{k_j \to \infty} F(\chi_{\Omega_{k_j}}),$$

which implies that

$$F(\chi_{\Omega_\star}) = \min_{\chi_\Omega \in BV(\Omega_0)} F(\chi_\Omega),$$

which means that $\chi_{\Omega_\star}$ is a minimizer of $F$ among characteristic functions $\chi_{\Omega}$ of sets $\Omega \in \mathcal{U}$ of finite perimeter in $\Omega_0$. It also implies the existence of at least one set $\Omega_\star$, given by $\{x \in \Omega_0 | \chi_{\Omega_\star}(x) = 1\}$, which minimizes (3.4). \hfill \Box
4. Convexification and fast minimization algorithm

4.1. Convexification of the proposed energy functional

The standard approach to minimize energy functional such as (3.1) (associated with
the length term) with active contour is using the Level Set Method (LSM) introduced by
Osher and Sethian in [40]. However, the LSM is a slow minimization technique that only
determines a local minimum of the energy functional. The authors in [5, 12] introduced a
new paradigm to compute a global minimizer of the active contour energy in a fast way.
More precisely they proposed an equivalent convex formulation of energy (3.1) and then
used fast minimization schemes to reach the optimal solution.

We apply this paradigm in this section to quickly minimize (3.1).

The LSM applied to the minimization of energy (3.1) produces the following PDE:

$$\frac{\partial \phi}{\partial \tau} = \left( -\lambda V_{KL} + \nabla \frac{\nabla \phi}{|\nabla \phi|} \right) |\nabla \phi|, \quad (4.1)$$

where $V_{KL}$ is the speed provided by Kullback-Leibler distance (3.1). We assume that $V_{KL}$ is
fixed. Since $|\nabla \phi| > 0$, the steady state of (4.1) is the same as:

$$\frac{\partial \phi}{\partial \tau} = -\lambda V_{KL} + \nabla \frac{\nabla \phi}{|\nabla \phi|}. \quad (4.2)$$

The variational model that provides (4.2) is also given by:

$$\min_{\phi \in [0,1]} \int_{\Omega} -\lambda V_{KL} \phi + |\nabla \phi|. \quad (4.3)$$

Finally, we change the notation of the function $\phi$ to avoid any confusion with the LSM. We
will seek the minimum of the convex functional $F(u)$ defined by:

$$\min_{u \in [0,1]} \int_{\Omega} -\lambda V_{KL} u + |\nabla u|, \quad (4.4)$$

where $\int_{\Omega} |\nabla u| = TV(u)$ is the total variation norm of the function $u$.

4.2. Fast minimization algorithm based on the Split-Bregman method

In [27], we introduced a minimizing algorithm based on [5]. Although the algorithm
provides relatively fast minimization, it has some limitations. First, the algorithm of [5,27]
is based on a splitting/regularization approach (along the same lines as [3]) to minimize
(4.4). In [27], the authors minimized:

$$\min_{u,v \in [0,1]} F(u, v) = \int_{\Omega} -\lambda V_{KL} v + |\nabla u| + \frac{1}{2\theta}(u - v)^2, \quad (4.4)$$
where the right-most term enforces \( u \approx v \) for sufficiently small \( \theta \). Minimization with respect to \( u \) corresponds to solving the ROF model [46], which is done using a gradient projection method [11], and the minimization for \( v \) can be solved using an explicit formula. However, this scheme slows down as the accuracy increases (i.e., as \( \theta \to 0 \)). Second, the approximate enforcement of the constraint \( u \approx v \) has the effect of regularizing the model. The disadvantage of these regularized schemes is that they “smear” the values of \( u \) near the objects boundaries. This makes the results more dependent on the value of the cutoff parameter and can eliminate fine segmentation details. In [24], the authors use the Split-Bregman method to overcome regularization effect. Besides, the proposed method of [24] has the advantage of being a much more efficient solver for (4.4) since the Projection’s algorithm has a linear convergence property whereas experiments show that the Split-Bregman has a quadratic convergence property (it was shown in [24] that the Split-Bregman method is actually slightly faster than graph-cuts method). The first step consists in introducing a new variable \( d \) such that the new system to solve becomes:

\[
\min_{u,d} \int_{\Omega} -\lambda |V_{KL} u + |d|, \quad \text{s.t. } d = \nabla u.
\]  

(4.5)

We apply the Split-Bregman iterative scheme to minimize (4.5) (see [24] for more details) which leads to the following unconstrained problem:

\[
\begin{align*}
(u^{k+1}, d^{k+1}) &= \arg \min_{0 \leq u \leq 1, d} \|d\| + \lambda |V_{KL} u + \frac{\beta}{2}|d - \nabla u - b^k|_2^2, \\
b^{k+1} &= b^k + \nabla u^{k+1} - d^{k+1},
\end{align*}
\]  

(4.6)

starting from \( b^{k=0} = d^{k=0} = u^{k=0} = 0 \). The minimizing solution w.r.t. \( u \) in (4.6) holds the optimality condition:

\[
\begin{align*}
0 &= \lambda |V_{KL} + \frac{\beta}{2} \text{div}(d^k - \nabla u - b^k), \\
\beta \Delta u &= \lambda |V_{KL} + \beta \text{div}(d^k - b^k).
\end{align*}
\]  

(4.7)

An approximate solution is given by a Gauss-Seidel iterative method, \( n \geq 0 \):

\[
\begin{align*}
\gamma_{i,j} &= d_{i-1,j}^{x,k} - d_{i,j}^{x,k} - b_{i,j}^{x,k} + b_{i,j}^{x,k} + b_{i,j-1}^{y,k} - b_{i,j}^{y,k} + b_{i,j}^{y,k}, \\
\mu_{i,j} &= \frac{1}{4} \left( u_{i-1,j}^{k,n} + u_{i+1,j}^{k,n} + u_{i,j+1}^{k,n} + u_{i,j-1}^{k,n} - \frac{\lambda}{\beta} |V_{KL} + \gamma_{i,j}| \right), \\
u_{i,j}^{k+1,n+1} &= \max\{\min\{\mu_{i,j}, 1\}, 0\}.
\end{align*}
\]  

(4.8)

(4.9)

(4.10)

Finally, the solution of (4.6) w.r.t. \( d \) is given by a soft-wavelet thresholding s.t.:

\[
d^{k+1} = \text{sign}(\nabla u^{k+1} + b^k) \max\left( |\nabla u^{k+1} + b^k| - \lambda^{-1}, 0 \right).
\]  

(4.11)
5. Experimental results

We applied our texture segmentation algorithm to a set of challenging synthetic and real-world textural images. The synthetic textural images, Figs. 2(a), 2(d), 2(g) were generated from the Brodatz data set [7]. The natural textural images, Figs. 3(a), 3(d), 3(g), 3(j), 3(m) were taken in the Berkeley data set [39].

The first step is to extract homogeneous regions from the textured images following the method proposed in Section 2.2. Figs. 2(b), 2(e), 2(h) show the results of the in-
Figure 3: Segmentation of real-world textural images. Left column: original images. Center column: our segmentation result. Right column: results based on the method [47].
trinsic texture descriptor applied to the synthetic textures. We observed that the images of the intrinsic texture descriptor are more "homogeneous" than the original images, and one would like to apply the well-known Chan-Vese model [14] to segment the textures. However, although the Chan-Vese model can segment some textures such as the textured zebra, it will fail for more complicated textures. The intrinsic texture feature is much better represented by a probability density function, as we proposed in our segmentation model.

The quality of the texture descriptor depends on the patch size. The patch should be large enough to contain enough discriminative information between the object and the background. However with a larger patch we note a loss of accuracy in the borders. The unsupervised segmentation process proposed in Section 3 is then applied on the texture feature and the fast minimization scheme based on the Split-Bregman algorithm is used (Section 4.2).

Fig. 2, right column, presents the results obtained for synthetics texture. Our model has managed to distinguish the different texture classes and can deal with multiple object and non-convex shapes.

As a comparison with the state-of-the-art techniques, we decided to implement the efficient texture segmentation model of Sagiv et al. [47], which uses the vectorial Chan-Vese model [13] and an edge detector function based on Gabor responses as explained in Section 2.1. We modified their original model by implementing a dual formulation of their energy functional as done in [5]. Besides, the selected Gabor features are chosen with a simple selection criteria defined in [28] in order to have the most relevant collection of Gabor features. Fig. 3 presents the results obtained with our method on the center column and the model of Sagiv et al. in the right column. Our method manages to capture with more regularity and precision the object. We notice that in the case of the tiger image (Fig. 3(a), the fact that some part (part larger than the size patch) are smooth and not textured mislead the segmentation. For the images with more regular textures, the segmentation is satisfactory.

Finally we applied our algorithm to color images (Fig. 4). Results are shown in the right column.

We notice that our segmentation model needs to choose three parameters: $\theta, \lambda$ as explained in Section 4.2 and $\sigma$ for the Parzen estimation in Section 3.1. In all experiments, the mean computing time for both the feature extraction and the segmentation is around 10 seconds for an image $481 \times 321$ (including the updated estimation of the pdfs), whereas, for the same image, the texture segmentation model in [47] adapted to the fast minimization scheme in [5] takes around 4 minutes.

6. Discussion and conclusion

In this paper, we have proposed an unsupervised segmentation method for a large class of synthetic and natural textures. Several aspects of this difficult problem have been considered and lead us to use different theories and tools.

The first step in the segmentation process is to define and extract texture features. This is an important and common step for the texture segmentation task. For instance in [44],
Rousson et al. used a non-linear diffusion of the structure tensor from which the statistical information was extracted. Although this method provides interesting segmentation results, it is limited for highly disordered textures or complex natural images. Besides, this method requires working with $N = 5$ image features, unlike our model which requires one image feature. Other texture segmentation algorithms have been developed on Gabor filters. In fact, Gabor filters are much appreciated for texture segmentation because these filters can extract complex geometry from images. However, methods based on Gabor filters can be time consuming because they require using many image features which sometimes do not hold much useful information, see for example [13]. The proposed texture descriptor developed in this paper shows a good quality to represent complex and natural textures. The proposed texture descriptor has been developed from the Beltrami
framework and semi-local image information. The Beltrami framework offers a natural approach to define a high-dimensional manifold from the image patches and allows to define a texture descriptor based on the intrinsic geometry of this geometrical representation. The proposed texture feature has provided promising results to segment complex textures with different orientations and scales. We believe that the patch information, which represents semi-local information, is a natural and efficient way to extract texture information. From a numerical point of view, the proposed texture descriptor is easy to implement and an image of size $256 \times 256$ can be processed in few seconds. Besides, the proposed texture descriptor does not use several channels, like in the case of Gabor filters, but only one function, which makes possible fast texture segmentation. The limitation of this texture descriptor lies in the patches size. In our implementation, the size is fixed and is the same for all points in the image. However, the size of textures can change in the image. A solution could be to increase the size of patches but we observed that larger sizes produce less precision in the segmentation process. We will investigate how to change the size of patches to match the different textures lying in the images.

In the texture segmentation task, the feature extraction step is followed by the segmentation process, which produces the optimal two-phase partition of the image. In this paper, we were motivated to have a totally user-free algorithm, i.e. an unsupervised segmentation algorithm. We chose to maximize the Kullback-Leibler (KL) distance between the probability density function (pdf) of the object of interest and the pdf of the background. The maximum of the KL produces two regions with the pdfs as disjoint as possible. The KL distance has proven to be a good distance measure between two pdfs, despite a certain computational cost. This distance, borrowed from Information Theory, has good theoretical properties such as invariance w.r.t. illumination changes, which is an important property to segment natural images. The KL distance has proven to be an effective tool for other applications. For instance, Freedman and Zhang [20] used the KL measure for object tracking. Based on a density probability model, the KL flow allows the matching between the model and the distribution of the current region in the image. Another application is given by Wang and Vemuri in [53] for Diffusion Tensor-MRI data, where the authors redefined the KL measure for a positive definite 2d-tensor. The segmentation process is done by minimizing the KL divergence between an inside average tensor and tensors inside the active contour and an outside average tensor and the tensors outside de active contour. In contrast with other segmentation methods based on comparison of pdfs such as [30,42], we do not use any prior assumptions on the probability distributions. In [42], Paragios and Deriche based their segmentation process on the Gaussian distribution hypothesis of the regions to be segmented. In [30], Jehan-Besson et al. used a prior histogram of the region of interest to perform the segmentation. Our segmentation model, based on a region competition approach, performs an unsupervised segmentation task. The unsupervised segmentation is done through an active contour model, which maximizes the KL distance while regularizing the contour. Active contour models are known to compute a local minimizer of the energy functional and these models are slow numerically. However, we have developed a fast numerical minimization algorithm, based on the Split-Bregman method, which determines a global minimizer of the energy functional.
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Appendix

A.1. Shape derivation tool

We remind hereafter the shape derivative tool proposed by Delfour and Zolesio in [16]. The shape derivative tool basically derives a region-based functional in an elegant and straightforward way. Let us consider a general region-based functional which depends on an artificial time $\tau$ as follows:

$$F(\Omega(\tau)) = \int_\Omega f(x, \Omega(\tau)) \, dx,$$

that we want to optimize w.r.t $\Omega$. The Gâteaux derivative of the functional $F$ in the directions $V$ is given by:

$$< F'(\Omega), V > = \lim_{\tau \to 0} \frac{F(\Omega(\tau)) - F(\Omega)}{\tau},$$

where $F'(\Omega) := \frac{\partial F}{\partial \tau}(\Omega(\tau))$. As it has been shown in [1], the Gâteaux derivative can be expressed as:

$$< F', V > = \int_\Omega \frac{\partial f}{\partial \tau}(x, \Omega, V) \, dx - \int_{\partial \Omega} f(s, \Omega)(V(s) \cdot N(s)) \, ds,$$

where $N$ is the unit inward normal to $\partial \Omega$ the boundary of the evolving region $\Omega$, $ds$ its length/area element. In the case where we have $f(x) = f(x, G_1(\tau), G_2(\tau))$ and

$$G_1(\tau) = \frac{H_1(\tau)}{H_2(\tau)}, \quad G_2(\tau) = \frac{H_3(\tau)}{H_4(\tau)},$$

we obtain:

$$\frac{\partial f}{\partial \tau} = \frac{\partial f}{\partial G_1} \frac{\partial G_1}{\partial \tau} + \frac{\partial f}{\partial G_2} \frac{\partial G_2}{\partial \tau}$$

$$= \frac{\partial f}{\partial G_1} \left[ \frac{\partial G_1}{\partial H_1} \frac{\partial H_1}{\partial \tau} + \frac{\partial G_1}{\partial H_2} \frac{\partial H_2}{\partial \tau} \right] + \frac{\partial f}{\partial G_2} \left[ \frac{\partial G_2}{\partial H_3} \frac{\partial H_3}{\partial \tau} + \frac{\partial G_2}{\partial H_4} \frac{\partial H_4}{\partial \tau} \right].$$
A.2. Gâteaux derivative of functional $KL$

Consider

$$KL(q_{in}(\Omega), q_{out}(\Omega)) = \int_{\mathbb{R}} (q_{in}(I, \Omega) - q_{out}(I, \Omega)) (\log q_{out}(I, \Omega) - \log q_{in}(I, \Omega)) dI,$$

where

$$q_{in}(I, \Omega(\tau)) = G_1(\tau) = \frac{\int_{\Omega(\tau')} K(I(x) - I(\hat{x})) d\hat{x}}{\int_{\Omega(\tau')} d\hat{x}} = \frac{H_1(\tau)}{H_2(\tau)},$$

$$q_{out}(I, \Omega(\tau)) = G_2(\tau) = \frac{\int_{\Omega_0 \setminus \Omega(\tau')} K(I(x) - I(\hat{x})) d\hat{x}}{\int_{\Omega_0 \setminus \Omega(\tau')} d\hat{x}} = \frac{H_3(\tau)}{H_4(\tau)},$$

$$h(\tau) = G_1(\tau) \log \left( \frac{G_1(\tau)}{G_2(\tau)} \right) + G_2(\tau) \log \left( \frac{G_2(\tau)}{G_1(\tau)} \right).$$

Consequently,

$$\frac{\partial h}{\partial \tau} = \frac{\partial h}{\partial G_1} \left[ \frac{1}{H_2} \left( - \int_{\partial \Omega(\tau)} K(I(x) - I(s))(V.N) ds \right) \right]$$

$$+ \left( - \frac{H_1}{H_2} \right) \left( - \int_{\partial \Omega(\tau)} (V.N) ds \right]$$

$$+ \frac{\partial h}{\partial G_2} \left[ \frac{1}{H_4} \left( \int_{\partial \Omega(\tau)} K(I(x) - I(s))(V.N) ds \right) \right]$$

$$+ \left( - \frac{H_3}{H_4} \right) \left( \int_{\partial \Omega(\tau)} (V.N) ds \right].$$

We can deduce that

$$\frac{\partial h}{\partial \tau} = \frac{1}{|\Omega|} \left( 1 - \frac{q_{out}(I(x), \Omega)}{q_{in}(I(x), \Omega)} + \log \frac{q_{in}(I(x), \Omega)}{q_{out}(I(x), \Omega)} \right)$$

$$\times \left( \int_{\partial \Omega(\tau)} (-K(I(x) - I(s)) + q_{in}(I(x), \Omega))(V.N) ds \right)$$

$$+ \frac{1}{|\Omega_0 \setminus \Omega|} \left( 1 - \frac{q_{in}(I(x), \Omega)}{q_{out}(I(x), \Omega)} + \log \frac{q_{out}(I(x), \Omega)}{q_{in}(I(x), \Omega)} \right)$$

$$\times \left( \int_{\partial \Omega(\tau)} (K(I(x) - I(s)) - q_{out}(I(x), \Omega))(V.N) ds \right).$$

Finally, the Gâteaux derivative of functional (A.4) is:

$$< KL', V > = \int_{\mathbb{R}} \frac{\partial h}{\partial \tau}(x, \Omega, V) dx.$$
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