Effective Boundary Conditions: A General Strategy and Application to Compressible Flows Over Rough Boundaries
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Abstract. Determining the drag of a flow over a rough surface is a guiding example for the need to take geometric micro-scale effects into account when computing a macro-scale quantity. A well-known strategy to avoid a prohibitively expensive numerical resolution of micro-scale structures is to capture the micro-scale effects through some effective boundary conditions posed for a problem on a (virtually) smooth domain. The central objective of this paper is to develop a numerical scheme for accurately capturing the micro-scale effects at essentially the cost of twice solving a problem on a (piecewise) smooth domain at affordable resolution. Here and throughout the paper “smooth” means the absence of any micro-scale roughness. Our derivation is based on a “conceptual recipe” formulated first in a simplified setting of boundary value problems under the assumption of sufficient local regularity to permit asymptotic expansions in terms of the micro-scale parameter.

The proposed multiscale model relies then on an upscaling strategy similar in spirit to previous works by Achdou et al. [1], Jäger and Mikelic [29, 31], Friedmann et al. [24, 25], for incompressible fluids. Extensions to compressible fluids, although with several noteworthy distinctions regarding e.g. the “micro-scale size” relative to boundary layer thickness or the systematic treatment of different boundary conditions, are discussed in Deolmi et al. [16, 17]. For proof of concept the general strategy is applied to the compressible Navier-Stokes equations to investigate steady, laminar, subsonic flow over a flat plate with partially embedded isotropic and anisotropic periodic roughness imposing adiabatic and isothermal wall conditions, respectively. The results are compared with high resolution direct simulations on a fully resolved rough domain.
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1 Introduction

From several scenarios in nature it is well-known that microstructures on surfaces can significantly reduce drag. For instance, the skin of a shark exhibits small-scale structures that makes the shark a very fast maritime hunter [59]. This has been confirmed by experiments conducted in oil channels to study biological surfaces, e.g., shark-skin replicas, hairy surfaces such as seal fur, [53–55], experiencing significant drag reduction. Such observations lead engineers to mimic this effect for economical and ecological reasons in practical applications such as aviation. For instance, in [56, 57] riblets are shown to reduce the overall drag of airfoils and aircraft provided the riblet spacing is chosen appropriately. For flight tests of an Airbus 320 drag reduction was observed, see [58], but not as significant as for experiments in wind tunnels and oil channels, respectively. For a review on drag reduction using riblets we refer to [50–52].

1.1 Objectives

To gain a deeper insight in the underlying physical mechanisms of drag reduction and eventually permit predictions, simulations are performed that complement experimental investigations. Since resolving the microstructures requires a high resolution, numerical simulations are very expensive and, depending on the flow regime, are only feasible for small configurations. For a real application such as an airfoil the computational cost will be prohibitively high and a simulation will not be feasible in spite of an ever increasing computer power.

To deal with this type of problems a natural strategy is to resort to model reduction concepts. Some well-known strategies are homogenization techniques [10, 33, 48], (heterogeneous) multiscale modeling [21, 22] and multiscale finite element methods [20], all aiming to quantify the influence of small scale effects on the resolved macroscopic scale without directly resolving small scale structures. Typically, these concepts need to be adapted to the problem at hand.

In fact, it should be noted that, strictly speaking, for the problems under consideration there is no clear (physical) scale separation so that a straightforward application of the heterogeneous multi-scale method is delicate. Rather the range of relevant scales is too large to be resolved.

The central objective in the present paper is to develop a new computational model reduction strategy that differs from the aforementioned methods. Our starting point is the formulation of an upscaling strategy where the micro-scale effect of a structured rough surface is modeled by means of effective boundary conditions given on a virtually smooth wall. For the derivation of these conditions the exact solution of the original problem on the rough domain is expanded in a zeroth order solution depending only on the macro-scale, i.e., the flow equations are solved in the artificial smooth domain, and an up-scaling term that depends on macro-scale and micro-scale variables in order to capture the micro-scale effects suppressed in the zeroth order solution. A natural idea is to plug this
ansatz into the original equation and try to see under which conditions low order terms cancel to eventually arrive at the so-called cell problem which is typically much simpler than the original problem. From the asymptotic expansion at an artificial smooth wall located on top of the roughness we can then deduce the effective boundary conditions [14] by means of a Taylor expansion in wall normal direction at the rough wall, where the mean of the solution of the cell problem enters as effective constant. Finally, the effective problem is solved on the smooth domain with effective boundary conditions.

1.2 Conceptual background

Our approach differs from classical perturbation theory (see e.g. [37]) in several respects. In particular, the upscaling depends both on the macro-scale and the micro-scale variables. We point out next how the approach relates to previous related work. In case of the steady incompressible Navier-Stokes equations a similar upscaling strategy has been developed and investigated by Achdou et al. [1] as well as Jäger and Mikelic [29, 31] for small Reynolds numbers. In [1] a Navier wall law is derived from a Taylor expansion of velocity and pressure where the zeroth order solution is first solved on an extension of the rough domain. These ideas are extended to unsteady problems in [2, 4, 7]. Applying an idea similar to [1] a Navier wall law is derived also in [12, 13] for the steady Poisson problem.

Some variations in the different approaches are perhaps worth pointing out. In contrast to Achdou et al., Jäger and Mikelic [29, 31] proceed differently. Instead of applying a Taylor expansion, a zeroth order approximation is computed first on a smooth subset of the rough domain and then it is continuously extended to the boundary of an effective domain with smooth boundary overlapping the roughness where it establishes the Navier wall law. Similar ideas are used in [27, 28, 30] to derive effective boundary conditions at the contact interface between a porous medium and a viscous incompressible fluid.

The methodology of Jäger and Mikelic is used in [23, 24] to solve a shape optimization problem, namely, finding the optimal “shape of the roughness” so as to minimize the drag force. Recently, this has been extended to turbulent incompressible flows, see [25]. Typically, only the influence in wall-normal direction is accounted for in the effective boundary conditions. This is justified as long as the flow is laminar. For instance, for turbulent flow the flow field is inherently three-dimensional and, thus, the roughness will most likely also affect the flow in streamwise and spanwise direction as well. In [25, 31], it is suggested to solve two cell problems, corresponding to the effects in streamwise and spanwise direction, respectively. For this purpose the flow at an oblique angle is considered on the macro-scale, introducing in this way the spanwise effects. However, no systematic strategy is given for the choice of the angle.

1.3 What is different here?

The aims pursued in the present paper are yet different in three major respects. First, we are particularly interested in compressible flows over a rough surface for high Reynolds
numbers, which corresponds to considering a regime that significantly differs from the one analyzed in the aforementioned literature. In [16] we already derived a similar up-scaling strategy combining ideas from Achdou et al. as well as Jäger and Mikelic. However, and this is the second delineating issue, we target a roughness scale relative to the viscous sublayer thickness which is larger than in those works because of significantly larger velocities.

To account for this, the identification of the appropriate cell problem itself deserves some special attention. In order to make the underlying mechanisms transparent we outline first in Section 2 for a deliberately general scalar problem a systematic way – in some sense a “recipe” – for determining a suitable cell problem for the desired roughness range which is then used to identify effective boundary conditions. We emphasize that these considerations do not intend to provide a rigorous analytical foundation – which in our opinion is out of reach for the regime of interest – but are to serve the following purposes.

First, in a given application it helps identifying some scaling effects which, for instance, determine whether a resulting cell problem is linear or nonlinear and which explain why macro-scale parameters enter the cell problem as parameters. In fact, targeting a roughness scale that is relatively large in comparison with the boundary layer thickness in the compressible regime comes at a price, namely, in contrast to the aforementioned work, we need to account for the influence of the zeroth order solution in the cell problem and these terms can no longer be discarded. This entails several impediments. First, the cell problem becomes parameter-dependent. This has been verified already in [16] where computations for different cell problems have been carried out. For a detailed discussion on the differences between our model and the models of Achdou et al. as well as Jäger and Mikelic we refer to [16].

Second, the discussion in Section 2 leads us in a natural way to formulate two types of effective boundary conditions - implicit and explicit ones – a point to be taken up below again.

As indicated earlier, a completely rigorous foundation of our approach, as given in [28, 29] for a specific flow regime and in [36] for elliptic problems, is out of reach in the present framework. This brings us to the third point concerning the main objective of the present investigation, namely to develop computationally viable techniques for dealing with structured roughness for compressible flows, primarily focusing at this point on a numerical validation. The fact that the cell problem depends on the zeroth order solution at a first glance seems to preclude its original purpose. However, the availability of certified model reduction techniques for exactly the type of problems arising as cell problems allows us to efficiently query the solution of the cell problem for many parameter values using reduced models. A second issue of practical relevance is how to acquire the information needed for the cell problem, namely the zeroth order solution. For simple geometries one can resort e.g. to van Driest’s solution which avoids the computation of the zeroth order solution. Moreover, if the cell problem would be the only place where this information enters, such a qualitative approximation is expected to suffice. There-
fore, as one option, we derive effective boundary conditions of implicit type confining knowledge about the zeroth order solution only in the cell problem which, as indicated above, can then be handled by reduced basis concepts.

In more complex situations a good guess about the zeroth order solution will generally be missing and this strategy is no longer viable. Our point of view then is that computing the zeroth order solution $u_0$ in a smooth domain on a reasonably coarse mesh is, in principle, affordable. We therefore discuss this as a second option leading to explicit effective boundary conditions. We test both variants of our approach highlighting, in particular, also the effect of different boundary conditions in the context of laminar compressible flows.

1.4 Layout

The paper is organized as follows: first, in Section 2 we outline sort of a general recipe for determining a suitable cell problem for various types of boundary conditions that comply with the above scale considerations for the roughness. In Section 3 we apply these considerations for an embedded periodic roughness to the compressible Navier-Stokes equations to investigate steady, laminar, subsonic flow of a perfect gas over an adiabatic and an isothermal wall, respectively. For proof of concept, in Section 4 we perform numerical simulations for isotropic and anisotropic periodic roughness. In Section 5 we summarize our results and conclude with an outlook on future work.

2 The effective problem – A general strategy

Road map: In this section we present a guideline for the derivation of effective boundary conditions for problems involving boundaries with periodic roughness. We summarize the key ingredients and outline the steps that have to be performed in case of a concrete application. We deliberately do neither specify here the particular PDE nor the boundary conditions, so issues of solvability and even regularity are not addressed and rather sufficient smoothness is assumed near the rough boundary. The term roughness stands therefore for a fine scale geometric fluctuation which could still be considered to be smooth in a pointwise sense.

The subsequent considerations are to facilitate in a given application the identification of suitable cell problems taking the scaling relations of relevant problem parameters into account. In particular, this clarifies when the cell problem has to involve the solution of the zeroth order solution or when the cell problem is linear, see Section 3.3. Moreover, we obtain a general mechanism for deriving the two different types of effective boundary conditions hinted at in the introduction.

Starting point is the so-called exact problem defined on a rough domain $\Omega^c \subset \mathbb{R}^d$, $d=2,3$, 
with boundary \( \partial \Omega^\varepsilon \) that is partly rough on \( \Gamma^\varepsilon \subset \partial \Omega^\varepsilon \), see Fig. 1(a):

\[
\begin{align*}
\mathcal{L}(u^\varepsilon) &= 0 \quad \text{in} \quad \Omega^\varepsilon, \\
\mathcal{B}(u^\varepsilon) &= 0 \quad \text{on} \quad \Gamma^\varepsilon, \\
\mathcal{B}(u^\varepsilon) &= 0 \quad \text{on} \quad \Gamma \subset \partial \Omega^\varepsilon \setminus \Gamma^\varepsilon.
\end{align*}
\]

Here \( \mathcal{L} \) and \( \mathcal{B} \) denote a partial differential operator of order \( m \), \( m = 1,2 \), and boundary value operators, respectively. In general, \( \mathcal{L} \) will be nonlinear whereas \( \mathcal{B} \) is assumed to be affine, for instance, in case of Dirichlet or Neumann boundary conditions:

\[
\begin{align*}
\mathcal{B}(u) &= u - \overline{u}, \\
\mathcal{B}(u) &= \frac{\partial u}{\partial n} - \overline{g},
\end{align*}
\]

where \( \overline{u} \) and \( \overline{g} \) are assumed to be constant functions. Depending on the type of the partial differential equation we have to impose additional boundary conditions on the remaining piecewise smooth boundary \( \partial \Omega^\varepsilon \setminus \Gamma^\varepsilon \) or on parts of it. We assume throughout this section that there exists a unique solution to this boundary value problem which in the interior of a layer above \( \Gamma^\varepsilon \) (with thickness of the order of \( \varepsilon \)) is twice differentiable.

For simplicity of presentation we will confine ourselves to a simple geometry \( \Omega^\varepsilon \), i.e., a rectangle \( (d = 2) \) and a hexahedron \( (d = 3) \), respectively, where the roughness is always located at the bottom. In addition we consider the domain \( \Gamma_0 := \{ x \in \Omega^0, x_2 = 0 \} \), which shares all boundary portions with \( \Omega^\varepsilon \) except for the rough part which is replaced by its flat lower tangent \( \Gamma_0 \) so that \( \Omega^\varepsilon \subset \Omega^0 \), as shown in Fig. 1(b). The coordinates for these domains are referred to as macro-scale variables \( x \in \mathbb{R}^d \). Furthermore, the roughness is assumed to be periodic, i.e., \( \Gamma^\varepsilon \) is composed of periodic roughness elements, see Fig. 2(a). These are referenced by discrete points \( \tilde{x}_p \in \Gamma_0 \cap \Gamma^\varepsilon \) and fixed periods \( s_i^{L,R} > 0, s_i^{L,R} = \mathcal{O}(1), \)

\( i \neq 2 \):

\[
R(\tilde{x}_p) := \left\{ x \in \Omega^\varepsilon, x_i \in [\tilde{x}_{p,i} - \varepsilon s_i^L / 2, \tilde{x}_{p,i} + \varepsilon s_i^R / 2], i = 1, \ldots, d, i \neq 2 \right\}.
\]
In what follows we assume for simplicity \( s_i^L = s_i^R = s_i \) but emphasize that symmetry is not essential.

It will be crucial in what follows to relate the roughness elements \( R(\bar{x}_P) \) to a single reference cell domain \( Y \) with Lipschitz boundary \( \partial Y \), defined by

\[
Y := \bigtimes_{i=1,i \neq 2} (-s_i, s_i) \times \mathbb{R}_+,
\]

(2.4)

where the factor \( \mathbb{R}_+ \) refers to the second coordinate \( y_2 \) of \( y \in Y \). Defining the mapping

\[
\mathcal{Y}_{x_P}: R(\bar{x}_P) \to Y: \quad \mathcal{Y}_{x_P}(x) := \frac{x - \bar{x}_P}{\epsilon}, \quad \forall x \in R(\bar{x}_P),
\]

(2.5)

each roughness element is then related to \( Y \) by \( Y := \{ y : y = \mathcal{Y}_{x_P}(x), x \in R(\bar{x}_P) \} \), see 2(b).

Due to periodicity the cell domain serves as the same reference domain for all roughness elements.

Since solving the exact problem (2.1) numerically requires resolving the roughness by a discretization, the computational cost might be prohibitive. Therefore, it is of interest or sometimes mandatory to capture the effect of the roughness on the solution without resolving it by the discretization. This so-called effective problem is defined on an effective domain \( \Omega^\sigma \subset \Omega^\epsilon \), see Fig. 1(c), with smooth boundary \( \Gamma^\sigma := \{ x \in \Omega^\epsilon, x_2 = \sigma \} \) located on top of the roughness \( \Gamma^\epsilon \):

\[
\mathcal{L}(u^{eff}) = 0 \quad \text{in} \quad \Omega^\sigma, \quad (2.6a)
\]

\[
\mathcal{B}^\sigma(u^{eff}) = 0 \quad \text{on} \quad \Gamma^\sigma, \quad (2.6b)
\]

\[
\mathcal{B}(u^{eff}) = 0 \quad \text{on} \quad \Gamma \subset \partial \Omega^\epsilon \setminus \Gamma^\sigma. \quad (2.6c)
\]

In the effective problem we have to choose an appropriate boundary \( \Gamma^\sigma \), i.e., \( \sigma \geq \epsilon > 0 \), and so-called effective boundary conditions \( \mathcal{B}^{eff} \) defined on \( \Gamma^\sigma \). In the following we will present...
a general strategy for the derivation of the effective problem that is motivated by but not restricted to the Navier-Stokes equations as in [1,16,24,29]. Moreover, the ansatz for the upscaling differs to previous work resulting in a different cell problem.

For simplicity of presentation we consider first a scalar problem. The extension to systems is addressed at the end of the section.

**Step 1: Asymptotic expansion**

Starting point is an asymptotic expansion of the solution $u^\varepsilon$ of the exact problem (2.1) in terms of powers of $\varepsilon$ whose existence in this form is at this point assumed:

$$u^\varepsilon(x) = u^0(x) + \varepsilon u^1(x,Y_{\bar{x}_P}(x)) + \varepsilon^2 \theta(x,Y_{\bar{x}_P}(x)), \quad (2.7)$$

where $\theta$ is a smooth function in the interior of $\Omega_\varepsilon$ near $\Gamma_\varepsilon$. The validity of this expansion is assumed for any $x \in \mathbb{R}(\bar{x}_P) \subset \Omega^\varepsilon$ close to the rough surface, i.e., $\text{dist}(x,\Gamma_\varepsilon) \ll 1$. Here $u^0$ denotes the solution of the zeroth order problem

$$\begin{align*}
L(u^0) &= 0 \quad \text{in} \quad \Omega^0, \\
B(u^0) &= 0 \quad \text{on} \quad \Gamma_0, \\
\overline{B}(u^0) &= 0 \quad \text{on} \quad \Gamma \subset \partial \Omega^0 \setminus \Gamma_0,
\end{align*} \quad (2.8)$$

posed on the piecewise smooth domain $\Omega^0$, which corresponds to the formal limit of vanishing roughness.

**Step 2: Ansatz for the upscaling function $u^1$.**

Of course, the expansion (2.7) does not pin down $u^1$ and any perturbation of order $O(\varepsilon)$ would be admissible. We try to exploit this ambiguity as follows. In contrast to classical perturbation theory [37], we assume at this point that the upscaling function $u^1$ depends on both the macro-scale variable $x$ and the micro-scale variable $y(x) = (x - \bar{x}_P)/\varepsilon$ and in compliance with (2.7) can be represented as

$$u^1(x,Y_{\bar{x}_P}(x)) = \beta(Y_{\bar{x}_P}(x)), \quad x \in R(\bar{x}_P), \bar{x}_P \in \Gamma_0, \quad (2.9)$$

where the so-called cell function $\beta(y)$ is assumed to be a sufficiently smooth function of the variable $y$ in the (reference-)cell domain $Y$. Thus, the dependence of $u^1$ on $x$ is assumed to be only through the mapping $Y_{\bar{x}_P} : x \in R(\bar{x}_P) \rightarrow Y$. Moreover, as will be seen later, the cell function $\beta$ depends in general on macro-scale quantities which may depend also on the spatial location of the respective roughness element. Whenever this dependence matters we write $\beta(\cdot) = \beta_{\bar{x}_P}(\cdot)$. When there is no risk of confusion we sometimes suppress the reference to the particular roughness element and in fact almost always suppress the subscript $\bar{x}_P$. We emphasize that in the literature, see [2,23,28], one finds the particular choice

$$\beta(Y_{\bar{x}_P}(x)) = \frac{\partial u^0}{\partial x_2}(\bar{x}_P)(Y_{\bar{x}_P}(x) \cdot e_2). \quad (2.10)$$
Step 3: Derivation of closing conditions. We now have to find appropriate closing conditions such that the expansion (2.7) holds. For this purpose, we proceed in two steps where we consider $x \in R(\bar{x}_p) \subset \Omega^e$ and $x \in R(\bar{x}_p) \cap \Gamma_e$, respectively.

Step 3a: Partial differential equations. We consider first the case that $L$ contains only derivatives of equal order $m$. Given $u^0$ we wish to find $u^1$ of the form (2.9) and $\beta$, respectively, such that

$$
L \left( u^0 + e^2 \beta \left( Y_{\bar{x}_p} (\cdot) \right) + e^2 \theta (\cdot, Y_{\bar{x}_p} (\cdot)) \right) (x) = 0, \quad x \in R(\bar{x}_p),
$$

which is, of course, only determined modulo an $O(e^2)$ term which we do not know. Discarding all terms of order $O(e^{2-m})$ when expanding the left-hand side of (2.11), which corresponds to discarding $O(e^2)$ terms in the argument, and taking into account that the derivatives of the upscaling function with respect to the macro-scale variable read

$$
\frac{\partial^i u^1}{\partial x^i}(x) = \frac{1}{e^{|i|}} \frac{\partial^i \beta}{\partial y^i}(Y_{\bar{x}_p}(x)), \quad x \in R(\bar{x}_p),
$$

$i \in \mathbb{N}_0^d, |i| := \sum_{k=1}^d i_k \leq m$, we obtain an expression of the form

$$
C(\beta)(Y_{\bar{x}_p}(x)) = O(e^{2-m}), \quad x \in R(\bar{x}_p).
$$

This relation depends, of course, on the operator $L$ as well as on the zeroth order solution $u^0|_{R(\bar{x}_p)}$ restricted to the particular $R(\bar{x}_p)$ and implicitly on the reference point $\bar{x}_p \in \Gamma_e \cap \Gamma_0$ through the mapping $Y_{\bar{x}_p}$. The important point for us though is the fact that (2.12) can be obviously rephrased as a relation formulated in terms of the micro-scale variable $y = Y_{\bar{x}_p}(\cdot)$. Moreover, since we cannot identify the $O(e^{2-m})$ terms we seek to determine the field $\beta$ through

$$
C \circ \bar{x}_p, u^0(\beta)(y) = C(\beta)(y) = C(y) = 0, \quad y \in Y.
$$

We list the various notational versions to indicate that we suppress at times, if there is no risk of confusion, some or all subscripts, and even $\beta$, in favor of a less cluttered notation. We refer to $C = C_{\mathcal{L}, \bar{x}_p, u^0}$ as the cell operator acting on an unknown field $\beta$ as a function of the micro-scale variable $y$.

For instance, in case of the linear Laplace operator $\mathcal{L}(u) = \Delta u$, the nonlinear transport operator $\mathcal{L}(u) = (u \cdots u) \cdot \nabla u$ or the nonlinear operator $\mathcal{L}(u) = \nabla u \cdot \nabla u$ we obtain (suppressing the dependence on $\bar{x}_p$ and $u^0$ in the notation)

$$
C_{\Delta}(y) = \left( \frac{1}{e} \sum_{i=1}^d \frac{\partial^2 \beta}{\partial y^i}(y) \right),
$$

$$
C_{\nabla}(y) = \left( u^0 \left( Y_{\bar{x}_p}^{-1} (\cdot) \right) \sum_{i=1}^d \frac{\partial \beta}{\partial y^i}(y) \right),
$$

$$
C_{\nabla^2}(y) = 2 \sum_{i=1}^d \frac{\partial u^0}{\partial x^i} \left( Y_{\bar{x}_p}^{-1} (\cdot) \right) \frac{\partial \beta}{\partial y^i}(y) + \sum_{i=1}^d \left( \frac{\partial \beta}{\partial y^i}(y) \right)^2,
$$

respectively,
respectively.

If \( \mathcal{L} = \sum_{i=1}^{m} \mathcal{L}_i \) is the sum of operators \( \mathcal{L}_i \), such that each term in \( \mathcal{L}_i \) is homogeneous of order \( i \), we introduce for each operator \( \mathcal{L}_i \) a cell operator \( \mathcal{C}_i \) according to (2.12). Then \( \mathcal{C} \) in (2.12) is the sum of \( \mathcal{C}_i \). Analogously to (2.12), we then approximate each cell operator separately by discarding the terms of order \( O(e^{2-i}) \)

\[
\mathcal{C}_{i,\mathbf{x}_p,w}(\beta)(y) = \mathcal{L}_i(u^\varepsilon)(\mathcal{Y}_{\mathbf{x}_p}^{-1}(y)) + O(e^{2-i}). \tag{2.17}
\]

Then \( \mathcal{C} \) in (2.13) is given by the sum of the \( \mathcal{C}_i \), obtained by discarding \( O(e^{2-i}) \) terms.

For instance, in case of the linear operator \( \mathcal{L} \), we introduce for each operator \( \mathcal{L} \), we proceed in analogy to (2.12) and seek a boundary cell operator \( \mathcal{C} \) acting on \( \beta \) which satisfies

\[
\mathcal{C}_{B,\mathbf{x}_p,w}(\beta)(y) = \mathcal{B}(u^0(\mathcal{Y}_{\mathbf{x}_p}^{-1}(y)) + \epsilon u_1(\mathcal{Y}_{\mathbf{x}_p}^{-1}(y),y) + \epsilon^2 \theta(\mathcal{Y}_{\mathbf{x}_p}^{-1}(y),y)) + O(e^{2-m_B}), \tag{2.19}
\]

when \( m_B \) is the (homogeneous) order of the boundary operator \( \mathcal{B} \), i.e., \( m_B = 0 \) for a pure Dirichlet condition and \( m_B = 1 \) in the Neumann case. We then impose conditions on \( \beta \) by requiring that

\[
\mathcal{C}_{B,\mathbf{x}_p,w}(\beta)(y) = \mathcal{C}_{\beta}(\beta)(y) = \mathcal{C}(\beta)(y) = 0, \quad y \in W = \mathcal{Y}_{\mathbf{x}_p}(\Gamma_c \cap R(\mathbf{x}_p)), \tag{2.20}
\]

where our earlier comments on the use of subscripts apply here as well.

In the case of Dirichlet conditions \( \mathcal{B}(u) = u - \bar{u} \) (see (2.2a)) on \( \Gamma_c \), with \( \bar{u} \equiv \text{const} \), we have for \( x \in \Gamma_c \cap R(\mathbf{x}_p) \), taking \( u^0(\mathbf{x}_p) = \bar{u} \) into account,

\[
\mathcal{C}_{\text{Dir}}(\mathcal{Y}_{\mathbf{x}_p}(x)) = u^0(x) + \epsilon \beta(\mathcal{Y}_{\mathbf{x}_p}(x)) + \epsilon^2 \theta(\mathcal{Y}_{\mathbf{x}_p}(x)) - \bar{u} = (x - \mathbf{x}_p) \cdot \nabla u^0(\mathbf{x}_p) + \epsilon \beta(\mathcal{Y}_{\mathbf{x}_p}(x)) + O(\epsilon^2), \quad x \in \Gamma_c \cap R(\mathbf{x}_p).
\]

Thus, on the cell \( \mathcal{Y} \) (2.20) takes the form

\[
\mathcal{C}_{\text{Dir},\mathbf{x}_p,w}(\beta)(y) = \mathbf{y} \cdot \nabla u^0(\mathbf{x}_p) + \beta(y) = 0, \quad y \in W. \tag{2.21}
\]

Analogously we can proceed for the Neumann conditions \( \partial_n u(x) = \bar{g} \) on \( \Gamma_c \) to obtain for \( x \in \Gamma_c \cap R(\mathbf{x}_p) \)

\[
\mathcal{B}(u^\varepsilon)(x) = \partial_n u^0(x) - \bar{g} + n_c(x)^T \nabla u \beta(\mathcal{Y}_{\mathbf{x}_p}(x)) + O(\epsilon),
\]
where $n_ε(x)$ denotes the outward normal at $x \in \Gamma_ε$. Taking $\partial_n u(\bar{x}_p) = \bar{g}$ into account in the expansion
\[
\partial_n u^0(x) - \bar{g} = \partial_n u^0(\bar{x}_p) - \bar{g} + (x - \bar{x}_p) \cdot \nabla (\partial_n u^0)(\bar{x}_p) + O(|x - \bar{x}_p|^2),
\]
recalling that we can discard terms of order $O(ε)$, and denoting $n(y) = n_ε(\bar{x}_p + εy)$ for $y \in W \subset \partial Y$ corresponding to $x \in \Gamma_ε \cap R(\bar{x}_p)$, we are led to define
\[
C_{Neu}(β)(y) := n(y) \cdot \nabla y β(y), \quad y \in W. \tag{2.22}
\]

In summary, the boundary conditions for the cell function $β$ take the following form
\[
C_B(β)(y) = 0, \quad y \in W. \tag{2.23}
\]

Step 3c: Cell problem. We are now prepared to formulate the cell problem and recall the periodicity of the roughness in streamwise direction. Subdividing the cells in streamwise direction, it is natural to impose periodicity constraints in this direction as well, since the dependence of the upsampling functions on the location in streamwise direction is guaranteed through the dependence on $u^0$. Since the solution of the cell problem is expected to converge fast in the $y_2$-direction we also impose homogeneous Neumann conditions on $\Gamma_{up}$ opposite to $W$, see Fig. 2(b).

The cell problem on the cell domain $Y$ reads now as follows
\[
C_L(β)(y) = C_{L,\bar{x}_p,u^0}(β)(y) = 0, \quad \text{in} \ Y, \tag{2.24a}
\]
\[
C_B(β)(y) = C_{B,\bar{x}_p,u^0}(β)(y) = 0, \quad \text{on} \ W, \tag{2.24b}
\]
\[
\frac{∂β}{n_0 y} = 0, \quad \text{on} \ \Gamma_{up}, \tag{2.24c}
\]
\[
y_i - \text{periodic,} \quad i ≠ 2. \tag{2.24d}
\]

The actual solvability of the cell problem needs to be discussed for a given concrete application.

Anticipating the numerical results shown later below we expect that the cell functions converge to some constant value for $y_2 \to ∞$. Therefore, we make the following assumption:

**Hypothesis: 2.1.** (I) The normal slope of the cell function tends to zero when $y_2 \to ∞$, faster than linearly, i.e.,
\[
\lim_{y_2 \to ∞} y_2 \left\| \frac{∂β(·,y_2)}{∂y_2} \right\|_{L_∞(-s,s)} = 0. \tag{2.25}
\]

(II) The cell function $β$ converges uniformly to a constant for $y_2 \to ∞$, i.e., there exists a $b$ such that
\[
\lim_{y_2 \to ∞} \left\| β(·,y_2) - b \right\|_∞ = 0. \tag{2.26}
\]
Remark 2.1. Defining the $y_2$-cross sections $\Gamma_{y_2}^{UP} := \{ \overline{y} \in Y : \overline{y}_2 = y_2 \}$ with $y_2 \geq 1$, along with the corresponding means
\[
\langle \beta \rangle (y_2) := \frac{1}{|\Gamma_{y_2}^{UP}|} \int_{\Gamma_{y_2}^{UP}} \beta d\gamma,
\]
(II) implies that $b = \lim_{y_2 \to \infty} \langle \beta \rangle (y_2)$. Moreover, we infer from (I) that
\[
\frac{y_2 \partial \langle \beta \rangle (y_2)}{\partial y_2} \to 0, \quad y_2 \to \infty. \quad (2.27)
\]
For the Poisson problem the convergence (I), (II) can actually be shown to be even exponential. As in [16], numerical computations confirm that the effective constant is actually independent of the $y_2$-cross-sections $\Gamma_{y_2}^{UP}$ for $y_2 \geq 1$, i.e., $\langle \beta \rangle (y_2) = \langle \beta \rangle := b$ which in the specific applications below can be shown rigorously.

Step 4: Effective boundary conditions. We emphasize that the zeroth order function $u^0$ and its derivatives enter as parameters in the cell problem (2.24), whereas in the literature, see e.g. [1–4, 27–31], the cell problem is solved only once without involving any reference to $u^0$. For our applications, one cannot avoid the dependence on $u^0$ in the target range for the roughness scale, cf. [16]. Nevertheless, we can save most of the benefit of such an upscaling strategy in the envisaged applications corresponding to the following two application scenarios:

**Applic:1** We assume that $u^0$ and $\nabla u^0$ do not exhibit significant variations over that portion of $\Gamma_0$ that corresponds to the rough portion of $\Gamma_\varepsilon$ and that we have a good estimate for $u^0$ and for $\nabla u^0(\bar{x}_p)$ for each reference point $\bar{x}_p$ at hand. For instance, for a compressible flow in a simple domain geometry van Driest’s solution may serve that purpose (see the later numerical experiments). In this case we wish to avoid computing the field $u^0$ numerically.

**Applic:2** In general an appropriate guess for $u^0$ and $\nabla u^0(\bar{x}_p)$ will be lacking. In this case the quantities $u^0$ and $\nabla u^0(\bar{x}_p)$ need to be computed numerically. The rationale of the proposed approach is then that it still pays to trade two flow solves on simple smooth domains (the one for $u^0$ possibly even with a coarser mesh) against a single solve with resolved geometric micro-structures. In this case this information is used in the cell problem and for formulating the effective boundary conditions.

We determine next the effective boundary conditions $B^{eff}$ in (2.6b) for both scenarios. Here we confine ourselves to two cases where for the exact problem (2.1) and the zeroth order problem (2.8) we have Dirichlet or Neumann boundary conditions, see (2.2a) and (2.2b), respectively. Regarding the significance of the following considerations in the present generality a note of caution is in order since the sensitivity of boundary conditions under perturbations depends on the concrete case at hand. To see what could be said as a general guideline, in order to derive the effective boundary conditions we investigate the solution $u^\varepsilon$ of the exact problem on $\Gamma_\varepsilon$. 

Step 4a – Dirichlet case: In the following $\Gamma_\sigma$ denotes a plane offset of $\Gamma_0$ at the position $\sigma e_2$ above $\Gamma_\epsilon$ and assume that $\sigma = O(\epsilon)$, so that $\|x - \bar{x}_p\| = O(\epsilon)$ for $x \in \Gamma_\sigma$.

AppLSc.1: As a first step a Taylor expansion of $u^0$ at $x \in \Gamma_\sigma \cap R(\bar{x}_p)$ around $\bar{x}_p \in \Gamma_0$ yields

$$ u^0(x) = u^0(\bar{x}_p) + \epsilon \sum_{j=1}^d \frac{\partial u^0}{\partial x_j}(\bar{x}_p) \frac{x_j - \bar{x}_{p,j}}{\epsilon} + O(\|x - \bar{x}_p\|^2). $$

Inserting the Taylor expansion into the expansion (2.7) and using (2.9), we obtain

$$ u^e(x) = u^0(x) + \epsilon u^1(x, Y_{\bar{x}_p}(x)) + O(\epsilon^2) $$

$$ = u^0(x) + \epsilon \beta(Y_{\bar{x}_p}(x)) + O(\epsilon^2) $$

$$ = u^0(\bar{x}_p) + \epsilon \sum_{j=1}^d \frac{\partial u^0}{\partial x_j}(\bar{x}_p) (x_j - \bar{x}_{p,j}) + \epsilon \beta(Y_{\bar{x}_p}(x)) + O(\epsilon^2). $$

(2.28)

Using the Dirichlet conditions at $\bar{x}_p \in \Gamma_0$, we rewrite (2.28) as

$$ u^e(x) = \bar{u} + \epsilon \nabla u^0(\bar{x}_p) \cdot Y_{\bar{x}_p}(x) + \epsilon \beta(Y_{\bar{x}_p}(x)) + O(\epsilon^2). $$

(2.29)

The rationale of formulating next effective boundary conditions is to realize the right-hand side of (2.29) on $\Gamma_\sigma$ by effectively computable quantities, ideally up to an error of $O(\epsilon^2)$. Specifically, note that $y_2 = \sigma/\epsilon$ for $y = Y_{\bar{x}_p}(x), x \in \Gamma_\sigma \cap R(\bar{x}_p)$. Moreover, $\beta$ deviates from its mean on $\Gamma_\sigma$ only by a very small amount and the wall-normal derivative of the effective flow at $\bar{x}_p$ should be close to that of $u^0$.

In order to avoid the explicit use of $\nabla u^0(\bar{x}_p)$ in the boundary conditions, we formulate the following implicit effective boundary conditions

$$ u^{\text{eff}}(x) - \epsilon \sum_{j \in \mathcal{D}} \frac{\partial u^{\text{eff}}}{\partial x_j}(x)(Y_{\bar{x}_p}(x))_j = \bar{u}(x) + \epsilon \langle \beta \rangle, \quad x \in R(\bar{x}_p), \quad C_{L_\mathbb{L}, \mathbb{L}, u, \beta}(\bar{x}_p) = 0, $$

(2.30)

where we set $\mathcal{D} := \{j \in \{1, \cdots, d\} \text{ s.t. } \partial u^0/\partial x_j(\bar{x}_p) \neq 0\}$. Observe that (2.30) is in fact of Robin type. One expects this to weaken somewhat the influence of a possible spatial variation of the field $u^0$ which now enters only through the cell function $\beta$ that solves an equation depending on $\bar{x}_p$.

AppLSc.2: Inserting (2.9) into the expansion (2.7), for $x \in \Gamma_\sigma \cap R(\bar{x}_p)$ we obtain

$$ u^e(x) = u^0(x) + \epsilon u^1(x, Y_{\bar{x}_p}(x)) + O(\epsilon^2) = u^0(x) + \epsilon \beta(Y_{\bar{x}_p}(x)) + O(\epsilon^2). $$

In this case we make explicit use of $u^0(x)$ also in the boundary conditions and set

$$ u^{\text{eff}}(x) = u^0(x) + \epsilon \langle \beta \rangle, \quad x \in R(\bar{x}_p), $$

(2.31)

which is an explicit Dirichlet condition.
Step 4b: Neumann case. In this case we proceed similarly where we consider the derivative of $u^e$ instead of the function $u^e$. The ansatz (2.7) yields

$$\frac{\partial u^e}{\partial n^e}(x) = \frac{\partial u^0}{\partial n^e}(x) + \epsilon \frac{\partial u^1}{\partial n^e}(x,y,\chi_p(x)) + \epsilon^2 \frac{\partial}{\partial n^e} \theta(x,y,\chi_p(x)) \tag{2.32}$$

for any point $x \in \Gamma_\sigma \cap R(\bar{x}_p)$, where $n^e(x) = e_2$ denotes the normal to $\Gamma_\sigma$ at $x$.

For the second term on the right-hand side in (2.32) we derive from (2.9)

$$\frac{\partial u^1}{\partial n^e}(x,y,\chi_p(x)) = -\frac{1}{\epsilon} \frac{\partial}{\partial y_2} (\chi_p(x)) \tag{2.33}$$

ApplSc.1. Again, a Taylor expansion provides

$$\frac{\partial u^0}{\partial n^e}(x) = \frac{\partial u^0}{\partial x_2}(x) = \frac{\partial u^0}{\partial x_2}(\bar{x}_p) + \sum_{j=1}^d \frac{\partial^2 u^0}{\partial x_2 \partial x_j}(\bar{x}_p)(x_j - \bar{x}_p,j) + O(\epsilon^2). \tag{2.34}$$

Inserting (2.34) and (2.33) into the right-hand side of (2.32) and using the boundary condition (2.8b), we obtain

$$\frac{\partial u^e}{\partial n^e}(x) = \bar{g} + \frac{\partial}{\partial y_2} (\chi_p(x)) + \epsilon \sum_{j=1}^N \frac{\partial^2 u^0}{\partial x_2 \partial x_j}(\bar{x}_p)(\chi_p(x)) + \epsilon^2 \frac{\partial}{\partial n^e} \theta(x,y,\chi_p(x)) + O(\epsilon^2). \tag{2.35}$$

We recall that $y_2 = \sigma/\epsilon$.

Unfortunately, we do not know the fourth summand on the right-hand side of (2.35). So, in formulating effective Neumann conditions, all we can do is to incorporate the corrective effect of those terms we know. As we will see later on in the numerical results, this approximation is indeed not as accurate as in the Dirichlet case.

In ApplSc.1 we wish to avoid using the quantities $\frac{\partial^2 u^0}{\partial x_2 \partial x_j}(\bar{x}_p)$ and formulate therefore the implicit boundary condition

$$\frac{\partial u^{\text{eff}}}{\partial n^e}(x) = \bar{g} + \frac{\partial}{\partial y_2} (\chi_p(x)) + \epsilon \sum_{j \in J_N} \frac{\partial^2 u^{\text{eff}}}{\partial x_2 \partial x_j}(x)(\chi_p(x))_j, \quad x \in \Gamma_\sigma \cap R(\bar{x}_p), \tag{2.36}$$

where $J_N := \{ j \in \{1, \ldots, d\}, \text{s.t.} \frac{\partial^2 u^0}{\partial x_2 \partial x_j}(\bar{x}_p) \neq 0 \}$. Note that, by (2.27), the mean $\langle \beta \rangle(y_2)$ hardly depends on the choice of $\Gamma_{up}$, i.e., the term $\frac{\partial}{\partial y_2} (\beta)$ is expected to be very small which, in turn, motivates imposing only

$$\frac{\partial u^{\text{eff}}}{\partial n^e}(x) = \bar{g} + \epsilon \sum_{j \in J_N} \frac{\partial^2 u^{\text{eff}}}{\partial x_2 \partial x_j}(x)(\chi_p(x))_j, \quad x \in \Gamma_\sigma \cap R(\bar{x}_p) \tag{2.36}$$

on $\Gamma_\sigma$. 


Applicaton 2. If good estimates for $\frac{\partial u}{\partial y_1}(x)$ are available, from equation (2.32), we derive the explicit boundary condition

$$\frac{\partial u^{\text{eff}}}{\partial n^o}(x) = \frac{\partial u^0}{\partial n^o}(x) + \frac{\partial \langle \beta \rangle}{\partial y_2}, \quad x \in \Gamma_\sigma \cap R(\bar{x}_p)$$

again with the option of discarding the second term on the right-hand side, i.e.

$$\frac{\partial u^{\text{eff}}}{\partial n^o}(x) = \frac{\partial u^0}{\partial n^o}(x), \quad x \in \Gamma_\sigma. \quad (2.37)$$

**Step 5: Choice of $\sigma$.** It remains to specify the parameter $\sigma$ subject to the conditions $\sigma \geq \epsilon$ and $\sigma = O(\epsilon)$. A natural idea is to choose $\sigma$ so as to minimize the deviation of $u^e$ and $u^{\text{eff}}$ on $\Gamma_\sigma$. For the implicit version of the effective Dirichlet boundary conditions we deduce from (2.29) and (2.30) that

$$u^e(x) - u^{\text{eff}}(x) = \epsilon (\beta(\mathcal{Y}_x(x)) - \langle \beta \rangle) \sum_{j \in J_D} \left( \frac{\partial u^0}{\partial x_j}(\bar{x}_p) - \frac{\partial u^{\text{eff}}}{\partial x_j}(x) \right) (\mathcal{Y}_x(x))_j + O(\epsilon^2) \quad (2.38)$$

for any point $x \in \Gamma_\sigma \cap R(\bar{x}_p)$. Recall that $y_2 = \sigma / \epsilon$. Choosing $\sigma$ large will diminish the first sum because of the convergence of $\beta(\cdot, y_2, \cdot)$ towards its mean. The second sum, in turn, is expected to have a smaller contribution for $y_2$ (and hence $\sigma$) smaller because closer to $\Gamma_\epsilon$ the deviation between $u^{\text{eff}}$ and $u^0$ should be smaller. One could consider optimizing $\sigma$ via a posteriori information but for simplicity we take here the smallest admissible value of $\sigma$ namely

$$\sigma = \epsilon. \quad (2.39)$$

For explicit effective boundary conditions we obtain

$$u^e(x) - u^{\text{eff}}(x) = \epsilon (\beta(\mathcal{Y}_x(x)) - \langle \beta \rangle) + O(\epsilon^2), \quad x \in \Gamma_\sigma \cap R(\bar{x}_p), \quad (2.40)$$

which, by Hypothesis 2.1, gives rise essentially to an $O(\epsilon^2)$ error for $\sigma = k\epsilon$, when $k$ tends to infinity. Since we do not know a priori how fast $\beta(\mathcal{Y}_x(x))$ converges to $\langle \beta \rangle$, we use the choice (2.39) also in the explicit case.

As one may expect from the higher sensitivity of Neumann data, it is less clear how to draw analogous conclusions in the Neumann case. As a rough indication we inspect the deviation of the respective fluxes on $\Gamma_\sigma$.

To that end, we deduce from (2.35) and (2.36) for implicit effective boundary conditions

$$\frac{\partial u^e}{\partial n^o}(x) - \frac{\partial u^{\text{eff}}}{\partial n^o}(x) = \frac{\partial \beta}{\partial y_2}(\mathcal{Y}_x(x)) + \epsilon \sum_{j \in J_N} y_j(x) \left( \frac{\partial^2 u^0}{\partial x_2 \partial x_j}(\bar{x}_p) - \frac{\partial^2 u^{\text{eff}}}{\partial x_2 \partial x_j}(x) \right) + \epsilon^2 \frac{\partial}{\partial n^o} \theta(x, \mathcal{Y}_x(x)). \quad (2.41)$$
Again, the first summand is expected to be negligible because of the convergence of the fields $\beta$ in wall normal direction (see Hypothesis 2.1) and would therefore benefit from a larger $\sigma$ while the second summand is expected to exhibit the opposite effect. Therefore, we retain the choice (2.39).

For explicit effective boundary conditions the second term on the right-hand side of (2.41) drops out.

So far the mechanisms reflected by the previous five steps refer to a scalar problem. In principle, except for the global role of the boundary conditions, the previous steps can be formulated component-wise where we replace the scalars $u^\varepsilon$, $u^0$ and $u^1$ by vectors of $K$ components, i.e., $u^\varepsilon = (u^\varepsilon_1, \ldots, u^\varepsilon_K)$, $u^0 = (u^0_1, \ldots, u^0_K)$ and $u^1 = (u^1_1, \ldots, u^1_K)$. For each cell function $u^1_i$ we introduce an own cell function $\beta_i$, i.e., in (2.9) we have

$$u^1_i(x, Y_{\bar{x}P}(x)) = \beta_i(Y_{\bar{x}P}(x)), \quad x \in R(\bar{x}P), \; \bar{x}P \in \Gamma_0.$$ (2.42)

This differs from previous work [1, 16, 24, 29] mainly because of a different target range for the roughness $\varepsilon$ which leads to formulating the cell problem (2.24) by Step 3. Here we assume that Dirichlet and Neumann boundary conditions apply to separate quantities, i.e., for each variable $u_i$ we have either Dirichlet or Neumann conditions that do not depend on the other variables.

### 2.1 Approximation of $\langle \beta_{X_P} \rangle$

As previously described, in order to implement effective boundary conditions (2.30) or (2.31), one needs to compute the quantity $\langle \beta_{X_P} \rangle$, i.e., a parameter dependent solution of the cell problem (2.24). The entailed frequent queries of the solutions to a parameter dependent family of cell problems can be facilitated at acceptable cost by employing reduced basis methods for the arising convection-diffusion equations, see e.g. [15]. Since this is beyond the scope of the current paper we will address this in future work. In the present article we will simply approximate $\langle \beta_{X_P} \rangle$ by a piecewise linear function $\langle \beta_{X_P} \rangle^*$, obtained solving the cell problem at certain locations $\bar{x}^{(i)}_P, \; i = 1, \ldots, N, \; \bar{x}^{(i)}_P \in \Gamma_0$.

### 3 Application: Laminar fluid flow over a rough wall

We now apply the strategy presented in Section 2 to steady, laminar, subsonic flow of a perfect gas over a wall with embedded periodic roughness. We formulate first the exact problem and the corresponding zeroth order problem, to derive then the cell problem and the effective problem. In particular, we will address the special features that arise for a system of equations.

#### 3.1 The exact problem: Mathematical model

As in [16, 17], the flow field in the rough domain $\Omega^\varepsilon$ is modeled by the steady compressible Navier-Stokes equations (NSE) composed of the balance laws for mass, momentum...
and total energy. Denoting by \( Re \) the Reynolds number they read in dimensionless form as

\[
\begin{align*}
\nabla \cdot (\rho u) &= 0, \\
\nabla \cdot (\rho u \otimes u) + \nabla p &= \frac{1}{Re} \nabla \cdot S, \\
\nabla \cdot ((\rho E + p)u) &= \frac{1}{Re} \nabla \cdot (Su - q),
\end{align*}
\]

for the conserved quantities \((\rho, \rho u, \rho E)\) with density \(\rho\), velocity \(u = (u_1, \cdots, u_d)^T\), pressure \(p\) and total energy \(E = e + \frac{1}{2}u^2\) composed of internal energy \(e\) and kinetic energy. Denoting by \(I\) the identity matrix, the viscous stress tensor \(S\) and the heat flux \(q\) for an isentropic Newtonian fluid are defined by

\[
S \equiv S(u) = -\frac{2}{3} \eta (\nabla \cdot u) I + \eta (\nabla u + (\nabla u)^T), \quad q \equiv q(T) = -\frac{\gamma}{Pr} \kappa \nabla T,
\]

where we have used Fourier’s law and \(Pr\) is the Prandtl number. Here \(\eta\) and \(\kappa\) denote the dynamic shear viscosity coefficient and the heat conductivity coefficient, respectively, both assumed to be constant, and \(T\) the temperature. The system (3.3) is closed by the calorical and thermal equations of state for a perfect gas

\[
e = T, \quad p = \rho e (\gamma - 1) = \rho RT,
\]

with \(\gamma\) the ratio of specific heats at constant pressure and volume, respectively. Furthermore, we introduce the mass specific enthalpy \(h\) and the sound speed \(c\). For a perfect gas these are determined by

\[
h = e + p/\rho = \frac{p \gamma}{\rho \gamma - 1}, \quad c^2 = \gamma p/\rho = \gamma RT.
\]

Note that throughout this work we will use dimensionless quantities.

In the following we will always assume that the following assumptions hold.

**Hypothesis: 3.1.**

(i) The flow is subsonic, i.e., the Mach number \(M = |u|/c\) is less than one in the flow field.

(ii) The flow is laminar, i.e., the Reynolds number is in the range of \(1 \times 10^3\) to \(5 \times 10^5\).

Since the flow is subsonic, no shocks develop due to compressibility effects and the solution of the problem is smooth. In particular, it allows us to consider the system (3.3) written in **conservative form**, in the equivalent **quasi-conservative form** for the primitive variables \(u := (\rho, u, p)\), i.e., (3.3) becomes

\[
L(u) := \begin{pmatrix}
(u \cdot \nabla) \rho + \rho \nabla \cdot u \\
(u \cdot \nabla) u + \frac{1}{\rho} \nabla p - \frac{1}{Re} \nabla \cdot S \\
(u \cdot \nabla) p + \gamma p (\nabla \cdot u) + \frac{1}{Re} ((S \cdot \nabla) \cdot u + \nabla \cdot q)
\end{pmatrix} = 0,
\]

(3.7)
where we have employed the equation of state (3.5). Thus the solution $u^\varepsilon = (\rho^\varepsilon, u^\varepsilon, p^\varepsilon)$ in the rough domain $\Omega^\varepsilon$ satisfies

$$L(u^\varepsilon) = 0 \quad \text{in} \quad \Omega^\varepsilon. \quad (3.8)$$

In view of Hypothesis 3.1, we impose at the various boundary portions of $\Omega^\varepsilon$, see Fig. 3, subsonic free-stream conditions $\rho_\infty, p_\infty, u_\infty = u_\infty e_1$ with $M_\infty < 1$ at the inflow boundary $\Gamma_{in}$, far-field conditions at the upper boundary $\Gamma_{far}$, subsonic outflow conditions characterized by the pressure $p_{out}$ at $\Gamma_{out}$ and slip conditions at $\Gamma_{sp}$. At the rough wall $\Gamma_\varepsilon$ we impose no-slip conditions where the wall is either adiabatic or isothermal:

$$\begin{align*}
\rho^\varepsilon &= \rho_\infty, \quad \frac{\partial p^\varepsilon}{\partial n} = 0, \quad u^\varepsilon = u_\infty \quad \text{on} \quad \Gamma_{in}, \quad (3.9a) \\
\frac{\partial p^\varepsilon}{\partial n} &= 0, \quad p^\varepsilon = p_\infty, \quad u^\varepsilon = u_\infty \quad \text{on} \quad \Gamma_{far}, \quad (3.9b) \\
\frac{\partial p^\varepsilon}{\partial n} &= 0, \quad p^\varepsilon = p_{out}, \quad \frac{\partial u^\varepsilon}{\partial n} = 0 \quad \text{on} \quad \Gamma_{out}, \quad (3.9c) \\
\rho^\varepsilon &= \rho_\infty, \quad p^\varepsilon = p_\infty, \quad u_1 = u_\infty, \quad \frac{\partial u^\varepsilon_2,3}{\partial n} = 0 \quad \text{on} \quad \Gamma_{sp}, \quad (3.9d) \\
\frac{\partial p^\varepsilon}{\partial n} &= 0, \quad \frac{\partial p^\varepsilon}{\partial n} = 0, \quad u^\varepsilon = 0 \quad \text{on} \quad \Gamma_\varepsilon \text{ (adiabatic) or} \quad (3.9e) \\
\rho^\varepsilon &= \rho_{wall}, \quad \frac{\partial p^\varepsilon}{\partial n} = 0, \quad u^\varepsilon = 0 \quad \text{on} \quad \Gamma_\varepsilon \text{ (isothermal).} \quad (3.9f)
\end{align*}$$

Since the conditions (3.9a), (3.9b) and (3.9c) on the inflow, far field, outflow and slip boundary, respectively, will not be affected by the zeroth order problem and the effective
problem, we summarize for convenience these boundary conditions for the respective boundary portions as
\[
\tilde{B}_{\text{in}}(u^\varepsilon) = 0, \quad \tilde{B}_{\text{far}}(u^\varepsilon) = 0, \quad \tilde{B}_{\text{out}}(u^\varepsilon) = 0, \quad \tilde{B}_{\text{sp}}(u^\varepsilon) = 0.
\] (3.10)
These correspond to the operator \(\tilde{\mathcal{B}}\) in (2.1c). Accordingly, at \(\Gamma_e\) the adiabatic or isothermal boundary conditions read
\[
\mathcal{B}_{\text{adiabatic}}(u^\varepsilon) = 0, \quad \mathcal{B}_{\text{isothermal}}(u^\varepsilon) = 0.
\] (3.11)
Finally, the exact problem (2.1) is determined by (3.8), (3.9), and (3.10), (3.11), respectively.

### 3.2 Zeroth order approximation

According to (2.8) the zeroth order solution has to be the solution of the Navier-Stokes equations on the smooth domain \(\Omega^0\), i.e., the solution \(u^0 = (\rho^0, u^0, p^0)\) satisfies
\[
\mathcal{L}(u^0) = 0 \quad \text{in} \quad \Omega^0
\] (3.12)
with boundary conditions
\[
\begin{align*}
\mathcal{B}_{\text{in}}(u^0) &= 0, \quad \mathcal{B}_{\text{far}}(u^0) = 0, \quad \mathcal{B}_{\text{out}}(u^0) = 0, \quad \mathcal{B}_{\text{sp}}(u^0) = 0, \\
\frac{\partial \rho^0}{\partial n} &= 0, \quad \frac{\partial p^0}{\partial n} = 0, \quad u^0 = 0 \quad \text{on} \quad \Gamma_0 \text{ (adiabatic) or } \\
\rho^0 &= \rho_{\text{wall}}, \quad \frac{\partial p^0}{\partial n} = 0, \quad u^0 = 0 \quad \text{on} \quad \Gamma_0 \text{ (isothermal)}. 
\end{align*}
\] (3.13a)

The zeroth order problem thus corresponds to the flow over a flat plate. Due to Hypothesis 3.1 the solution is determined by a laminar boundary layer sketched in Fig. 4, where the boundary layer thickness can be approximated by \(\delta \sim 4.91x_3/\sqrt{Re}x_3\), cf. [46]. A

![Figure 4: Sketch of the zeroth order solution for a fixed \(x_3\).](image-url)
good approximation is given by van Driest's similarity solution [5]. As a consequence
of this choice, the pressure \( p^0 \) is constant in the whole domain, i.e.,
\[
p^0 = p_\infty = \text{const}
\] (3.14)
and there is no flow in wall-normal direction or spanwise direction (\( d = 3 \)), i.e.,
\[
u^0(x) = (u^0_i(x),0,0)^T, \quad \frac{\partial u^0_i}{\partial x_2}(x) = 0, \quad i = 2, \ldots, d, \quad x \in \Omega^0,
\] (3.15)
and \( \partial \rho^0(x)/\partial x_3 = 0, \quad x \in \Omega^0 \). Moreover, in the isothermal case \( \rho_{\text{wall}} \) is constant at \( \Gamma_0 \), i.e.,
\[
\partial \rho^0(x)/\partial x_i = 0, \quad x \in \Gamma_0, \quad i \neq 2.
\]
Note that when restricting \( u^0 \) to a given roughness element \( R(x_p) \) its variation in
streamwise direction within this element is negligible. As an input in the corresponding
cell problems \( u^0 \) will always be understood to be the piecewise constant in streamwise
direction defined by
\[
u^0_i(Y_1^{-1}(y)) = 0, \quad \eta \in Y_j \neq 1,
\] (3.16)
\[
\begin{align*}
u^0_i(x) &= \nu^0_i(Y_1^{-1}(0,y_2,0)) \neq 0, \\
\rho_0(x) &= \rho^0(Y_1^{-1}(0,y_2,0)), \\
p^0(x) &= p^0(Y_1^{-1}(0,y_2,0))
\end{align*}
\quad \quad x \in R(x_p).
\]

### 3.3 Cell problem

In order to determine the cell problem (2.24) for the above system we first define for each
quantity the upscaling functions \( u^1 = (\rho^1, u^1, p^1) \) and corresponding rescaled cell function
\( \beta = (\phi, \chi, \pi) \), according to (2.42). To distinguish derivatives with respect to \( x \) and \( y \) we use \( \nabla_x, \Delta \) and \( \nabla_y, \Delta_y \), respectively.

To each equation in (3.7) we apply the strategy described in Section 2. Doing so (2.13)
is given by
\[
\mathbf{C}_{x_p}((\phi, \chi, \pi))(y) = 0, \quad y \in Y
\] (3.17)
where \( \mathbf{C} = (\mathbf{C}_\phi, \mathbf{C}_\chi, \mathbf{C}_\pi)^T \), i.e., each component of \( \mathbf{C} \) corresponds to the continuity, the
velocity and the pressure equation, respectively. A componentwise application of the
strategy described in Step 3a of the previous section (see also the examples there), one
obtains
\[
\begin{align*}
\mathbf{C}_\phi &= (u^0 \cdot \nabla_y)\phi + \rho^0 \nabla_y \cdot \chi, \\
\mathbf{C}_\chi &= \rho^0 (u^0 \cdot \nabla_y) \chi + \nabla_y \pi - \frac{\eta}{\epsilon Re} \left( \Delta_y \chi + \frac{1}{3} \nabla_y (\nabla_y \cdot \chi) \right), \\
\mathbf{C}_\pi &= (u^0 \cdot \nabla_y) \pi + \gamma p^0 \nabla_y \chi - \frac{1}{\epsilon Re Pr \rho^0} \left( \Delta_y \pi - \frac{p^0}{\rho^0} \Delta_y \phi \right) + \frac{\eta}{Re} \mathcal{T}_{x_p}(\chi)
\end{align*}
\] (3.18)
Note that the term \( \mathcal{T}_{x_p}(\chi) \) in (3.18) is nonlinear and has the form
\[
\mathcal{T}_{x_p}(\chi) := t_{xy}(u^0, \chi) + t_{yx}(\chi, u^0) + t_{yy}(\chi, \chi),
\] (3.19)
with
\[ t_{\xi}(z, w) := \left( -\frac{2}{3} (\nabla_{\xi} \cdot z) I + \nabla_{\xi} z + (\nabla_{\xi} z)^T \right) \cdot \nabla_{\xi} \cdot w. \]

Thus the cell problem (3.17) is a nonlinear system. However, under the following assumption, \( C \) can be significantly simplified.

**Roughness Scale: 3.1.** Given the Reynolds number \( Re \), we consider the range \( \epsilon = O(Re^{-\alpha}) \), for some \( \alpha > 0 \).

Observe that for this range of \( \epsilon \) the cell operators \( C_{\pi} \) involves coefficients of orders \( O(1) \), \( O(Re^{\alpha-1}) \) and \( O(Re^{-1}) \). Specifically, \( \frac{1}{Re} T \) and \( \frac{1}{Re} p_{\pi} \epsilon (\Delta_y \pi - \frac{\rho_0}{\rho} \Delta_y \phi) \) are of order \( O(Re^{-1}) \) and \( O(Re^{\alpha-1}) \), respectively. Since in the range of Hypothesis 3.1, \( Re \) is between \( O(10^3) \) and \( O(10^5) \), it follows that \( \frac{1}{Re} T \) is negligible in comparison to the other terms. Moreover, when \( \epsilon \) is chosen smaller and smaller relative to \( Re^{-1} \), i.e., when \( \alpha \) is increased, the viscous term \( \frac{1}{Re} p_{\pi} \epsilon (\Delta_y \pi - \frac{\rho_0}{\rho} \Delta_y \phi) \) dominates all other terms. Conversely, when \( \alpha \) tends to \( 0^+ \), i.e., for increasing \( \epsilon \), the convective part \( (u^0 \cdot \nabla_y) \pi + \gamma p_0 \nabla_y \cdot \chi \) dominates all other terms.

Thus, the Roughness Scale 3.1 justifies neglecting the term \( \frac{1}{Re} T \). As a consequence the cell problem \( C = 0 \) becomes linear.

Since in (3.9e) and (3.9f) Dirichlet boundary conditions are applied to the velocity \( u^{\epsilon} \) and homogeneous Neumann conditions for the pressure \( p^{\epsilon} \), respectively, the following boundary conditions are imposed on \( W \): (2.21) gives
\[ C_{\text{Dir}, \chi}(y) := \chi(y) + y_j \frac{\partial u^0}{\partial x_j}(\bar{x}_P) = 0 \]
while (2.22) yields
\[ C_{\text{Neu}, \pi}(y) := \frac{\partial \pi}{\partial n_y}(y). \]

Furthermore, in the adiabatic case (3.9e), homogeneous Neumann boundary conditions are imposed also on the density resulting in
\[ C_{\text{Neu}, \phi}(y) := \frac{\partial \phi}{\partial n_y}(y), \]
whereas in the isothermal case (3.9f) we obtain
\[ C_{\text{Dir}, \phi}(y) := \phi(y) + y_j \frac{\partial \rho^0}{\partial x_j}(\bar{x}_P) = 0. \]

Hence for our particular choice of the zeroth order problem, the boundary conditions (3.20), (3.21), (3.22) and (3.23) of the cell problems on \( W \) read now
\[ \frac{\partial \pi}{\partial n_y}(y) = 0, \quad \frac{\partial \rho}{\partial n_y}(y) = 0, \quad \chi(y) = -y_2 \frac{\partial u^0}{\partial x_2}(\bar{x}_P) e_1. \]
in the adiabatic case, and
\[
\frac{\partial \pi}{\partial \nu}(y) = 0, \quad \phi(y) = -y_2 \frac{\partial \rho^0}{\partial \chi_2}(\bar{x}_p), \quad \chi(y) = -y_2 \frac{\partial u^0}{\partial \chi_2}(\bar{x}_p) e_1, \tag{3.25}
\]
in the isothermal one.

We conclude the section proving the validity of part (II) of Hypothesis 2.1 in the present setting.

**Theorem 3.1.** Assume that the zeroth order solution \( u^0 \) of (3.12) satisfies (3.16). If the cell function \( \beta \) satisfies the conditions in Hypothesis 2.1, then for every \( 1 \leq y_2 \) one has
\[
\frac{\partial}{\partial y_2} \int_{I_{y_2}} \beta \gamma = 0, \quad y_2 \geq 1, \quad \beta \in \{ \pi, \phi, \chi \}, \tag{3.26}
\]
where \( I_{y_2} = \{ y \in Y : y_2 = \bar{y}_2 \} \), for some \( \bar{y}_2 \geq 1 \).

**Proof.** For simplicity we prove the Theorem for \( d = 2 \) building essentially on the ideas in [32]. The proof can be easily extended for \( d > 2 \). First we can reexpress (3.26) by requiring that for each \( 1 \leq a < b \)
\[
\int_{-s}^{s} \pi(y_1,a) dy_1 = \int_{-s}^{s} \pi(y_1,b) dy_1, \\
\int_{-s}^{s} \phi(y_1,a) dy_1 = \int_{-s}^{s} \phi(y_1,b) dy_1, \\
\int_{-s}^{s} \chi_k(y_1,a) dy_1 = \int_{-s}^{s} \chi_k(y_1,b) dy_1, \quad k = 1,2. \tag{3.27}
\]
Integrating the first equation of (3.17) at \( y_2 = b \) and using the periodicity of \( \phi \) and \( \chi_1 \) and \( u^0_1(x) = u^0_1(x_2) \), we obtain
\[
0 = \int_{-s}^{s} \frac{\partial \chi_1}{\partial y_1}(y_1,b) dy_1 = - \int_{-s}^{s} \frac{\partial \chi_2}{\partial y_2}(y_1,b) dy_1, \tag{3.28}
\]
for each \( b \geq 1 \). Next, integrating the second equation of (3.17) over the volume \( V := (-s,s) \times (a,b) \) and using the periodicity of \( \phi \) and \( \chi \) as well as the fact that \( u^0_1(x) = u^0_1(x_2) \), \( \rho^0(x) = \rho^0(x_2) \), the divergence theorem yields
\[
0 = \int_{\partial V} \frac{\eta}{\epsilon \Re} \Delta \chi - \nabla \pi \partial v = \int_{\partial V} \left( \frac{\eta}{\epsilon \Re} \nabla \chi - \pi \partial \right) \cdot \mathbf{n} d\sigma \\
= \left( \int_{-s}^{s} \frac{\eta}{\epsilon \Re} \left( \frac{\partial \chi_1}{\partial y_2}(y_1,b) - \frac{\partial \chi_1}{\partial y_2}(y_1,a) \right) dy_1 \right) - \pi(y_1,b) + \pi(y_1,a) dy_1 \tag{3.29}
\]
Using the second relation in (3.28) for \( a,b \geq 1 \), we infer from the second component of the right-hand side of (3.29) that
\[
\int_{-s}^{s} \pi(y_1,a) dy_1 = \int_{-s}^{s} \pi(y_1,b) dy_1, \quad a < b, \tag{3.30}
\]
which is the first relation in (3.27) and, under the given assumptions, means
\[
\frac{\partial}{\partial y_2} \int_{-s}^{s} \pi(y_1,b)dy_1 = \int_{-s}^{s} \frac{\partial \pi}{\partial y_2}(y_1,b)dy_1 = 0, \quad b \geq 1. \tag{3.31}
\]

Now we multiply the third equation of (3.17) by \(y_2 - a\), integrate over \(V\) and apply the divergence theorem. Using the periodicity of \(\phi\) and \(\pi\) and \(u_0^1(x) = u_1^1(x_2), \rho^0(x) = \rho^0(x_2)\), \(p^0(x) = p^0(x_2)\), one eventually obtains
\[
\int_{-s}^{s} (b-a) \frac{\partial}{\partial y_2} \phi(y_1,b)dy_1 + \int_{-s}^{s} \phi(y_1,a) - \phi(y_1,b)dy_1 = 0.
\]

Fixing \(a\) and taking \(b\) sufficiently large, we infer from Hypothesis 2.1 (I) that \(|\int_{-s}^{s} \phi(y_1,a) - \phi(y_1,b)dy_1|\) is arbitrarily small. Since this is true for each \(a\) we conclude that
\[
\int_{-s}^{s} \phi(y_1,a)dy_1 = \int_{-s}^{s} \phi(y_1,b)dy_1,
\]
which is the second equation in (3.27).

To verify the remaining claim we proceed similarly, multiplying the second equation of (3.17) by \(b - y_2\) and integrating it over \(V\). Once more we use the periodicity of \(\phi\) and \(\chi\) and \(u_1^0(x) = u_1^0(x_2), \rho^0(x) = \rho^0(x_2)\), and apply the divergence theorem to obtain
\[
\begin{align*}
&\left( \int_{-s}^{s} \frac{\partial}{\partial y_2} (\chi_1(y_1,b) - \chi_1(y_1,a)) dy_1 \right.
\left. \int_{-s}^{s} \frac{\partial}{\partial y_2} (\chi_2(y_1,b) - \chi_2(y_1,a)) dy_1 - \int_{-s}^{s} \pi dy \right)

&\quad = \left( \int_{-s}^{s} (b-a) \frac{\partial \chi_1}{\partial y_2}(y_1,a)dy_1 - \int_{-s}^{s} (b-a) \frac{\partial \chi_1}{\partial y_2}(y_1,a) - \pi(y_1,a)dy_1 \right).
\end{align*}
\tag{3.32}
\]

From (3.31) we infer next that for any \(1 \leq a \leq b\)
\[
\int_{-s}^{s} \pi dy = \int_{a}^{b} \left( \int_{-s}^{s} \pi(y_1,y_2)dy_1 \right) dy_2 = (b-a) \int_{-s}^{s} \pi(y_1,a)dy_1.
\]

Thus the last terms in the second component on both sides of (3.32), respectively, are equal and hence can be dropped. Moreover, we deduce from the first component of the right-hand side of (3.29) that
\[
\int_{-s}^{s} \frac{\partial \chi_1}{\partial y_2}(y_1,a)dy_1 = \int_{-s}^{s} \frac{\partial \chi_1}{\partial y_2}(y_1,b)dy_1, \quad a < b,
\]
which means that \(\int_{-s}^{s} \chi_1(y_1,y_2)dy_1\) has a constant slope as a function of \(y_2\). By part (I) in Hypothesis 2.1 this slope must be zero. Thus \(\int_{-s}^{s} \frac{\partial \chi_1}{\partial y_2}(y_1,a)dy_1 = 0\), which, again by the first line of (3.32), implies
\[
\int_{-s}^{s} \frac{\eta}{\epsilon Re} (\chi_1(y_1,b) - \chi_1(y_1,a)) dy_1.
\]
which is the case \( k=1 \) in the third line of (3.27). On the other hand, by (3.28), \( \int_{-s}^{s} \frac{\partial \chi}{\partial y_2}(y_1, y_2) dy_1 = 0 \) for each \( y_2 \geq 1 \), which also shows that \( \int_{-s}^{s} \chi_2(y_1, a) dy_1 = \int_{-s}^{s} \chi_2(y_1, b) dy_1 \), for \( 1 \leq a \leq b \), and finishes the proof.

The above argument shows that the conditions in Hypothesis 2.1 (I) are only needed for the quantities \( \phi, \chi_1 \).

### 3.4 Effective problem

According to (2.6), the effective problem then reads

\[
\mathcal{L}(u^{\text{eff}}) = 0 \quad \text{in} \quad \Omega^\sigma
\]

with boundary conditions

\[
\mathcal{B}_{\text{in}}(u^{\text{eff}}) = 0, \quad \mathcal{B}_{\text{far}}(u^{\text{eff}}) = 0, \quad \mathcal{B}_{\text{out}}(u^{\text{eff}}) = 0, \quad \mathcal{B}_{\text{sp}}(u^{\text{eff}}) = 0.
\]

Specifically, the implicit version of boundary conditions reads now

\[
\frac{\partial p^{\text{eff}}}{\partial x_2}(x) = 0, \quad u^{\text{eff}}(x) - \sigma \frac{\partial u_1^{\text{eff}}}{\partial x_2}(x) e_1 = e(\chi), \quad \text{on} \quad \Gamma_\sigma \cap R(\bar{x}_P),
\]

\[
\frac{\partial \rho^{\text{eff}}}{\partial x_2}(x) = \sigma \frac{\partial^2 \rho^{\text{eff}}}{\partial x_2^2}(x) \quad \text{(adiabatic) or}
\]

\[
\rho^{\text{eff}}(x) - \sigma \frac{\partial \rho^{\text{eff}}}{\partial x_2}(x) = \rho_{\text{wall}} + \epsilon(\phi), \quad x \in \Gamma_\sigma \cap R(\bar{x}_P) \quad \text{(isothermal)}.
\]

As explicit boundary conditions we have now

\[
\frac{\partial p^{\text{eff}}}{\partial x_2}(x) = 0, \quad u^{\text{eff}}(x) = u^0(x) + e(\chi), \quad x \in \Gamma_\sigma \cap R(\bar{x}_P),
\]

\[
\frac{\partial \rho^{\text{eff}}}{\partial x_2}(x) = \frac{\partial \rho^0}{\partial x_2}(x) \quad \text{(adiabatic) or}
\]

\[
\rho^{\text{eff}}(x) = \rho^0(x) + \epsilon(\phi), \quad x \in \Gamma_\sigma \cap R(\bar{x}_P) \quad \text{(isothermal)}.
\]

These effective boundary conditions are derived according to Step 4 of Section 2, where, depending on the boundary conditions applied to each variable \( u_i^0, \rho^0 \) and \( p^0 \), we use either (2.30) or (2.31) in the Dirichlet and either (2.36) or (2.37) in the Neumann
case with

\[ J_{D,u} = \{ j \in \{1, \cdots, d\}, \text{s.t.} \frac{\partial u_i^0}{\partial x_j}(\bar{x}_p) \neq 0 \} = \begin{cases} \{2\}, & i = 1, \\ \emptyset, & i \neq 1, \end{cases} \]

\[ J_{D,\rho} = \{ j \in \{1, \cdots, d\}, \text{s.t.} \frac{\partial \rho^0}{\partial x_j}(\bar{x}_p) \neq 0 \} = \{2\} \text{ (isothermal)}, \]

\[ J_{N,\rho} = \{ j \in \{1, \cdots, d\}, \text{s.t.} \frac{\partial^2 \rho^0}{\partial x_2 \partial x_j}(\bar{x}_p) \neq 0 \} = \emptyset, \]

\[ J_{N,\rho} = \{ j \in \{1, \cdots, d\}, \text{s.t.} \frac{\partial^2 \rho^0}{\partial x_2 \partial x_j}(\bar{x}_p) \neq 0 \} = \{2\} \text{ (adiabatic)}. \]

4 Numerical results

4.1 Application scenario and objectives

We apply the previous concepts to a laminar, subsonic flow over a rough surface, where the roughness is assumed to be periodic and either anisotropic (longitudinal riblets) or isotropic (bumps). For an illustration of the different roughness elements see Fig. 5. The exact and the smooth effective domains \( \Omega^\sigma \) are sketched in Fig. 6.

The flow field corresponds to the Reynolds number \( Re_\infty = 10^5 \). In the viscous stress tensor and the heat flux, see equation (3.4), the dynamic viscosity coefficient and the heat conductivity coefficient are chosen as \( \eta = 1 \) and \( \kappa = 1 \), respectively. The gas is assumed to be air, thus we use \( Pr = 0.72 \) for the Prandtl number and \( \gamma = 1.4 \) for the ratio of specific heats.

The free-stream conditions are determined by the free-stream Mach number \( M_\infty = 0.3 \).
and $M_\infty = 0.6$, in the isothermal and the adiabatic case, respectively, and

$$\rho_\infty = 1, \quad T_\infty = 1, \quad u_\infty = (1,0,0)^T, \quad p_\infty = \frac{1}{M_\infty^2 \gamma}.$$

In the isothermal case we assume moreover that the temperature at the wall $T_{\text{wall}}$ is equal to 0.586.

Our objective is to accurately approximate for both types of roughness the skin friction (see (4.3)) over the rough wall (as a typical quantity of interest) using the previous upscaling strategy. We have chosen the problem parameters in a way that we can resolve the micro-scale geometry and refer to a corresponding high resolution direct numerical simulation as DNS or, in slight abuse of terminology, as the *exact solution*. This will then be used to validate the results obtained by solving the effective problem referred to as *effective solution*.

In order to compare the effective and the exact solutions in the boundary layer we follow [16] and introduce the wall shear stress $\tau_w$ and the wall shear velocity $u_\tau$ corresponding to the flat plate

$$\tau_w := \eta_\infty \frac{\partial u_0}{\partial x_2} \bigg|_{x_2 = 0}, \quad u_\tau := \sqrt{\frac{\tau_w}{\rho_\infty}}. \quad (4.1)$$

As common in this area we define the dimensionless wall distance $x_2^+$ and the dimensionless streamwise velocity $u_1^+$ by

$$x_2^+ := \frac{u_\tau}{\nu_\infty} x_2, \quad u_1^+ := \frac{u_1}{u_\tau}, \quad (4.2)$$

where $\nu_\infty := \eta_\infty / \rho_\infty$ denotes the kinematic viscosity coefficient. These reference coordinates will be used in the sequel to plot the *streamwise velocity profile* as a function of these *dimensionless wall units*. We can now introduce as our primary quantity of interest the skin friction coefficient defined in streamwise direction $x_1$ in the $x_1$-$x_2$-plane

$$c_f = \frac{\tau_w}{0.5 \rho_\infty u_\infty^2}, \quad (4.3)$$

Figure 6: Sketch of the smooth domains.
where the wall shear stress $\tau_w$ is defined by

$$
\tau_w := \eta \left( n_1 \left( t_1 \frac{\partial u_1}{\partial x_1} + t_2 \frac{\partial u_2}{\partial x_1} \right) + n_2 \left( t_1 \frac{\partial u_1}{\partial x_2} + t_2 \frac{\partial u_2}{\partial x_2} \right) \right)
$$

with $n = (n_1, n_2, n_3)^T$ the normal vector to the wall and $(t_1, t_2) = (n_2, -n_1)$ if $n_2 \geq 0$ and $(t_1, t_2) = (-n_2, n_1)$ otherwise. Note that for all computations we use the wall shear stress and the wall shear velocity of the flat plate to compute the dimensionless wall distance and velocity.

In the following sections we apply the previous recipe, i.e., we introduce the zeroth order solution, derive the cell problems for both roughness types, formulate the effective problem, and provide corresponding numerical results.

### 4.2 Zeroth order solution

In Appl.Sc.1 the zeroth order solution is approximated using the van Driest similarity solution, cf. [16]. Fig. 7 shows the flow quantities in wall-normal direction are depicted for different dimensionless positions on the flat plate in streamwise direction, cf. [16].

![Figure 7: Boundary layer solution in wall-normal direction for several dimensionless positions in streamwise direction $\xi = L^*/4, L^*/2, L^*$ on the flat plate: streamwise velocity $u_1$ (left), density $\rho$ (middle), temperature $T$ (right).](image)

(a) Adiabatic case.  
(b) Isothermal case.

4.3 Cell problem

The different roughness structures, cf. Fig. 5, are determined by the $C^1$-curve introduced in [16] with $s = 10$, $r = 2\epsilon$, $R = 8\epsilon$ and $\epsilon = 5 \cdot 10^{-5} / L^*$ where $L^* = 0.0348$. More precisely,
consider the function

\[
f(\zeta) := \begin{cases} 
1 - r/e + \sqrt{(r/e)^2 - (\zeta^2 + 2s)^2}, & \text{if } \zeta < -\hat{\zeta}_1, \\
\frac{\zeta - \zeta_1}{\zeta - \zeta_1} (\zeta + \zeta_1) + \zeta_2, & \text{if } -\hat{\zeta}_1 < \zeta < -\bar{\zeta}_1, \\
\frac{\sqrt{R/e} - \sqrt{(R/e)^2 - \zeta^2}}{\zeta - \zeta_1} + \zeta_2, & \text{if } -\bar{\zeta}_1 < \zeta < -\bar{\zeta}_1, \\
1 - r/e + \sqrt{(r/e)^2 - (\zeta - 2s)^2}, & \text{if } \zeta > \bar{\zeta}_1,
\end{cases}
\]  

(4.4)

with \((\hat{\zeta}_1, \bar{\zeta}_2) = (2.1098, 0.28321)\) and \((\bar{\zeta}_1, \hat{\zeta}_2) = (4.4726, 0.9292)\). Then for longitudinal riblets and isotropic roughness one has

\[
W_{\text{rib}} = \{(y_1, y_2, y_3), \text{ s.t. } y_1 \in [-s/2, s/2], \ y_2 = f(y_3), \ y_3 \in [-s/2, s/2]\},
\]

\[
W_{\text{bump}} = \{(y_1, y_2, y_3), \text{ s.t. } y_1 \in [-s/2, s/2], \ y_2 = f(y_1)f(y_3), \ y_3 \in [-s/2, s/2]\},
\]

respectively. Moreover to bound \(Y\) we choose

\[
\Gamma_{\text{up,rib}} = \{(y_1, y_2, y_3), \text{ s.t. } y_1 \in [-s/2, s/2], \ y_2 = 10, \ y_3 \in [-s/2, s/2]\},
\]

\[
\Gamma_{\text{up,bump}} = \{(y_1, y_2, y_3), \text{ s.t. } y_1 \in [-s/2, s/2], \ y_2 = 7, \ y_3 \in [-s/2, s/2]\}.
\]

Then, according to Hypothesis 3.1, for each configuration we solve one cell problem at different positions \(x_p\), i.e.,

\[
(u^0 \cdot \nabla y)\phi + \rho^0 \nabla y \cdot \chi = 0,
\]

\[
\rho^0 (u^0 \cdot \nabla y)\chi + \nabla y \pi = \eta Re \left( \Delta_y \chi + \frac{1}{3} \nabla y (\nabla y \cdot \chi) \right),
\]

\[
(u^0 \cdot \nabla y)\pi + \gamma \rho^0 \nabla y \cdot \chi = \frac{1}{Re Pr \rho^0} \left( \Delta_y \pi - \frac{\rho^0}{\rho^0} \Delta_y \phi \right),
\]

(4.5)

with boundary conditions on \(W\)

\[
\chi(y) = -y_2 \frac{\partial u^0}{\partial x_2}(x_p) e_1, \quad \frac{\partial \pi}{\partial n^y}(y) = 0, \quad \frac{\partial \phi}{\partial n^y}(y) = 0, \quad \text{(adiabatic)}
\]

\[
\chi(y) = -y_2 \frac{\partial u^0}{\partial x_2}(x_p) e_1, \quad \frac{\partial \pi}{\partial n^y}(y) = 0, \quad \phi(y) = -y_2 \frac{\partial \rho^0}{\partial x_2}(x_p), \quad \text{(isothermal)}
\]

(4.6)

and boundary conditions on \(\Gamma_{\text{up}}\)

\[
\left( \eta \frac{1}{Re} \nabla \chi - \pi \mathbb{I} \right) \cdot n = 0, \quad \nabla \phi \cdot n = 0.
\]

(4.7)

Moreover, we assume that \(\chi, \pi, \text{ and } \phi\) are periodic in \(y_1\) and \(y_3\).

Finally observe that in the adiabatic case \(\phi\) is determined only up to a constant, thus, to have a unique solution, we need to impose an additional constraint, for example

\[
\frac{1}{|Y|} \int_Y \phi = 0.
\]

(4.8)
4.3.1 A specific feature of the cell problem

In this section we will show that, under the Hypothesis 2.1, our particular choice of the zeroth order solution, described in Section 3.2, entails that $\chi_2 = \chi_3 = 0$ in $Y$, i.e., only the first component $\chi_1$ of the solution $\chi$ of the cell problem (4.5)-(4.7) is non-trivial. In particular, this holds true for both the isothermal and the adiabatic case, independent on the shape of the roughness. To see this we first infer from (4.6) that $\chi_2$, $\chi_3$ vanish on the boundary $W$, both in the adiabatic and the isothermal case. If we substitute now $\chi_2 = \chi_3 = 0$ in $\chi_1$, (4.9) in (4.5), and take the properties of the zeroth order solution (3.15) and (3.16) into account, we obtain the following simplified system of equations:

$$u_1^0 \frac{\partial \phi}{\partial y_1} + \rho^0 \frac{\partial \chi_1}{\partial y_1} = 0,$$  

(4.10)

$$\rho^0 u_1^0 \frac{\partial \chi_1}{\partial y_1} + \frac{\partial \pi}{\partial y_1} = \frac{\eta}{e \text{Re}} \left( \Delta_y \chi_1 + \frac{1}{3} \frac{\partial^2 \chi_1}{\partial y_1^2} \right),$$  

(4.11)

$$\frac{\partial \pi}{\partial y_2} = \frac{\eta}{e \text{Re}} \frac{1}{3} \frac{\partial^2 \chi_1}{\partial y_2 \partial y_1},$$  

(4.12)

$$\frac{\partial \pi}{\partial y_3} = \frac{\eta}{e \text{Re}} \frac{1}{3} \frac{\partial^2 \chi_1}{\partial y_3 \partial y_1},$$  

(4.13)

$$u_1^0 \frac{\partial \pi}{\partial y_1} + \gamma \rho^0 \frac{\partial \chi_1}{\partial y_1} = \frac{1}{e \text{Re} \text{Pr} \rho^0} \left( \Delta_y \pi - \frac{\rho^0}{\rho^0} \Delta_y \phi \right),$$  

(4.14)

and (4.7) reads

$$\frac{\partial \chi_1}{\partial y_2} = 0, \quad \pi = 0, \quad \frac{\partial \phi}{\partial y_2} = 0, \quad \text{on } \Gamma_{up}. \quad (4.15)$$

Integrating then equations (4.12) and (4.13) with respect to $y_2$ and $y_3$, respectively, there exist suitable smooth functions $C_2(y_1,y_3)$ and $C_3(y_1,y_2)$ such that

$$\pi = \frac{\eta}{3 e \text{Re}} \frac{\partial \chi_1}{\partial y_1} + C_2(y_1,y_3) = \frac{\eta}{3 e \text{Re}} \frac{\partial \chi_1}{\partial y_1} + C_3(y_1,y_2).$$

Then it follows that $C_2(y_1,y_3) = C_3(y_1,y_2) = C(y_1)$. Moreover, when $y_2$ tends to infinity, applying Hypothesis 2.1 we conclude that $\langle \pi \rangle = C(y_1)$, i.e. $C(y_1)$ is constant. Since on $\Gamma_{up}$ $\pi$ is zero, cf. (4.15), it follows that

$$\pi = \frac{\eta}{3 e \text{Re}} \frac{\partial \chi_1}{\partial y_1}. \quad (4.16)$$

If we then substitute (4.16) in (4.11) and consider (4.6) and (4.15) we obtain that $\chi_1$ must
solve the problem

\[ \rho^0 u_1^0 \frac{\partial \chi_1}{\partial y_1} = \frac{\eta}{\epsilon Re} \Delta_y \chi_1, \quad \text{in } Y, \]

\[ \chi_1(y) = -y_2 \frac{\partial u_1^0}{\partial x_2}(\bar{x}_p), \quad \text{on } W, \]

\[ \frac{\partial \chi_1}{\partial y_2} = 0, \quad \text{on } \Gamma_{up}, \quad (4.17) \]

and is periodic in \( y_1 \) and \( y_3 \).

Consider now the following auxiliary variable \( \alpha := -u_1^0 \phi - \rho^0 \chi_1 \), which is obtained integrating (4.10) with respect to \( y_1 \). Note that \( u_1^0, \rho^0 \) and \( p^0 \) depend only on \( y_2 \), cf. Section 3.2. Using the fact that \( u_1^0 \neq 0 \) and substituting \( \phi = -\frac{1}{u_1^0} \alpha - \frac{\rho^0}{u_1^0} \chi_1 \), (4.17) and (4.16) in equation (4.14), we obtain the following problem for \( \alpha \):

\[ \frac{1}{\epsilon Re Pr} \gamma \kappa \Delta_y \alpha = \frac{\eta}{\epsilon Re Pr} u_1^0 \left( \frac{\partial^2 \chi_1}{\partial y_1^2} + p^0 \frac{\partial}{\partial y_1} \right) + \gamma u_1^0 \left( \frac{1}{3} u_1^0 \frac{\partial \chi_1}{\partial y_1^2} + p^0 \frac{\epsilon Re \partial \chi_1}{\eta \partial y_1} \right), \quad \text{in } Y, \]

\[ \frac{\partial \alpha}{\partial n} = -\frac{\partial \alpha}{\partial n} \left( \frac{\rho^0}{u_1^0} \chi_1 \right), \quad \text{(adiabatic), on } W, \]

\[ \alpha(y) = y_2 \left( \rho^0 \frac{\partial u_1^0}{\partial x_2}(\bar{x}_p) + u_1^0 \frac{\partial \rho^0}{\partial x_2}(\bar{x}_p) \right), \quad \text{(isothermal), on } W, \]

\[ \frac{\partial \alpha}{\partial y_2} = 0, \quad \text{on } \Gamma_{up}. \quad (4.18) \]

Moreover, \( \alpha \) is periodic in \( y_1 \) and \( y_3 \). Observe that in the adiabatic case we need an additional constraint. Since in (4.5) we impose (4.8), to be consistent we assume that \( \alpha \) satisfies

\[ \int_Y \frac{1}{u_1^0} \alpha = \int_Y \frac{\rho^0}{u_1^0} \chi_1. \quad (4.19) \]

To conclude, having successively solved (4.17) and (4.18), we compute from \( \alpha \) and \( \chi_1 \)

\[ \phi = -\frac{1}{u_1^0} \left( \rho^0 \chi_1 + \alpha \right). \quad (4.20) \]

We can then state the following Proposition.

**Proposition 4.1.** Let the zeroth order solution \( (\rho^0, u_1^0, p^0) \) be chosen as described in Section 3.2 and satisfies (3.16). Moreover let \( \rho^0, u_1^0 \) and \( p^0 \) be bounded functions in each \( R(\bar{x}_p) \) and let \( u_1^0 \circ \chi_{\bar{x}_p}^{-1} \) be a monotonically increasing function in \( y_2 \). Then the following holds:
(I) There exists a unique weak solution \( \bar{\chi}_1 \in H^1(Y) \) and \( \bar{\alpha} \in H^1(Y) \) of (4.17) and (4.18), respectively, and thus \( (\bar{\phi}, \bar{\chi}, \bar{\pi}) \) with \( \bar{\chi}_2 \) and \( \bar{\chi}_3 \) satisfying (4.9) and \( \bar{\phi} \in H^1(Y) \) and \( \bar{\pi} \in L^2(Y) \) chosen according to (4.20) and (4.16), respectively, is uniquely determined.

(II) If \( (\bar{\phi}, \bar{\chi}, \bar{\pi}) \) is twice differentiable on \( Y \), i.e., it is a strong solution of (4.20), (4.17), (4.9) and (4.16), then it is also a strong solution of (4.5) with boundary conditions (4.6) and (4.7).

(III) Given a strong solution \( (\tilde{\phi}, \tilde{\chi}, \tilde{\pi}) \) of the cell problem (4.5), (4.6), (4.7) satisfying Hypothesis 2.1, then \( (\tilde{\phi}, \tilde{\chi}, \tilde{\pi}) \) is a strong solution of (4.20), (4.17), (4.9) and (4.16).

Proof. The proof of (I) consists in applying the Lax Milgram theorem to the weak formulation of (4.17) and (4.18). (II) follows directly from plugging \( (\bar{\phi}, \bar{\chi}, \bar{\pi}) \) in (4.5), (4.6), (4.7). Finally (III) is proven in the way we construct \( (\tilde{\phi}, \tilde{\chi}, \tilde{\pi}) \). \( \square \)

4.3.2 Longitudinal riblets

For longitudinal riblets the fully three-dimensional cell problem (4.5), (4.6), (4.7) can be reduced to two independent two-dimensional problems, defined in the two-dimensional domain depicted in Fig. 8.

In fact if we deal with riblets aligned in streamwise direction \( x_1 \), the geometry is constant along \( y_1 \) in the cell domain. Moreover, using that \( u_0 \) varies only in wall normal direction, cf. (3.16), and that we impose periodic boundary conditions both in spanwise and in streamwise direction, all variables in the cell problem are constant in \( y_1 \). Thus the 3D cell problem (4.5) and (4.6) reduces to the following two two-dimensional problems

![Figure 8: Longitudinal riblets: Sketch of the domain \( Y_{y_1} \).](image-url)
defined in \((y_2, y_3) \in Y_{\bar{g}_1}\), i.e., \(\bar{g}_1\)-section of \(Y\), sketched in Fig. 8, cf. [25]:

\[
\frac{\partial^2 \chi_1}{\partial y_2^2}(y) + \frac{\partial^2 \chi_1}{\partial y_3^2}(y) = 0, \quad y \in Y_{\bar{g}_1},
\]

\[
\chi_1(y) = -\frac{\partial u_0^1}{\partial x_2}(\bar{x}_p) y_2, \quad y \in W_{\bar{g}_1},
\]

\[
\nabla y \chi_1(y) \cdot n(y) = 0, \quad y \in \Gamma_{u_0, \bar{g}_1},
\]

\[y_3 - \text{periodicity}\] (4.21)

and

\[
\frac{\partial \chi_2}{\partial y_2}(y) + \frac{\partial \chi_3}{\partial y_3}(y) = 0, \quad y \in Y_{\bar{g}_1},
\]

\[
\frac{\partial \pi}{\partial y_2}(y) = \frac{\eta}{\epsilon \text{Re}} \left( \frac{\partial^2 \chi_2}{\partial y_2^2}(y) + \frac{\partial^2 \chi_2}{\partial y_3^2}(y) \right),
\]

\[
\frac{\partial \pi}{\partial y_3}(y) = \frac{\eta}{\epsilon \text{Re}} \left( \frac{\partial^2 \chi_3}{\partial y_2^2}(y) + \frac{\partial^2 \chi_3}{\partial y_3^2}(y) \right),
\]

\[
\frac{\partial^2 \pi}{\partial y_2^2}(y) + \frac{\partial^2 \pi}{\partial y_3^2}(y) = \frac{p'}{\rho'} \left( \frac{\partial^2 \phi}{\partial y_2^2}(y) + \frac{\partial^2 \phi}{\partial y_3^2}(y) \right),
\]

(4.22)

with boundary conditions on \(W_{\bar{g}_1}\)

\[
\chi_2(y) = 0, \quad \chi_3(y) = 0, \quad \frac{\partial \pi}{\partial n_y} = 0, \quad \frac{\partial \phi}{\partial n_y} = 0, \quad \text{(adiabatic)}
\]

\[
\chi_2(y) = 0, \quad \chi_3(y) = 0, \quad \frac{\partial \pi}{\partial n_y} = 0, \quad \phi = -\frac{\partial \rho^0}{\partial x_2} y_2, \quad \text{(isothermal)}
\]

and boundary conditions on \(\Gamma_{u_0}^{\bar{g}_1}\)

\[
\left( \frac{\eta}{\text{Re}} \left[ (\nabla \chi_2)^T, (\nabla \chi_3)^T \right] - \pi I_2 \right) n = 0, \quad \nabla \phi \cdot n = 0.
\]

Moreover \(\chi_2, \chi_3, \pi\) and \(\phi\) are periodic in \(y_3\). Note that \(\chi_2(y) = \chi_3(y) = 0\), as discussed in Section 4.3.1.

The cell problems are solved using the finite element software package deal.II, cf. [6]. After having computed the solution of the cell problem \(\chi_1^{(i)}\) at \(N\) selected points \(\bar{x}_p^{(i)} \in \Gamma_0, i = 1, \cdots, N\), such that \(\bar{x}_p^{(i)} = (\bar{x}_p^{(i)}(1), \cdots, \bar{x}_p^{(i)}(N)) \in [0.137931, 1]\), the effective constant \(\langle \chi_1 \rangle\) is then approximated using \(\langle \chi_1 \rangle^{*}\), i.e. a piecewise linear interpolation of \(\{\langle \chi_1^{(i)} \rangle, i = 1, \cdots, N\}\).

The corresponding function is plotted in Fig. 9 (left), for \(N = 6\) points. Observe that for our test cases we can adopt this strategy because the zeroth order solution is invariant in spanwise direction, i.e., the cell function only depends on \(x_1\). In the general case it is not affordable to consider a uniform subdivision of \(\Gamma_0\) and a parameter dependent
solution $\chi_1$ could be determined for example applying model reduction strategies such as the reduced basis method. Fig. 9 (right) shows the cell function $\chi_1$ at $\tilde{x}_P = (1,0,0)^T$.

In particular this picture justifies Hypothesis 2.1 (I) needed in Theorem 3.1, showing that it is numerically satisfied by $\chi_1$. Moreover, the zeroth order solution considered here satisfies the assumptions of Theorem 3.1, thus $\langle \chi_1 \rangle$ is independent of the choice of $\Gamma_{up}$.

### 4.3.3 Isotropic roughness (bump)

In the case of isotropic roughness we need to solve the fully three-dimensional cell problem (4.5), (4.6) and (4.7). As discussed in Section 4.3.1, $\chi_2 = \chi_3 = 0$, thus $\chi = \chi_1 e_1$. As described for longitudinal riblets, the three dimensional cell problem is solved using the finite element software package deal.II, cf. [6], and the effective constants $\langle \chi_1 \rangle^*$ and $\langle \varphi \rangle^*$ are plotted in Fig. 10. Fig. 11 shows the cell functions $\chi_1$ and $\varphi$ at $\tilde{x}_P = (1 - \epsilon s / 2, 0, 0)^T$. Also in this case the Hypothesis 2.1 (I) is satisfied numerically by all cell functions.
4.4 Effective problem

Having solved the cell problem and computed the effective constants $\langle \chi \rangle$ and $\langle \phi \rangle$, we solve now the effective problem (3.33), (3.34) and (3.35a), (3.35b), (3.35c) in case of implicit boundary conditions or (3.36a), (3.36b), (3.36c), in case of explicit boundary conditions, with the aid of the solver QUADFLOW [9].

The QUADFLOW package solves the compressible Navier-Stokes equations using a cell-centered finite volume method on locally refined grids. Mesh adaptation is based on multiscale analysis [43] instead of classical gradient- or residual-based error estimators. The computational grids are represented by block-structured parametric B-Spline patches [39] to deal with complex geometries. In order to reduce the computational load to a tolerable amount, these tools are equipped with parallelization techniques based on space-filling curves [11] to run the simulations on distributed memory architectures.

The parameters of the solver used for effective computations and for direct numerical simulations are the same as the ones used in [16] and, thus, are not repeated here.

Computations. For each configuration the effective problem is solved in the effective domain, see Fig. 6, with $\sigma = \varepsilon$ for both implicit and explicit boundary conditions. In addition, we compute the solution of the exact problem (3.8), (3.9) on the rough domain, referred to as direct numerical simulation (DNS) where the roughness is fully resolved by the discretization. To appropriately resolve the leading edge of the boundary layer, we add an additional region in front of the plate, see Fig. 6, where we prescribe symmetry conditions on the lower boundary, i.e.,

$$\rho = \rho_\infty, \quad p = p_\infty, \quad u_1 = u_\infty, \quad \frac{\partial u_j}{\partial n} = 0, \quad j = 2, 3, \quad \text{on } \Sigma_{sym}. \quad (4.23)$$

The DNS and the effective solution are computed using different discretizations. To resolve the roughness in the rough domain we locally need a discretization much smaller than $\varepsilon$. On the other hand, for the effective problem on the smooth domain a much
coarser discretization is sufficient. For comparison we also perform computations of the zeroth order problem that correspond to a flat plate, as in [16,17].

In the following we consider two test cases: the isotropic roughness and the longitudinal riblets with isothermal and adiabatic boundary conditions, respectively.

4.4.1 Isotropic roughness

As mentioned earlier, our main interest is to approximate the skin friction, defined in (4.3), from which one could then also obtain the drag. The results are illustrated in the right part of Fig. 12 as explained next. To validate the skin friction derived from the effective solution on the smooth (virtual) wall $\Gamma_\sigma$ we wish to compare it with the skin friction obtained for the DNS on the rough wall $\Gamma_\epsilon$. Due to the structure of the roughness, this latter quantity oscillates in spanwise direction (as a function on $x_3$) and also in streamwise direction. The two blue graphs in the right part of Fig. 12 show spanwise sections at a peak and a trough in streamwise direction. The effective skin frictions in spanwise direction obtained for the implicit and explicit versions of boundary conditions are represented by the red respectively magenta lines in the right part of Fig. 12. For comparison the black line shows the skin friction of the zeroth order solution on $\Gamma_0$. Since we are interested in the macro-scale effect we take the deviation of the various approximate skin frictions from the vertical average of the DNS result as our measure of quality. It is evident that the two effective solutions are better than the zeroth order solution. Moreover, the explicit effective boundary condition yields slightly better results than the implicit version. As a further validation we compare next the velocity field and density field for the exact, effective, and zeroth order problem in the boundary layer. The vertical line in the left part of Fig. 12 indicates the position of $\Gamma_\sigma$ from which the effective solutions emanate. They are in a good qualitative agreement with the three DNS profiles taken at three different spanwise positions.

Furthermore, to investigate the modeling error we compare the streamwise velocity

![Figure 12: Streamwise velocity in wall normal direction (left) and skin friction coefficient (right).](image-url)
Figure 13: Spanwise direction at $\Gamma_{\sigma}$ ($x_3 = 0.57471$): streamwise velocity $u_1$ (left) and density $\rho$ (right) both for implicit, (I), and explicit, (E), method.

Figure 14: Streamwise direction at $\Gamma_{\sigma}$: streamwise velocity $u_1$ (left) and density $\rho$ (right) both for implicit, (I), and explicit, (E), method.

$u_1$ and the density $\rho$, both in spanwise and streamwise direction, cf. Figs. 13 and 14, respectively, both computed at $\Gamma_{\sigma}$.

The oscillatory structure in spanwise direction of both the streamwise velocity and density approximations in Fig. 13 provided by the DNS reflects the roughness of the boundary. While the respective zeroth order approximations are far off all DNS solutions (the graphs do not even intersect), the effective solutions for explicit and implicit boundary conditions are significantly closer to the average of the DNS.

Fig. 14 shows the various approximations to the streamwise velocity and density in streamwise direction. Since the DNS varies spatially with the roughness we depict it at three different spanwise locations in a roughness element $x_3 = 0.02873, x_3 = 0.03951, x_3 = 0.05028$, namely at the peak, at the through and at the midpoint in between both. Again one sees that both types of effective solutions approximate the average of the DNS solu-
tions while the zeroth order approximation stays either strictly above \((u_1)\) or below \((\rho)\) the DNS results. Note that in all cases the explicit method works slightly better than the implicit method.

### 4.4.2 Longitudinal riblets

Following the same path as in the isothermal test case, we consider now the second configuration, where Neumann boundary conditions are imposed for the density. Our quantity of interest, the results for the skin friction in spanwise direction are shown in the right part of Fig. 16. Since the roughness is constant in streamwise direction we need to show only one spanwise section of the DNS skin friction (blue graph). Again the two effective solutions are better than the zeroth order solution, although with a smaller difference. As shown by the left part of Fig. 15 the streamwise velocity profile in wall-normal direction of both effective solutions match the DNS curves better than the zeroth order solution.

As before, we further compare the streamwise velocity \(u_1\) and the density \(\rho\), both in spanwise and streamwise direction, cf. Figs. 16 and 17, respectively.

Observe that both the explicit and the implicit method give a qualitatively better approximation of the velocity \(u_1\) compared with the flat plate solution, and also here the explicit method works slightly better. What has to be noted though, is that both approaches do not approximate the density as well as the zeroth order solution, both in streamwise and in spanwise direction.

Fig. 18 presents a comparison of the approximations of the wall normal derivative of the density, computed by the solution of the van Driest equations (reference solution), by the flat plate simulation used in explicit boundary conditions and by implicit boundary conditions, respectively. This picture clearly shows that the approximated quantities we are using in both approaches are fairly accurate. Thus, we conclude that the relatively poor quality of the density approximation is caused by a limitation of the current model. This is also supported by the fact that both the explicit and the implicit method still pro-

---

Figure 15: Streamwise velocity in wall normal direction (left) and skin friction coefficient (right).
Figure 16: Spanwise direction at $\Gamma_\sigma (x_1 = 0.57471)$: streamwise velocity $u_1$ (left) and density $\rho$ (right) both for implicit, (I), and explicit, (E), method.

Figure 17: Streamwise direction at $\Gamma_c$: streamwise velocity $u_1$ (left) and density $\rho$ (right) both for implicit, (I), and explicit, (E), method.

Figure 18: Wall normal derivative of $\rho^0$: Van Driest solution, flat plate approximation, effective approximation given by implicit boundary conditions.
vide good approximations for the velocity $u_1$, where Dirichlet boundary conditions are imposed, cf. Fig. 15. A detailed investigation is beyond the scope of this article and will be addressed in future work.

4.4.3 Efficiency

To estimate the efficiency of the effective solution in comparison with the DNS, we summarize in Table 1 the number of cells used in the discretizations. We note that the computational load for the DNS is significantly higher, because the roughness requires a much finer grid near the boundary $\Gamma_\varepsilon$ than for $\Gamma_c$. The grid is slightly coarser for the flat plate computation than for the effective computations. This is due to the jump in the effective constants of the effective boundary conditions at the leading edge of the virtually smooth roughness region, see Fig. 6.

Table 1: Computational cost.

<table>
<thead>
<tr>
<th></th>
<th>Longitudinal riblets</th>
<th>Isotropic roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>1609144</td>
<td>1148792</td>
</tr>
<tr>
<td>(I)</td>
<td>209068</td>
<td>194956</td>
</tr>
<tr>
<td>(E)</td>
<td>209278</td>
<td>193388</td>
</tr>
<tr>
<td>Flat plate</td>
<td>115520</td>
<td>113980</td>
</tr>
</tbody>
</table>

Finally we observe that for both test cases, cf. Sections 4.4.1 and 4.4.2, the implicit method gives a slightly worse approximation of the velocity than the explicit one. To understand this, we present in Fig. 19 the absolute value of the term

$$ e \left( \frac{\partial u_1^0}{\partial x_2} (\bar{x}_p) - \frac{\partial u^{\text{eff}}}{\partial x_2} (x) \right), \quad (4.24) $$

which enters the expression of the implicit error given in equation (2.38). We observe that the streamwise values where (4.24) is larger in Fig. 19, correspond to the values where the approximation error of the velocity is larger in Figs. 14 (left) and 17 (left), respectively. For these streamwise values the explicit method performs better because the term (4.24) does not enter in the explicit error formula (2.40).

5 Conclusions

We present a general multidimensional strategy for the derivation of effective boundary conditions to model the effect of a rough surface thus avoiding the resolution of the small scale structures.

When Dirichlet boundary conditions are applied, the effective computations give qualitatively a significantly better approximation of the DNS solution than the flat plate solution, i.e., the upscaling improves the zeroth order approximation at significantly
lower computational cost. Even though the explicit method requires a pointwise knowledge of the zeroth order solution, it performs better than the implicit strategy.

Although initially inspired by previous work by Achdou et al. [1], Jäger and Mikelić [29, 31], Friedmann et al. [24, 25] and Deolmi et al. [16, 17], the flow regime considered have led us to pursue a different route. Starting point is an asymptotic expansion of the solution of the exact problem for each flow variable. With the aid of this expansion we derive a so called cell problem, which has to be solved at different locations $\bar{x}_P \in \Gamma_0$. Depending on the underlying differential operator all cell functions might be coupled in the cell problem due to nonlinearities. Both adiabatic and isothermal boundary conditions are considered. Moreover, two scenarios are presented for the derivation of effective boundary conditions. In the application considered here, both approaches improve the approximation given by the zeroth order solution, when Dirichlet boundary conditions are imposed.

So far our investigations are restricted to steady state problems. In the future we will also treat time-dependent problems in order to investigate drag reduction at airfoils by means of high-frequency surface waves actuated in spanwise direction. Experimental investigations [34] as well as direct numerical simulations [18, 19] show promising results for a particular frequency range although most of these investigations have been performed for incompressible flows.
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