Runge-Kutta Discontinuous Galerkin Method with a Simple and Compact Hermite WENO Limiter on Unstructured Meshes
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Abstract. In this paper we generalize a new type of compact Hermite weighted essentially non-oscillatory (HWENO) limiter for the Runge-Kutta discontinuous Galerkin (RKDG) method, which was recently developed in [38] for structured meshes, to two dimensional unstructured meshes. The main idea of this HWENO limiter is to reconstruct the new polynomial by the usage of the entire polynomials of the DG solution from the target cell and its neighboring cells in a least squares fashion [11] while maintaining the conservative property, then use the classical WENO methodology to form a convex combination of these reconstructed polynomials based on the smoothness indicators and associated nonlinear weights. The main advantage of this new HWENO limiter is the robustness for very strong shocks and simplicity in implementation especially for the unstructured meshes considered in this paper, since only information from the target cell and its immediate neighbors is needed. Numerical results for both scalar and system equations are provided to test and verify the good performance of this new limiter.
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1 Introduction

In this paper we consider solving the two dimensional conservation law, given by
\begin{equation}
\begin{aligned}
\left\{ \begin{array}{l}
\frac{\partial u}{\partial t} + f(u)x + g(u)y = 0, \\
u(x,y,0) = u_0(x,y),
\end{array} \right.
\end{aligned}
\end{equation}

using the Runge-Kutta discontinuous Galerkin (RKDG) method [6–9] on unstructured triangular meshes. RKDG methods use explicit, nonlinearly stable high order Runge-Kutta methods [33] to discretize the temporal variable and the DG methods to discretize the spatial variables, with exact or approximate Riemann solvers as interface fluxes. For a detailed discussion on DG methods for solving conservation laws, we refer the readers to the review paper [10] and the books and lecture notes [5,15,21,32].

DG methods can compute the numerical solution to (1.1) without further modification provided the solution either is smooth or contains weak discontinuities. However, for problems containing strong shocks or contact discontinuities, there are spurious oscillations in the numerical solution near these discontinuities, which may cause nonlinear instability. One common strategy to control these oscillations is to apply nonlinear limiters to RKDG methods. Many limiters have been studied in the literature for RKDG methods, such as the \textit{minmod} type total variation bounded (TVB) limiter [6–9], the moment based limiter [3] and an improved moment limiter [4] and so on. These limiters belong to the slope type limiters and they do control oscillations very well at the price of possibly degrading the accuracy of the numerical solution at smooth extrema. Another type of limiters is the WENO type limiters, which are based on the weighted essentially non-oscillatory (WENO) methodology [14,16,17,23] and can achieve both high-order accuracy and non-oscillatory property near discontinuities. This type of limiters includes the WENO limiter [27,36] and the HWENO limiter [24,26,29], which use the classical WENO finite volume methodology for reconstruction and thus require a wide stencil, especially for higher order methods. Therefore, it is difficult to implement these limiters for multi-dimensional problems, especially on unstructured meshes. Moreover, these limiters may have the issue of negative linear weights. An alternative family of DG limiters which serves at the same time as a new PDE-based limiter, as well as a troubled cells indicator, was introduced by Dumbser et al. [13].

More recently, a particularly simple and compact WENO limiter was developed by Zhong and Shu [35] for RKDG schemes, and then was generalized to the unstructured mesh in [37]. This simple WENO limiter utilizes fully the advantage of DG schemes in that a complete polynomial is available in each cell without the need of reconstruction. The major advantages of this simple WENO limiter include the compactness of its stencil, the simplicity in its implementation, and the freedom in choosing linear weights, which can be set arbitrarily so long as their summation is one and each of them is nonnegative. However, it was observed in [35] that the limiter might not be robust enough for problems containing very strong shocks or low pressure problem, especially for higher order polynomials, for example the blast wave problems [30,34] and the double rarefaction wave problem [22]. In order to overcome this difficulty, without compromising the advantages of compact stencil and simplicity of linear weights, we present a modification of the limiter in the step of preprocessing the polynomials in the immediate neighboring
cells before applying the WENO reconstruction procedure. This preprocessing is necessary to maintain strict conservation, and is designed in [35] to be a simple addition of a constant to make the cell average of the preprocessed neighboring cell polynomial in the target cell matching the original cell average. In this paper, a more involved least square process [11] is used in this step. The objective is to achieve strict conservation while maintaining more information of the original neighboring cell polynomial before applying the WENO procedure. Numerical experiments indicate that this modification does improve the robustness of the limiter.

This paper is organized as follows: in Section 2, we briefly review the RKDG methods for solving (1.1) on triangular meshes and present the details of the new HWENO procedure for two dimensional scalar and system problems on unstructured meshes. Numerical examples are provided in Section 3 to verify the compactness, accuracy and stability of this new approach. Concluding remarks are given in Section 4.

2 New HWENO limiter to RKDG method on unstructured mesh

In this section, we describe the details of using the new HWENO reconstruction procedure as a limiter for the RKDG methods. It is a generalization to unstructured meshes of the procedure in [38] for structured meshes. The general framework of the HWENO limiting procedure consists of the following two steps.

The first step is to identify the troubled cells, namely those cells which may need the HWENO limiting procedure. This step is an important issue for limiters. If too many cells are identified as troubled cells, then the computational cost associated with the second step will increase. If too few cells are identified as troubled cells, then the oscillations may not be avoided. We remark here that the main focus of this paper is the development of a compact, simple HWENO limiter on unstructured meshes. We refer the readers to [28] for a comparison between different trouble cell indicators. The KXRCF shock detection technique in [20] is used in our numerical tests to detect troubled cells. As discussed in [20], let $J$ denote the normalization of the jump in the numerical solution component (both the density $\rho$ and the total energy $E$ are used in our numerical tests) across the inflow edges (faces) of the target cell, to an “average” convergence rate. $J \to 0$ as the mesh size $h \to 0$ in smooth solution regions, whereas $J \to \infty$ near a discontinuity. Thus the KXRCF discontinuity detection scheme is: if $J > C_k$, the indicated solution component is discontinuous; if $J \leq C_k$, the indicated solution component is continuous, where $C_k$ is a constant and we set $C_k = 1$ unless otherwise specified in our numerical tests.

The second step is to reconstruct a new polynomial using the HWENO limiting procedure in order to replace the solution polynomial on the troubled cell. The new polynomial should maintain the cell average and high order accuracy of the original DG solution polynomial, but should be less oscillatory.

We will first briefly review the RKDG method for solving two dimensional problems on unstructured meshes in Section 2.1. Then the details of this second step will be discussed for the scalar case in Section 2.2 and for the system case in Section 2.3.
2.1 Review of the RKDG method on unstructured mesh

This section provides a review of the RKDG methods for solving two dimensional conservation laws (1.1) on the triangular meshes.

We first use DG methods to discretize the spatial variables. Given a triangulation of the computational domain consisting of cells \( \Delta_j \), the DG method has its solution as well as the test function space given by

\[
V^k_h = \{ v(x, y) : v(x, y)|_{\Delta_j} \in P^k(\Delta_j) \},
\]

where \( P^k(\Delta_j) \) denotes the set of polynomials of degree at most \( k \) defined on \( \Delta_j \). The semi-discrete DG method for solving (1.1) is defined as follows: find the unique function \( u_h \in V^k_h \), such that

\[
\int_{\Delta_0} (u_h)_t v dx dy = \int_{\Delta_0} (f(u_h)v_x + g(u_h)v_y) dx dy - \int_{\partial \Delta_0} (\hat{f}(u_h), \hat{g}(u_h))^T \cdot n v ds (2.1)
\]

holds for all the test functions \( v \in V^k_h \). Here \( n = (n_x, n_y)^T \) is the outward unit normal of the triangle boundary \( \partial \Delta_0 \), and \( (\hat{f}(u_h), \hat{g}(u_h))^T \cdot n \) is a monotone numerical flux for the scalar case and an exact or approximate Riemann solver for the system case. The Lax-Friedrichs flux is used in all our numerical tests.

For time discretization, we can use, for example, the third order strong stability preserving (SSP) Runge-Kutta methods [33]:

\[
\begin{align*}
    u^{(1)} &= u^n + \Delta t L(u^n), \\
    u^{(2)} &= \frac{3}{4} u^n + \frac{1}{4} u^{(1)} + \frac{1}{4} \Delta t L(u^{(1)}), \\
    u^{n+1} &= \frac{1}{3} u^n + \frac{2}{3} u^{(2)} + \frac{2}{3} \Delta t L(u^{(2)}).
\end{align*}
\]

Other SSP time discretization method can also be used here.

2.2 New HWENO limiting procedure: scalar case

In this subsection, the details of the HWENO limiting procedure are presented for the scalar case. The idea of this new and simple HWENO limiter is that the reconstructed polynomial on the troubled cell is a convex combination of the DG solution polynomial on the target cell and the “modified” DG solution polynomials on its neighboring cells. The modification procedure is in a least squares fashion [11]. The construction of the nonlinear weights in the convex combination coefficients follows the classical WENO procedure.

Now assume \( \Delta_0 \) is identified as a troubled cell by our trouble cell indicator. The procedure to reconstruct a new polynomial on the troubled cell \( \Delta_0 \) by using the HWENO reconstruction procedure is summarized as follows:

Step 1.1. Denote the reconstruction stencil as \( S = \{ \Delta_0, \Delta_1, \Delta_2, \Delta_3 \} \) shown in Fig. 1, and denote the DG solutions on these four cells as \( p_\ell(x, y), \ell = 0,1,2,3 \), respectively. We need to modify the DG solutions on the neighboring cells first and denote the modified
version of $p_\ell(x, y)$, $\ell = 1, 2, 3$ as $\tilde{p}_\ell(x, y)$, $\ell = 1, 2, 3$. The modification procedure is defined as follows: $\tilde{p}_1(x, y)$ is the solution to the constrained minimization problem:

$$
\min_{\forall \phi(x, y) \in P_k(\Delta_1)} \left\{ \left( \int_{\Delta_1} (\phi(x, y) - p_1(x, y))^2 dxdy \right) + \sum_{\ell \in L_1} \left( \int_{\Delta_\ell} (\phi(x, y) - p_\ell(x, y)) dxdy \right)^2 \right\},
$$

subject to $\tilde{\phi} = \bar{\tilde{p}}_0$, where

$$
\bar{\tilde{\phi}} = \frac{1}{|\Delta_0|} \int_{\Delta_0} \phi(x, y) dxdy, \quad \bar{\tilde{p}}_0 = \frac{1}{|\Delta_0|} \int_{\Delta_0} p_0(x, y) dxdy
$$

and

$$
L_1 = \{2, 3\} \cap \{ \ell : |\bar{p}_\ell - \bar{p}_0| < \max(|\bar{p}_2 - \bar{p}_0|, |\bar{p}_3 - \bar{p}_0|) \}.
$$

Here and below $\bar{\star}$ denotes the cell average of the function $\star$ on the target cell while $\bar{\bar{\star}}$ denotes the cell average of the function $\star$ on its own associated cell.

The modified polynomial $\tilde{p}_1(x, y)$ has the same cell average as the polynomial on the troubled cell, $\bar{p}_0$, and it optimizes the distance to $p_1(x, y)$ and to the cell averages of those “useful" polynomial(s) on the other neighboring cells. The “useful" polynomial is chosen by comparing the distance between the cell averages of the polynomials on the other neighboring cells and the cell average of $p_0$ on the target cell. If one is not the farthest, then this polynomial is considered “useful”.

Similarly, $\tilde{p}_2(x, y)$ is the solution to the constrained minimization problem:

$$
\min_{\forall \phi(x, y) \in P_k(\Delta_2)} \left\{ \left( \int_{\Delta_2} (\phi(x, y) - p_2(x, y))^2 dxdy \right) + \sum_{\ell \in L_2} \left( \int_{\Delta_\ell} (\phi(x, y) - p_\ell(x, y)) dxdy \right)^2 \right\},
$$

subject to $\tilde{\phi} = \bar{\tilde{p}}_0$, where

$$
L_2 = \{1, 3\} \cap \{ \ell : |\bar{p}_\ell - \bar{p}_0| < \max(|\bar{p}_1 - \bar{p}_0|, |\bar{p}_3 - \bar{p}_0|) \}.
$$
\( \hat{p}_3(x,y) \) is the solution to the constrained minimization problem:

\[
\min_{\forall \phi(x,y) \in P^3(\triangle_3)} \left\{ \left( \int_{\triangle_3} (\phi(x,y) - \hat{p}_3(x,y))^2 \, dx \, dy \right) + \sum_{\ell \in \mathbb{L}_3} \left( \int_{\triangle_{\ell}} (\phi(x,y) - \hat{p}_{\ell}(x,y)) \, dx \, dy \right)^2 \right\},
\]

subject to \( \bar{\phi} = \hat{p}_0 \), where

\[
\mathbb{L}_3 = \{1,2\} \cap \{ \ell : |\hat{p}_{\ell} - \hat{p}_0| < \max(|\hat{p}_1 - \hat{p}_0|, |\hat{p}_2 - \hat{p}_0|) \}.
\]

We also define \( \hat{p}_0(x,y) = p_0(x,y) \) to keep notation consistency.

Step 1.2. Choose the linear weights denoted by \( \gamma_0, \ldots, \gamma_3 \). Notice that, since \( \hat{p}_i(x,y) \), for \( i = 0,1,2,3 \), are all \((k+1)\)-th order approximations to the exact solution in smooth regions, there is no requirement on the values of these linear weights for accuracy besides \( \gamma_0 + \gamma_1 + \gamma_2 + \gamma_3 = 1 \). The choice of these linear weights is then solely based on the consideration of a balance between accuracy and ability to achieve essentially nonoscillatory shock transition. In all of our numerical tests, following the practice in [12,35], we take \( \gamma_0 = 0.997 \) and \( \gamma_1 = \gamma_2 = \gamma_3 = 0.001 \).

Step 1.3. Compute the smoothness indicators, denoted by \( \beta_i, i = 0, \ldots, 3 \), which measure how smooth the functions \( \tilde{p}_i(x,y) \), for \( i = 0, \ldots, 3 \), are on the target cell \( \triangle_0 \). The smaller these smoothness indicators, the smoother the functions are on the target cell. We use the similar recipe for the smoothness indicators as in [1,17,31]:

\[
\beta_i = \sum_{|\ell| = 1}^{k} |\triangle_0||\ell|^{-1} \int_{\triangle_0} \left( \frac{1}{|\ell|!} \frac{\partial^{|\ell|}}{\partial x^{\ell}_1 \partial y^{\ell}_2} \tilde{p}_i(x,y) \right)^2 \, dx \, dy, \tag{2.3}
\]

where \( \ell = (\ell_1, \ell_2) \) and \( |\ell| = \ell_1 + \ell_2 \).

Step 1.4. Compute the nonlinear weights based on the smoothness indicators:

\[
\omega_i = \frac{\tilde{\omega}_i}{\sum_{\ell=0}^{3} \omega_{\ell}}, \quad \tilde{\omega}_\ell = \frac{\gamma_\ell}{(\epsilon + \beta_\ell)^2}. \tag{2.4}
\]

Here \( \epsilon \) is a small positive number to avoid the denominator becoming zero. We take \( \epsilon = 10^{-6} \) in our computation.

Step 1.5. The final nonlinear HWENO reconstruction polynomial \( p_0^{new}(x,y) \) is defined by a convex combination of the four (modified) polynomials in the stencil:

\[
p_0^{new}(x,y) = \omega_0 \hat{p}_0(x,y) + \omega_1 \hat{p}_1(x,y) + \omega_2 \hat{p}_2(x,y) + \omega_3 \hat{p}_3(x,y). \tag{2.5}
\]

It is easy to verify that \( p_0^{new}(x,y) \) has the same cell average and order of accuracy as the original one \( p_0(x,y) \) on the condition that \( \sum_{i=0}^{3} \omega_i = 1 \).
2.3 HWENO limiting procedure: system case

In this subsection, the details of the HWENO limiting procedure are presented for the systems case.

Consider Eq. (1.1) where \( u, f(u) \) and \( g(u) \) are vectors with \( m \) components. In order to achieve better nonoscillatory property, the HWENO reconstruction limiter is used with a local characteristic decomposition, see \[31\] for a discussion on the rationale in adopting such a decomposition. In this paper, we only consider the following Euler systems and set \( m = 4 \)

\[
\begin{align*}
\frac{\partial}{\partial t} \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho \gamma \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} \rho u^2 + p \\ \rho u v \\ \rho v^2 + p \\ \mu (u'E + p) \end{pmatrix} + \frac{\partial}{\partial y} \begin{pmatrix} \rho u v \\ \rho v^2 + p \\ \gamma \rho \end{pmatrix} = 0, 
\end{align*}
\]

with \( u(x,y,0) = u_0(x,y) \), where \( \rho \) is the density, \( \mu \) is the \( x \)-direction velocity, \( v \) is the \( y \)-direction velocity, \( E \) is the total energy, \( p = \frac{E}{\gamma - 1} - \frac{1}{2} \rho (\mu^2 + v^2) \) is the pressure and \( \gamma = 1.4 \) in our test cases. We denote the Jacobian matrices as \( (f'(u),g'(u)) \cdot n_i \) and \( n_i = (n_{ix}, n_{iy})^T \), \( i = 1, 2, 3 \), are the outward unit normals to different edges of the target cell. We then give the left and right eigenvectors of such Jacobian matrices as:

\[
L_i = \begin{pmatrix}
\frac{B_2 + (\mu n_{ix} + v n_{iy})}{c} & B_1 \mu + n_{ix} / c & B_1 v + n_{iy} / c & B_1 \\
1 - B_2 & 2 & 2 & 2 \\
\mu n_{iy} - n_{ix} v & -n_{iy} & n_{ix} & 0 \\
n_i & B_1 \mu & B_1 v & -B_1
\end{pmatrix}
\]

and

\[
R_i = \begin{pmatrix}
0 & 1 & 1 & 1 \\
\mu - cn_{ix} & 0 & \mu & \mu + cn_{ix} \\
\mu - cn_{iy} & 0 & \mu & \mu + cn_{iy} \\
H - c(\mu n_{ix} + v n_{iy}) & n_{ix} & H + c(\mu n_{ix} + v n_{iy}) & n_{iy}
\end{pmatrix}, \ i = 1, 2, 3
\]

where \( c = \sqrt{\gamma p / \rho} \), \( B_1 = (\gamma - 1)/c^2 \), \( B_2 = B_1(\mu^2 + v^2)/2 \) and \( H = (E + p)/\rho \).

Assuming \( \triangle_0 \) is the troubled cell detected by the KXRCF technique \[20\], we denote the four polynomial vectors on the troubled cell and its three neighboring cells as \( p_0, p_1, p_2, p_3 \). Note that each of them has four components. We then perform the HWENO limiting procedure as follows:

Step 2.1. In each \( n_i \)-direction among three normal directions of \( \partial \triangle_0 \), we reconstruct new polynomial vectors \( (p_0)_i^{new} \), \( i = 1, 2, 3 \), by using the characteristic-wise HWENO limiting procedure with the associated Jacobian \( f'(u)n_{ix} + g'(u)n_{iy} \), \( i = 1, 2, 3 \):
– Step 2.1.1. Project the polynomial vectors $p_0, p_1, p_2$ and $p_3$ into the characteristic fields $\tilde{p}_i = L_i \cdot p_l, i = 1, 2, 3, l = 0, 1, 2, 3$. $\tilde{p}_i$ a 4-component vector with each component being a polynomial of degree up to $k$.

– Step 2.1.2. For each component of $\tilde{p}_i$, perform Step 1.1 to Step 1.5 of the HWENO limiting procedure that has been specified for the scalar case, to obtain a new 4-component vector on the troubled cell $\Delta_0$ as $\tilde{p}_{i,0}^{\text{new}}$.

– Step 2.1.3. Project $\tilde{p}_{i,0}^{\text{new}}$ into the physical space $p_{0,i}^{\text{new}} = R_i \cdot \tilde{p}_{i,0}^{\text{new}}, i = 1, 2, 3$.

Step 2.2. The final new 4-component vector on the troubled cell $\Delta_0$ is defined as

$$p_{0}^{\text{new}} = \sum_{i=1}^{3} p_{0,i}^{\text{new}} |\Delta_i| \sum_{i=1}^{3} |\Delta_i|.$$

3 Numerical results

In this section, we provide numerical results to demonstrate the performance of the HWENO limiters for the RKDG methods on unstructured meshes described in Section 2. For all of our accuracy tests, the refinement is performed by a structured refinement (each triangle is divided into four similar smaller triangles for every level of the refinement). We perform the HWENO limiting procedure on every cell of the computational domain for the accuracy tests, in order to fully testify the influence of the limiter upon accuracy. The CFL number is set to be 0.3 for the second order ($k = 1$), 0.18 for the third order ($k = 2$) and 0.1 for the fourth order ($k = 3$) RKDG methods with and without the HWENO limiters.

Example 3.1. We solve the following scalar Burgers equation in two dimensions:

$$u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0, \quad (x,y) \in [-2,2] \times [-2,2],$$

with the initial condition $u(x,y,0) = 0.5 + \sin(\pi(x+y)/2)$ and periodic boundary conditions in both directions. The final computing time is $t = 0.5/\pi$, when the solution is still smooth. For this test case, the sample mesh is shown in Fig. 1. In order to fully test the effect of the HWENO limiter on accuracy, we perform the HWENO limiting procedure on every cell of the computational domain. The $L^1, L^2, L^\infty$ errors and numerical orders of accuracy for the RKDG methods with the HWENO limiters comparing with the original RKDG methods without limiters are shown in Table 1. It is observed that the new HWENO limiters maintain the designed order of accuracy.

Example 3.2. We solve the Euler equations (2.6). The computational field is $[0,2] \times [0,2]$. The initial conditions are: $\rho(x,y,0) = 1 + 0.2\sin(\pi(x+y)), \mu(x,y,0) = 0.7, \nu(x,y,0) = 0.3, p(x,y,0) = 1$. Periodic boundary conditions are applied in both directions. The exact
Table 1: \( u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0 \). \( u(x,y,0) = 0.5 + \sin(\pi(x+y)/2) \). Periodic boundary conditions in both directions. \( T = 0.5/\pi \). \( L^1 \), \( L^\infty \) and \( L^2 \) errors.

<table>
<thead>
<tr>
<th>cell</th>
<th>RKDG with HWENO limiter</th>
<th>RKDG without limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L^1 ) error</td>
<td>order</td>
</tr>
<tr>
<td>232</td>
<td>3.25E-2</td>
<td>2.57E-1</td>
</tr>
<tr>
<td>928</td>
<td>9.40E-3</td>
<td>1.79</td>
</tr>
<tr>
<td>3712</td>
<td>2.11E-3</td>
<td>2.15</td>
</tr>
<tr>
<td>14848</td>
<td>3.72E-4</td>
<td>2.50</td>
</tr>
<tr>
<td>59392</td>
<td>5.85E-5</td>
<td>2.66</td>
</tr>
<tr>
<td>232</td>
<td>2.12E-3</td>
<td>6.59E-2</td>
</tr>
<tr>
<td>928</td>
<td>3.12E-4</td>
<td>2.77</td>
</tr>
<tr>
<td>3712</td>
<td>4.30E-5</td>
<td>2.86</td>
</tr>
<tr>
<td>14848</td>
<td>5.65E-6</td>
<td>2.93</td>
</tr>
<tr>
<td>59392</td>
<td>7.39E-7</td>
<td>2.93</td>
</tr>
<tr>
<td>232</td>
<td>3.24E-4</td>
<td>1.81E-2</td>
</tr>
<tr>
<td>928</td>
<td>2.42E-5</td>
<td>3.74</td>
</tr>
<tr>
<td>3712</td>
<td>1.54E-6</td>
<td>3.97</td>
</tr>
<tr>
<td>14848</td>
<td>1.03E-7</td>
<td>3.89</td>
</tr>
<tr>
<td>59392</td>
<td>7.26E-9</td>
<td>3.84</td>
</tr>
</tbody>
</table>

The solution is \( \rho(x,y,t) = 1 + 0.2\sin(\pi(x+y-t)) \). The final computing time is \( t = 2 \). For this test case the sample mesh is shown in Fig. 2. Similar to the previous example, we define all cells in the computational field as troubled cells and perform the HWENO limiting procedure on every cell. The \( L^1, L^2, L^\infty \) errors and numerical orders of accuracy of the density for the RKDG methods with the HWENO limiters comparing with the original RKDG methods without limiters are shown in Table 2. Similar to the previous example, the new HWENO limiting procedure can maintain the desired order of accuracy even though the cells in smooth regions are all “intentionally” identified as troubled cells.
Figure 2: 2D-Euler equations. Sample mesh.

Table 2: 2D-Euler equations: initial data
\[ \rho(x,y,0) = 1 + 0.2\sin(\pi(x+y)), \quad u(x,y,0) = 0.7, \quad v(x,y,0) = 0.3, \quad \text{}(x,y,0) = 1. \]
Periodic boundary conditions in both directions.

<table>
<thead>
<tr>
<th></th>
<th>RKDG with HWENO limiter</th>
<th>RKDG without limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(L^1) error</td>
<td>order</td>
</tr>
<tr>
<td>p(^1)</td>
<td>232</td>
<td>5.21E-2</td>
</tr>
<tr>
<td></td>
<td>928</td>
<td>1.74E-2</td>
</tr>
<tr>
<td></td>
<td>3712</td>
<td>4.11E-3</td>
</tr>
<tr>
<td></td>
<td>14848</td>
<td>6.93E-4</td>
</tr>
<tr>
<td></td>
<td>59392</td>
<td>1.37E-4</td>
</tr>
<tr>
<td>p(^2)</td>
<td>232</td>
<td>3.74E-4</td>
</tr>
<tr>
<td></td>
<td>928</td>
<td>7.80E-5</td>
</tr>
<tr>
<td></td>
<td>3712</td>
<td>1.24E-5</td>
</tr>
<tr>
<td></td>
<td>14848</td>
<td>1.69E-6</td>
</tr>
<tr>
<td></td>
<td>59392</td>
<td>2.19E-7</td>
</tr>
<tr>
<td>p(^3)</td>
<td>232</td>
<td>2.41E-5</td>
</tr>
<tr>
<td></td>
<td>928</td>
<td>1.53E-6</td>
</tr>
<tr>
<td></td>
<td>3712</td>
<td>9.57E-8</td>
</tr>
<tr>
<td></td>
<td>14848</td>
<td>6.12E-9</td>
</tr>
<tr>
<td></td>
<td>59392</td>
<td>4.05E-10</td>
</tr>
</tbody>
</table>

Example 3.3. We solve the nonlinear Burgers equation (3.1) with the same computational field \([-2,2] \times [-2,2]\) and the same initial condition \(u(x,y,0) = 0.5 + \sin(\pi(x+y)/2)\), except that we plot the results at \(t = 1.5/\pi\) when a shock has already appeared in the solution. The solutions with the constant \(C_k = 0.001\) in the troubled cell indicator, and when all cells are defined as troubled cells in the computational field, are shown in Fig. 3 for comparisons. We can see the schemes could give non-oscillatory shock transitions for this problem in either case.

Example 3.4. We solve the subsonic flow past a circular cylinder [24] with Mach number \(M_\infty = 0.38\). This test is chosen to verify the ability of the HWENO limiter in maintaining
Figure 3: Burgers equation. $T = 1.5/\pi$. The surface of the solution. RKDG with HWENO limiter. Top: $C_f = 0.001$; bottom: all cells are defined as troubled cells. Left: second order ($k=1$); middle: third order ($k=2$); right: fourth order ($k=3$).

The order of accuracy of the DG methods for problems with curved boundaries. Four successively refined triangular meshes are used in the computation, which consist of $16 \times 11$ (320 cells), $32 \times 21$ (1280 cells), $64 \times 41$ (5120 cells), and $128 \times 81$ (20480 cells) points, respectively. The first number refers to the number of points in the circular direction, and the second designates the number of concentric circles in the mesh. The sample mesh and its zoomed-in mesh are shown in Fig. 4. The radius of the cylinder is 0.5 and the

Figure 4: Subsonic cylinder test case. Sample mesh and zoomed-in mesh.
The computational domain is set as \( \{(x,y): 0.5 \leq \sqrt{x^2 + y^2} \leq 20\} \). Mach number contours are shown in Fig. 5 and Fig. 6. Following [24], we measure the entropy production given by

\[
\frac{S_0 - S_\infty}{S_\infty} = \frac{\rho_0}{\rho_{\infty}} \frac{p_0}{p_{\infty}} - 1, \tag{3.2}
\]

as the error measurement, where \( S_0 \) is the local entropy and \( S_\infty \) is the far field entropy. The \( L^2 \) errors and numerical orders of accuracy for the entropy for the RKDG methods with the HWENO limiters on every cell are shown in Table 3. We can see that the new

Table 3: Subsonic cylinder test case. \( L^2 \) entropy errors and orders of convergence. RKDG with HWENO limiter on every cell.
Figure 6: Subsonic cylinder test case. RKDG with HWENO limiter on every cell. Zoomed-in pictures around the cylinder. 30 equally spaced Mach number contours from 0.04 to 0.94. Left: second order \( (k=1) \); middle: third order \( (k=2) \); right: fourth order \( (k=3) \). From top to bottom: the numbers of points on the inner and outer boundaries are the same as 64 and 128.

HWENO limiter can maintain the designed high order accuracy of the RKDG method even in the extreme situation that HWENO limiter is applied on every cell.

**Example 3.5.** Double Mach reflection problem. This model problem is originally from [34]. We solve the Euler equations (2.6) in a computational domain of \([0,4] \times [0,1]\). The reflection boundary condition is used at the wall, while for the rest of the bottom boundary (the part from \(x = 0\) to \(x = \frac{1}{2}\)), the exact post-shock condition is imposed. At the top boundary is the exact motion of the Mach 10 shock. The results shown are at \(t = 0.2\). Three different orders of accuracy for the RKDG methods with the HWENO limiters, \(k=1\), \(k=2\) and \(k=3\) (second order, third order and fourth order), are used in this numerical experiment. A sample mesh is shown in Fig. 7. In Table 4 we give the percentage of
Table 4: Double Mach reflection problem. The maximum and average percentages of troubled cells subject to the HWENO limiting.

<table>
<thead>
<tr>
<th></th>
<th>Percentage of the troubled cells</th>
<th></th>
<th>Percentage of the troubled cells</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cell length $h$</td>
<td>1/200</td>
<td>maximum percent</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td>average percent</td>
<td>1.53</td>
<td>average percent</td>
<td>5.12</td>
</tr>
</tbody>
</table>

The simulation results are shown in Fig. 8. The “zoomed-in" pictures around the double Mach stem to show more details are given in Fig. 9. The troubled cells identified at the last time step are shown in Fig. 10. Clearly, the resolution improves with an increasing $k$ on the same mesh although the percentage of troubled cells is simultaneously increasing.

![Figure 8: Double Mach reflection problem. RKDG with HWENO limiter. Top: second order ($k=1$); middle: third order ($k=2$); bottom: fourth order ($k=3$). 30 equally spaced density contours from 1.5 to 21.5. The mesh points on the boundary are uniformly distributed with cell length $h=1/200$.](image-url)
Figure 9: Double Mach reflection problem. RKDG with HWENO limiter. Left: second order \((k = 1)\); right: third order \((k = 2)\); bottom: fourth order \((k = 3)\). Zoomed-in pictures around the Mach stem. 30 equally spaced density contours from 1.5 to 21.5. The mesh points on the boundary are uniformly distributed with cell length \(h = 1/200\).

Example 3.6. A Mach 3 wind tunnel with a step. This model problem is also originally from [34]. The setup of the problem is as follows. The wind tunnel is 1 length unit wide and 3 length units long. The step is 0.2 length units high and is located 0.6 length units from the left-hand end of the tunnel. The problem is initialized by a right-going Mach 3 flow. Reflective boundary conditions are applied along the wall of the tunnel and inflow/outflow boundary conditions are applied at the entrance/exit. The results are shown at \(t = 4\). We present a sample triangulation of the whole region \([0,3] \times [0,1]\) in Fig. 11. In Table 5 we give the percentage of cells declared to be troubled cells for different RKDG methods with the HWENO limiters. In Fig. 12, we show 30 equally spaced density

<table>
<thead>
<tr>
<th>(p^1) cell length (h)</th>
<th>1/100</th>
<th>(p^2) cell length (h)</th>
<th>1/100</th>
<th>(p^3) cell length (h)</th>
<th>1/100</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximum percent</td>
<td>5.94</td>
<td>maximum percent</td>
<td>9.25</td>
<td>maximum percent</td>
<td>14.5</td>
</tr>
<tr>
<td>average percent</td>
<td>4.02</td>
<td>average percent</td>
<td>6.21</td>
<td>average percent</td>
<td>9.59</td>
</tr>
</tbody>
</table>
Figure 10: Double Mach reflection problem. RKDG with HWENO limiter. Top: second order ($k=1$); middle: third order ($k=2$); bottom: fourth order ($k=3$). Troubled cells. Circles denote triangles which are identified as troubled cells subject to the HWENO limiting at the last time step. The mesh points on the boundary are uniformly distributed with cell length $h=1/200$.

Figure 11: Forward step problem. Sample mesh.
Figure 12: Forward step problem. RKDG with HWENO limiter. Top: second order ($k=1$); middle: third order ($k=2$); bottom: fourth order ($k=3$). 30 equally spaced density contours from 0.32 to 6.15. The mesh points on the boundary are uniformly distributed with cell length $h=1/100$.

Contours from 0.32 to 6.15 computed by the second order, third order and fourth order RKDG methods with the HWENO limiters, respectively. The troubled cells identified at the last time step are shown in Fig. 13. We can clearly observe that the fourth order scheme gives better resolution than the former two schemes, especially for the resolution of the physical instability and roll-up of the contact line.

**Example 3.7.** We consider inviscid Euler transonic flow past a single NACA0012 airfoil configuration with Mach number $M_{\infty}=0.8$, angle of attack $\alpha=1.25^{\circ}$ and with $M_{\infty}=0.85$, angle of attack $\alpha=1^{\circ}$. The computational domain is $[-15,15] \times [-15,15]$. The mesh used in the computation is shown in Fig. 14, consisting of 9340 elements with the maximum diameter of the circumcircle being 1.4188 and the minimum diameter being 0.0031 near the airfoil. The mesh uses curved cells near the airfoil. The second order, third order and fourth order RKDG methods with the HWENO limiters are used in the numerical
Figure 13: Forward step problem. RKDG with HWENO limiter. Top: second order ($k=1$); middle: third order ($k=2$); bottom: fourth order ($k=3$). Troubled cells. Circles denote triangles which are identified as troubled cell subject to the HWENO limiting at the last time step. The mesh points on the boundary are uniformly distributed with cell length $h=1/100$.

Figure 14: NACA0012 airfoil mesh. Zoomed-in mesh.
Table 6: NACA0012 airfoil problem. The maximum and average percentages of troubled cells subject to the HWENO limiting.

<table>
<thead>
<tr>
<th></th>
<th>( M_{\infty} = 0.8 ), angle of attack ( \alpha = 1.25^\circ )</th>
<th>( M_{\infty} = 0.85 ), angle of attack ( \alpha = 1^\circ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^1 )</td>
<td>maximum percentage 15.2</td>
<td>maximum percentage 15.9</td>
</tr>
<tr>
<td></td>
<td>average percentage 8.79</td>
<td>average percentage 9.22</td>
</tr>
<tr>
<td>( P^2 )</td>
<td>maximum percentage 21.2</td>
<td>maximum percentage 22.5</td>
</tr>
<tr>
<td></td>
<td>average percentage 12.2</td>
<td>average percentage 14.1</td>
</tr>
<tr>
<td>( P^3 )</td>
<td>maximum percentage 28.6</td>
<td>maximum percentage 29.3</td>
</tr>
<tr>
<td></td>
<td>average percentage 15.1</td>
<td>average percentage 17.3</td>
</tr>
</tbody>
</table>

experiment. In Table 6, we document the percentage of cells declared to be troubled cells for different orders of RKDG methods with the HWENO limiters. Mach number distributions are shown in Fig. 15. Fig. 16 shows the entropy (3.2) distributions plotted with a two-point line, a three-point line and a four-point line on each cell-face for solutions obtained by second-order, third-order and fourth order RKDG methods with HWENO limiters, respectively. Fig. 17 shows the pressure (\( C_p \)) distributions plotted with a two-point line, a three-point line and a four-point line on each cell-face for solutions obtained by second-order, third-order and fourth-order RKDG methods with HWENO limiters, respectively. We can see that the third order and fourth order schemes have better resolutions than the second order scheme. The troubled cells identified at the last time step are shown in Fig. 18 and very few cells are identified as troubled cells.

Example 3.8. The two dimensional Sedov problem [18, 30]. The initial conditions are: \( \rho = 1, \mu = 0, \nu = 0, E = 10^{-12} \) everywhere except that the energy in the lower left corner cell is the constant \( \frac{0.244816}{\Delta x \Delta y} \) and \( \gamma = 1.4 \). Symmetry boundary conditions are applied at the left and bottom boundaries, thus making it possible to compute only the upper-right quarter of the whole problem. The final computing time is \( t = 1 \). We present a sample triangulation of the whole region \([0,1.1] \times [0,1.1]\) in Fig. 19. In Table 7, we document the percentage of cells declared to be troubled cells for different orders of RKDG methods with the HWENO limiters. The results of the second, third and fourth order RKDG methods with the HWENO limiters are shown in Fig. 20. This is a rather extreme test case, many limiters may fail to control the appearance of negative pressure, causing instability, including the one in [37]. We can see from Fig. 20 that our new limiter works well for this test case.

Table 7: 2D Sedov problem. The maximum and average percentages of troubled cells subject to the HWENO limiting.

<table>
<thead>
<tr>
<th>Percentage of the troubled cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P^1 )</td>
</tr>
<tr>
<td>cell length ( h )</td>
</tr>
<tr>
<td>maximum percent</td>
</tr>
<tr>
<td>average percent</td>
</tr>
</tbody>
</table>
Figure 15: NACA0012 airfoil. RKDG with HWENO limiter. Top: second order \((k = 1)\); middle: third order \((k = 2)\); bottom: fourth order \((k = 3)\). Mach number. Left: \(M_\infty = 0.8\), angle of attack \(\alpha = 1.25^\circ\), 30 equally spaced Mach number contours from \(0.172\) to \(1.325\); right: \(M_\infty = 0.85\), angle of attack \(\alpha = 1^\circ\), 30 equally spaced Mach number contours from \(0.158\) to \(1.357\).
Figure 16: NACA0012 airfoil. RKDG with HWENO limiter. Top: second order ($k=1$), a two-point line on each cell-face; middle: third order ($k=2$), a three-point line on each cell-face; bottom: fourth order ($k=3$), a four-point line on each cell-face. Entropy. Left: $M_\infty = 0.8$, angle of attack $\alpha = 1.25^\circ$; right: $M_\infty = 0.85$, angle of attack $\alpha = 1^\circ$. 
Figure 17: NACA0012 airfoil. RKDG with HWENO limiter. Top: second order \((k = 1)\), a two-point line on each cell-face; middle: third order \((k = 2)\), a three-point line on each cell-face; bottom: fourth order \((k = 3)\), a four-point line on each cell-face. Pressure distribution. Left: \(M_\infty = 0.8\), angle of attack \(\alpha = 1.25^\circ\); right: \(M_\infty = 0.85\), angle of attack \(\alpha = 1^\circ\).
Figure 18: NACA0012 airfoil. RKDG with HWENO limiter. Top: second order ($k = 1$); middle: third order ($k = 2$); bottom: fourth order ($k = 3$). Troubled cells. Circles denote triangles which are identified as troubled cells subject to the HWENO limiting at the last time step. Left: $M_\infty = 0.8$, angle of attack $\alpha = 1.25^\circ$; right: $M_\infty = 0.85$, angle of attack $\alpha = 1^\circ$. 
Figure 19: 2D Sedov problem. Sample mesh.

Figure 20: 2D Sedov problem. RKDG with HWENO limiter. Top: second order ($k = 1$); middle: third order ($k = 2$); bottom: fourth order ($k = 3$). From left to right: 30 equally spaced density contours from 0.95 to 5; density is projected to the radical coordinates; circles denote triangles which are identified as troubled cells subject to the HWENO limiting at the last time step. Solid line: the exact solution; squares: the numerical results. The mesh points on the boundary are uniformly distributed with cell length $h = 1.1/80$. 

4 Concluding remarks

We have generalized the Runge-Kutta discontinuous Galerkin (RKDG) methods with a new type of simple Hermite weighted essentially non-oscillatory (HWENO) limiters for solving hyperbolic conservation laws on two dimensional unstructured meshes. The procedure of the new HWENO limiters for the RKDG methods is specified as follows: the KXRCF technique [20] is used to detect the troubled cells which need further HWENO reconstruction, then the new polynomials are reconstructed using the available DG solution polynomials on the troubled cell and its three adjacent neighbors with suitable modification for sustaining the conservative property. The modification procedure is performed in a least squares fashion [11]. Several numerical benchmark tests of scalar equation and compressible inviscid Euler equations are given to demonstrate the good performance in comparison with those specified in earlier literature which use wider stencils and more sophisticated WENO or HWENO limiters. In future work, we would like to extend such simple HWENO limiting procedure to three dimensional tetrahedral meshes.
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