An Efficient Adaptive Rescaling Scheme for Computing Moving Interface Problems
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Abstract. In this paper, we present an efficient rescaling scheme for computing the long-time dynamics of expanding interfaces. The idea is to design an adaptive time-space mapping such that in the new time scale, the interfaces evolves logarithmically fast at early growth stage and exponentially fast at later times. The new spatial scale guarantees the conservation of the area/volume enclosed by the interface. Compared with the original rescaling method in [J. Comput. Phys. 225(1) (2007) 554–567], this adaptive scheme dramatically improves the slow evolution at early times when the size of the interface is small. Our results show that the original three-week computation in [J. Comput. Phys. 225(1) (2007) 554–567] can be reproduced in about one day using the adaptive scheme. We then present the largest and most complicated Hele-Shaw simulation up to date.
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1 Introduction

Many interface problems involve curvature dependent boundary conditions. Examples include the Gibbs-Thomson condition in materials and the Laplace-Young condition in fluids. The interface dynamics is closely related to its local curvature. In these examples, the interface velocity is nonlinearly and nonlocally dependent on the local curvature. For an expanding interface, the curvature may become small and the motion of the interface
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slows down at later times. From a computational point of view, exploring the long-time dynamics of such interfaces is challenging to resolve accurately and efficiently.

Two decades ago, Hou et al. [15] investigated an air-oil interface problem in a Hele-Shaw cell, in which air is pumped into the center of a Hele-Shaw cell to produce a growing, nearly two-dimensional bubble surrounded by oil. They introduced the small scale decomposition (SSD) technique, which removes the numerical stiffness (due to surface tension and higher order curvature terms) and makes the computation using large time steps possible. In 1993, they were able to compute the dynamics of a complicated bubble until $R \approx 10$. In 2006, Fast et al. recomputed the original problem in [15] and pushed the size of the interface to $R \approx 32$ [8], which took 50 days to compute. The SSD idea has since been adapted to facilitate the numerical simulation of many types of interface problems, see [1, 5, 14, 17, 20, 23] for a sample.

In this paper, we use the original air-oil problem in a Hele-Shaw cell [8, 15] to benchmark the cost and efficiency of our adaptive rescaling scheme. In particular, the air bubble grows as a result of a constant influx of air [8, 15], and the equivalent bubble radius evolves as $dR/dt \sim R^{-1}$, where $R$ is the radius of a circle with the same area as the bubble. Consequently the velocity of the interface, $dR/dt$, decreases as $R$ increases (the bubble grows). This, together with the numerical stiffness introduced by surface tension forces makes the simulation of the air-oil problem over long-time very expensive. In 2007, Li et al. [21] developed a rescaling scheme that substantially reduces the computation time. Their method is based on a time-space mapping scheme such that in the new frame the interface grows exponentially fast in time and the bubble maintains a constant area in space, while preserving the original physics. This scheme enables one to push the size of the interface to $R \approx 67$ in three weeks. In particular, it takes only six days to reproduce the results in [8], which originally took 50 days. This rescaling strategy has subsequently been used in numerous applications, e.g., see [2, 9, 30, 31]. This rescaling scheme works best for large-size interfaces and at late times since the evolution in the original frame at these times is very slow. At early times when the bubble is small, however, we find that the rescaling scheme actually makes the evolution quite slow, and a significant portion of CPU time is used to compute the slow development of viscous fingers.

In this paper, we propose an adaptive time frame to speed up the motion of the interface at early growth stages while preserving the exponentially fast growth at later times as in [21]. The idea is to design a scaling function $\rho_l$ such that in the new time frame, the interface evolves logarithmically fast when $R$ is small, and transitions to exponential growth at later times. Specifically, we define a new time scaling function $\rho_s$ that combines the logarithmic growth scaling function $\rho_l$ and an exponential growth scaling function $\rho_e$. In addition, during growth the new spatial scale guarantees the conservation of the area/volume enclosed by the interface. Comparing with the original method in [21] which only uses the exponential scaling, this adaptive scheme dramatically accelerates the interface evolution at early times.

The new scaling function $\rho_s$ helps reduce the CPU time significantly. On a Linux system with Xeon 2.53 GHz CPU, using the same resolution $N = 65,536$ points on the
interface and the time step $\Delta \bar{t} = 1 \times 10^{-4}$ in the rescaled frame as [21], we can reproduce the long-time simulation of the bubble just in one day, which took three weeks in [21]. At early times, after mapping the same time step ($\Delta \bar{t} = 1 \times 10^{-4}$) from the rescaled frame back to the original frame, we find that the equivalent time step from $\rho_i$ frame is actually 20 times larger than that from the $\rho_e$ frame. Using $N = 131,072$ points along the interface and time step $\Delta \bar{t} = 2.5 \times 10^{-5}$, we produce the largest and most complicated Hele-Shaw simulation in 5.8 days and reach $R = 122.09$. The rescaling scheme proposed here states a general idea and is not limited to boundary integral methods, but can also be applied to Cartesian-grid based methods to improve efficiency [30].

This paper is organized as follows. In Section 2, we review the governing equations for a bubble in a Hele-Shaw cell. In Section 3, we present the rescaling idea. In Section 4, we discuss the numerical results. We give conclusions in Section 5.

2 Review of the Hele-Shaw problem

Though simple in terms of formulation (as shown below), the Hele-Shaw problem exhibits the interesting and challenging features of a general moving boundary problem – sensitive nonlinearity, non-locality and a strong dependence on the geometric properties of the interface. The Hele-Shaw problem has been used as a model system for studying interface dynamics and pattern formation [3, 4, 6, 7, 12, 13, 15, 18, 19, 22, 24, 25, 27–29]. Consider a radial Hele-Shaw cell and let $\Gamma(t)$ be the moving interface separating a less viscous fluid domain $E_1$ from a viscous fluid domain $E_2$. See Fig. 1 for a schematic diagram for an air-oil interface system.

**Differential Form.** For an air-oil interface system, the pressure of the interior bubble is constant in space, so we only need to solve the exterior problem. We assume the exterior fluid obeys Darcy’s Law,

$$u = -M \nabla P \quad \text{for} \quad x \in E_2,$$

(2.1)

where $u$ is the velocity of the exterior fluid, $P$ is the corresponding pressure, and $M = \frac{k^2}{12\mu}$ is the mobility. The parameters $h$ is the width of the gap between the two parallel plates of the Hele-Shaw cell and $\mu$ is the viscosity of the exterior fluid. For incompressible fluids, we have $\nabla \cdot u = 0$. Thus, the pressure of the fluids satisfies

$$\nabla^2 P = 0 \quad \text{for} \quad x \in E_2.$$  

(2.2)

Across the interface, the fluid normal velocity is continuous and the pressure has a jump given by the Laplace-Young condition

$$[P]_t = \tau \kappa \quad \text{for} \quad x \in \Gamma(t),$$

(2.3)

where $\tau$ is the surface tension and $\kappa$ is the curvature. To complete the problem, the air is injected at flow rate $J(t)$,

$$\int_{\Sigma_0} \frac{\partial P}{\partial n} ds = J(t),$$

(2.4)
where $s$ is the arclength, $\Sigma_0$ is a small circle centered at origin and $n$ is the outward normal. The motion of the interface is given by $\frac{dx}{dt} = u$ for $x \in \Gamma(t)$.

**Integral Form.** From potential theory, the pressure of the exterior viscous fluid can be written as

$$P(x) = \frac{1}{2\pi} \int_{\Gamma(t)} \mu(x') \left( \frac{\partial \ln|x-x'|}{\partial n(x')} + 1 \right) ds(x') + J \ln|x|,$$

where $\mu(x)$ is a dipole density on the moving interface $\Gamma(t)$. Taking the limit $x \to x' \in \Gamma(t)$ and using Eq. (2.3), we obtain a Fredholm integral equation of the second kind

$$\mu(x) - \frac{1}{\pi} \int_{\Gamma(t)} \mu(x') \left( \frac{\partial \ln|x-x'|}{\partial n(x')} + 1 \right) ds(x') - 2J \ln|x| = -2\tau\kappa,$$

with

$$\int_{\Gamma(t)} \mu(x) ds(x) = 0.$$

Eq. (2.6) is well-conditioned and $\mu(x)$ can be solved efficiently using an iterative method, e.g. GMRES [26]. Once we get $\mu(x)$, the normal velocity $V$ can be computed via the Dirichlet-Neumann mapping [10],

$$V(t) = \frac{1}{2\pi} \int_{\Gamma(t)} \mu(x') \frac{(x'-x)^\perp \cdot n}{|x'-x|^2} ds' + J \frac{x \cdot n}{|x|^2},$$

where $x^\perp = (y, -x)$ and the subscript denotes derivatives with respect to arclength $s$. Note that in Eq. (2.8), the normal velocity decreases as the bubble size $|x|$ gets large.
3 Adaptive rescaling scheme

Following [21], we introduce a new rescaled space and time frame $(\bar{x}, \bar{t})$ such that

$$x = \bar{R}(\bar{t}) \bar{x}(\bar{t}, \alpha),$$

$$\bar{t} = \int_0^t \frac{1}{\rho(t')} dt',$$

where $\bar{R}(\bar{t}) = R(t(\bar{t}))$ is the space scaling factor representing the size of the interface, and $\bar{x}$ is the position vector of the scaled interface with parametrization $\alpha$. The time scale function $\rho(t)$ maps the original time $t$ to the new time $\bar{t}$. In general, $\rho(t(\bar{t})) = \bar{\rho}(\bar{t})$ can be chosen arbitrarily to make the interface evolve in the new frame at any speed. The rescaled normal velocity $\bar{V}$ satisfies

$$\bar{V}(\bar{t}) = \frac{\bar{\rho}}{R} V(t(\bar{t})) - \bar{x} \cdot n \frac{d\bar{R}}{d\bar{t}},$$

where $V$ is the original normal velocity and we have suppressed the spatial dependence. In the rescaled frame, we require the area enclosed by the interface remains constant, $\bar{A}(\bar{t}) = \bar{A}(0)$. That is the integration of the normal velocity along the interface in the scaled frame vanishes, $\int_{\Gamma(\bar{t})} \bar{V} d\bar{s} = 0$. As a consequence,

$$\frac{d\bar{R}}{d\bar{t}} = \frac{\pi \bar{\rho} \bar{J}}{\bar{A}(0) \bar{R}},$$

where $\bar{J}(\bar{t}) = J(t(\bar{t}))$. In [21], the authors chose $\rho$ such that $\bar{R} = \exp(\bar{t})$ in the rescaled frame. At early times when $\bar{R}$ is small, however, the exponential scaling makes evolution actually quite slow, and a significant portion of CPU time is used to compute the slow development of viscous fingers. Here, we choose $\bar{R}$ to be a logarithmic function $\bar{R} = \log\left(\frac{a + b\bar{t}}{a}\right)$ for some constants $a > 1$ and $b > 0$, which gives

$$\bar{\rho}(\bar{t}) = \frac{b}{(a + b\bar{t}) \log(a)} \frac{\bar{A}(0)}{\pi \bar{J}} \bar{R},$$

$$t = \frac{\bar{A}(0)}{2 \log^2(a) \pi \bar{J}} \left(\log^2(a + b\bar{t}) - \log^2(a)\right).$$

The normal velocity in the logarithmic frame is given by

$$\bar{V}(\bar{t}) = \frac{b \bar{A}(0)}{(a + b\bar{t}) \log(a) \pi \bar{J} \bar{R}} \left(\frac{1}{2 \pi \bar{R}} \int_{\bar{t}}^{\bar{t}'} \frac{\hat{\mu}(\bar{x}' - \bar{x}) \cdot \hat{n}(\bar{x})}{|\bar{x}' - \bar{x}|^2} d\bar{s}' + \frac{\bar{x} \cdot \bar{n}}{|\bar{x}|^2}\right) - \frac{b}{\log(a)(a + b\bar{t}) \bar{R}} \bar{x} \cdot \bar{n}.$$
The disadvantage of using \( \rho_l \) for the entire evolution is that it slows down the motion of the interface when \( \bar{R} \) gets large, see Fig. 2 for a comparison. One intuitive remedy is to switch the logarithmic time scale back to the exponential scale at some time \( \tilde{t} = \tilde{t}_0 \) with \( \bar{R} = \bar{R}_0 \), which can be chosen arbitrarily. That is when \( \bar{R} > \bar{R}_0 \), we use

\[
\rho_c = c \bar{R}^2, \quad \tilde{t} = \frac{\bar{R}_0^2 \bar{A}(0)}{2\pi f} (\exp(2c(\tilde{t} - \tilde{t}_0)) - 1) + \frac{\bar{A}(0)}{2\pi f} (\bar{R}_0^2 - 1), \quad \tilde{t} \geq \tilde{t}_0, \tag{3.8}
\]

where \( c = \frac{b \bar{A}(0)}{(a + b \bar{R}_0 \log(a)/\bar{R}_0)} \) and \( \bar{R}_0 = \frac{\log(a + b \bar{R}_0)}{\log(a)} \) is the space scaling factor at \( \tilde{t}_0 \). The normal velocity in the exponential frame is computed as,

\[
V_c = c \left( \frac{1}{2\pi \bar{R}} \int_{\Gamma} \mu s \left( \frac{(\bar{x}' - \bar{x}) \cdot \hat{n}(\bar{x})}{|\bar{x}' - \bar{x}|^2} d\bar{s}' + \int \frac{\bar{x} \cdot \hat{n}}{\bar{A}(0)} \right) - \frac{\pi J_c}{\bar{A}(0)} \bar{x} \cdot \hat{n}. \right. \tag{3.10}
\]

Note the time scaling function \( \rho \) is only continuous but not smooth at the switch point. This may cause numerical inconsistency if a multistep method (e.g. Adams-Bashforth) is used to update the interface, as the time-step \( \Delta \tilde{t} \) in these two frames is not equivalent. A simple fix is to use the forward Euler method to compute the first step when the switch occurs. Then the Adams-Bashforth method can be implemented thereafter. However, this approach can increase the overall numerical error.

Alternatively, we can simply define a new scaling time function \( \rho_s \) that smoothly combines the logarithmic scaling \( \rho_l \) and the exponential scaling \( \rho_c \). The advantage is that \( \rho_s \) is smooth at the switch point, while a drawback is that we do not have an analytical formula for the radius \( \bar{R} \). That is the radius \( \bar{R} \) now has to be calculated numerically using an ODE solver. Specifically, \( \rho_s \) is given by

\[
\rho_s = \frac{b}{\log(a)} \frac{\bar{A}(0)}{\pi f} \bar{R}^2 \left( \frac{1}{a^\bar{R} \bar{R}} + \frac{1}{a^b \bar{R}_0 \bar{R}} \right). \tag{3.11}
\]

At early times, \( \rho_s \) is dominated by the logarithmic term in Eq. (3.11); at later times it is dominated by the exponential term. Though the switch point \( \bar{R}_0 \) can be chosen arbitrarily, here we choose \( \bar{R}_0 \) such that at the switch point, \( \rho_l(\bar{R}_0) = \rho_c(\bar{R}_0) \). Fig. 2 shows an example of the logarithmic scaling function \( \rho_l = 20.3007 \bar{R} \frac{1}{1.0515^\bar{R}} \), the exponential scaling function \( \rho_c = 20.3007 \bar{R}^2 \frac{1}{1.0515^\bar{R} \times 11} \), and the combined smooth time scaling function \( \rho_s = 20.3007 \bar{R}^2 \frac{1}{1.0515^\bar{R} + 1.0515^\bar{R} \times 11} \), where we set the switch point \( \bar{R}_0 = 11 \) with \( \tilde{t}_0 = 0.6797 \) and parameters \( a = 1.0515, b = 1.01, \bar{f} = 1, \) and \( \bar{A}(0) = 3.173 \) for an initial shape \( r(a,0) = 1 + 0.1 \times (\sin(2a) + \cos(3a)) \). Note that the speed of the evolution depends on the choice of \( a \) and \( b \) in \( \rho_l \). Although making \( b \) large and \( a \) close to 1 can lead to a fast evolution in the rescaled frame, there is still a time step constraint to be considered in practice. After testing different values of \( a \) and \( b \), we find that \( a = 1.0515 \) and \( b = 1.01 \) yield good stability and efficiency, and work nicely for the time step \( \Delta \tilde{t} = 1 \times 10^{-4} \).
Figure 2: Relation between the time scaling function $\rho$ and the radius $R$. The function $\rho_l$ represents the logarithmic time scaling function, $\rho_e$ represents the exponential time scaling function, and $\rho_s$ represents the combined time scaling function in Eq. (3.11).

Setting $\bar{\mu} = \mu \bar{R}$, we rewrite Eqs. (2.6) and (2.7) in the rescaled frame as

$$\bar{\mu}(\bar{x}) - \frac{1}{\pi} \int_{\Gamma(\bar{t})} \bar{\mu}(\bar{x}') \left[ \frac{\partial \ln |\bar{x} - \bar{x}'|}{\partial n(\bar{x}')} + \bar{R}(\bar{t}) \right] d\bar{s}(\bar{x}') = -2\tau R + 2\bar{R}(\ln(\bar{R}(\bar{t}))) + \ln|\bar{x}|, \quad (3.12)$$

and

$$\int_{\Gamma(\bar{t})} \bar{\mu}(\bar{x}) d\bar{s}(\bar{x}) = 0. \quad (3.13)$$

Accordingly, using $\rho_s$ in Eq. (3.11) as the time scaling function, we compute the normal velocity in the new frame as

$$\bar{V}_s = \frac{b \bar{A}(0)}{\log(a) \pi R} \left( \frac{1}{\mu \bar{R}} + \frac{1}{d \bar{R} R_0} \right) \left( \frac{1}{2\pi R} \int_{\Gamma(\bar{t})} \bar{\mu}(\bar{x}') \frac{(\bar{x}' - \bar{x}) \cdot \bar{n}(\bar{x})}{|\bar{x}' - \bar{x}|^2} d\bar{s}' + \int \frac{\bar{x} \cdot \bar{n}}{|\bar{x}|^2} - \frac{\pi \bar{R}}{A(0)} \bar{x} \cdot \bar{n} \right), \quad (3.14)$$

where $\bar{x}^\perp = (\bar{y}, -\bar{x})$.

To evolve the interface numerically, we first solve Eq. (3.4) for $\bar{R}(\bar{t})$ using the 2nd order accurate Adams-Bashforth method. Then we discretize Eqs. (3.12) and (3.13) in space. Following [15, 16], we evaluate these integrals using the fast multipole method [11], and we solve for rescaled dipole density $\bar{\mu}$ using GMRES [26]. Because Eq. (3.12) is well-conditioned, no preconditioner is needed. Once the solution $\bar{\mu}$ is obtained, we evaluate Eq. (3.14) for the rescaled normal velocity $\bar{V}$ via the Dirichlet-Neumann map [10]. Finally we evolve the interface in the scaled frame using a second order accurate non-stiff updating scheme in time and the equal arclength parameterization [15, 16].
4 Results

4.1 Convergence test

We test the convergence of our scheme using the initial shape $r(\alpha, 0) = 1 + 0.1 \times (\sin(2\alpha) + \cos(3\alpha))$, which is the same as that used in [15, 21]. The air is injected into the viscous oil at a constant flow rate $J = 1$ and the surface tension is $\tau = 0.001$. First we study the temporal accuracy using $N = 8192$ mesh points along the interface. The time steps are set as $\Delta t = 2 \times 10^{-4}$, $1 \times 10^{-4}$, $5 \times 10^{-5}$, $2.5 \times 10^{-5}$, and $1.25 \times 10^{-5}$. The numerical error is measured by $Error = |\bar{A}_t - \bar{A}_0|$, where $\bar{A}_t$ is the area enclosed by the interface in the scaled frame at time $t$, and $\bar{A}_0$ is the initial area. Fig. 3(a) shows the base 10 logarithm of the temporal error plotted versus the scaling factor $R(t) = \bar{R}(t)$. The morphologies of the interfaces are shown as insets. When the time step is reduced by half, the numerical error is decreased by 0.6 in distance indicating the convergent rate in time is almost 2.

Next we study the accuracy in space. We compare the shape of the interface using $N = 8192$, $16384$, $32768$, $65536$ and the time step $\Delta t = 1E - 4$ which is small enough for our study. The error is again measured as $Error = |\bar{A}_t - \bar{A}_0|$. The results are summarized in Fig. 3(b). The detailed morphologies are shown as insets. The final radii are $\bar{R}(t) = 10.55$ for $N = 8192$; $\bar{R}(t) = 20.21$ for $N = 16384$; $\bar{R}(t) = 38.90$ for $N = 32768$; and $\bar{R}(t) = 65.52$ for $N = 65536$. The morphologies at the same radius are identical. To run longer, more mesh points are needed to resolve the complicated interface.

As an additional test, we compute the maximum point-wise error by comparing with a highly resolved reference calculation. For the time convergence study, we set $N = 8192$ and $\Delta t = 1.25 \times 10^{-5}$ as the reference calculation (subscript notation $c$). We define relative error using $L_{\infty}$ norm: $Error(I)_{L_{\infty}} = |r(a, t) - r_c(a, I)|_{L_{\infty}}$, where $r(a, I) = \sqrt{x^2(a, I) + y^2(a, I)}$, $r_c(a, I) = \sqrt{x^2_c(a, I) + y^2_c(a, I)}$, and $(x(a, I), y(a, I))$ is the interface point for calculations using time steps $\Delta t = 2 \times 10^{-4}, 1 \times 10^{-4}, 0.5 \times 10^{-4}$ and $0.25 \times 10^{-4}$. Note that $(x_c(a, I), y_c(a, I))$ is the corresponding point in the reference calculation. As shown in Fig. 3(c), the distance between neighboring curves is about 0.6, indicating the scheme is 2nd order accurate in time. For the space convergence study, we use $N = 65536$, $\Delta t = 1 \times 10^{-4}$ as the reference calculation. Similar to the temporal study, we compute point-wise errors and plot their evolutions in Fig. 3(d). It is evident that the scheme is convergent. At early times ($R < 2$), we observe spectral accuracy as expected. As $R(t)$ increases, the temporal error dominates and the spatial accuracy is a bit lower than the spectral accuracy at long times.

4.2 Efficiency

To benchmark the efficiency of our adaptive rescaling scheme, we consider the same interface problem as in Fig. 3, i.e. the initial interface $r(\alpha, 0) = 1 + 0.1 \times (\sin(2\alpha) + \cos(3\alpha))$, and set the mesh points $N = 65536$ along the interface and the time step $\Delta t = 1 \times 10^{-4}$ [15, 21]. On a Linux system with Xeon 2.53 GHz CPU, we compute the dynamics of the interface using the exponential time scaling function $\rho_c$ and the combined time scaling
Figure 3: (a) shows the scheme is convergent in time (absolute error measured using area $A(t)$). (b) shows the scheme is convergent in space (absolute error measured using $A(t)$). (c) shows the scheme is convergent in time using the point-wise maximum relative error measure. (d) shows the scheme is convergent in space using the point-wise maximum relative error measure.

function $\rho_s$, respectively. In Fig. 4(a), we plot the CPU time (seconds) as a function of the size of the interface. It is evident that the performance of $\rho_s$ surpasses $\rho_e$, and in particular, it takes only one day to reproduce the largest Hele-Shaw bubble simulation in [21], which originally took three weeks (now takes a week on the same Xeon cluster). The reason for such high efficiency is demonstrated in Fig. 4(b), where we map the time step $\Delta \bar{t}$ back to the original time frame. Note that at early growth stages, the equivalent time step in the current time frame for $\rho_s$ is about 20 times larger than that for the exponential scaling function $\rho_e$, while they are almost identical at later times, as expected.

The horizontal line indicates the time step $\Delta t = 1 \times 10^{-3}$ used in [8, 15]. For the ex-
ponential time scale $\rho_e$ used in [21], at early times when $R < 3.146$, we observe that the equivalent time step is actually smaller than those used in [8,15].

Next, we use $N = 131,072$ and the time step $\Delta \tilde{t} = 2.5 \times 10^{-5}$ to explore the dynamics further. The computation takes 5.8 days to reach $R = 122.09$ at the final rescaled time $\tilde{T} = 2.43$ (corresponding final time in the original frame $T = 7514$). In Fig. 5(a), we show the largest and most complicated Hele-Shaw simulation up to date. Comparing with the results in [21], the unceasingly development and splitting of viscous fingers leads to a much more ramified branching pattern. In Fig. 5(b), we plot the final time $T$ in the current frame for previous studies in [8,15,21]. We also plot the final morphologies as insets, and indicates the CPU times needed (in red brackets) to reproduce the previous results using the adaptive rescaling scheme. It is evident that the adaptive scheme enables one to efficiently and accurately simulate the very long-time dynamics of moving interfaces.

In Fig. 5(c), we shows the relation between the area $A(t)$ and the arclength $L(t)$ of the interface using $A(t) \propto L(t)^{\gamma}$. Both area and arclength are measured in the current time frame. For a circular geometry, $\gamma = 2$. Smaller $\gamma$ indicates a more complicated geometry, i.e. the arclength $L(t)$ grows faster the area $A(t)$. It is evident that the evolution experiences several transitions connected approximately by a few linear segments (with sample morphologies shown as insets). At early times, the interface is small and compact with $\gamma = 1.98$. Later, the fast development of new fingers by tip-splitting events leads to a much more rapid increase in interface length and the scaling $\gamma = 0.61$. Then the interface tends to develop long fingers rather than produce more fingers, indicating slower increment in arclength than the increment in area. As a consequence, $\gamma$ is increased gradually from 0.61 to 1.45. At $L = 398$, $\gamma$ drops to 1.39, and slightly picks up to 1.42 after $L = 794$. For the last three stages, the $\gamma$s are very close indicating the evolution may have achieved a subtle balance between developing new fingers and prolonging the existing fingers. We will explore this further in a forthcoming paper.
Figure 5: (a) shows the largest and most complicated Hele-Shaw bubble simulation up to date. (b) shows the current time for the classic work in [8,15,21]. (c) shows the measurement of area $A(t)$ and arclength $L(t)$ using $A(t) \propto L(t)$.\gamma

5 Conclusion

In this paper, we re-examined the efficiency of the rescaling scheme proposed earlier by Li et al. [21] and introduced an adaptive rescaling scheme to speed up the slow evolution at early times that arises from the earlier rescaling scheme of Li et al. [21]. The adaptive scaling function combines the advantages of a logarithmic time scale function that gives fast growth at early times, and an exponential time scale function that yields fast growth at later times. The new adaptive scheme enables one to reproduce the results in [21].
about 1 day, which originally costs 21 days. We then presented the largest and most
complicated Hele-Shaw bubble simulation up to date.

Though we focus our study on a radial Hele-Shaw problem with the boundary inte-
gral method, the rescaling scheme is actually a general idea that can applied to a set
of moving boundary problems using other numerical methods, including kernel-free Car-
etian mesh-based methods [30]. The rescaling scheme is especially valuable for Cartesian
mesh-based methods because the computational domain typically does not need to be
changed in the rescaled frame since in this frame, the rescaled interface has a fixed-en-
closed area.
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