Simulation of Flow in Multi-Scale Porous Media Using the Lattice Boltzmann Method on Quadtree Grids
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Abstract. The unified lattice Boltzmann model is extended to the quadtree grids for simulation of fluid flow through porous media. The unified lattice Boltzmann model is capable of simulating flow in porous media at various scales or in systems where multiple length scales coexist. The quadtree grid is able to provide a high-resolution approximation to complex geometries, with great flexibility to control local grid density. The combination of the unified lattice Boltzmann model and the quadtree grids results in an efficient numerical model for calculating permeability of multi-scale porous media. The model is used for permeability calculation for three systems, including a fractured system used in a previous study, a Voronoi tessellation system, and a computationally-generated pore structure of fractured shale. The results are compared with those obtained using the conventional lattice Boltzmann model or the unified lattice Boltzmann model on rectangular or uniform square grid. It is shown that the proposed model is an accurate and efficient tool for flow simulation in multi-scale porous media. In addition, for the fractured shale, the contribution of flow in matrix and fractures to the overall permeability of the fractured shale is studied systematically.
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1 Introduction

Flow in porous media usually occurs across multiple length scales. One example is gas flow in shale. The pore size of shale ranges from nanometers to micrometers, and the size of natural and hydraulic fractures varies from microns to centimeters, even meters. Therefore, multi-scale models are needed both to capture flow details in the finest length scale, and to handle the large scale of practical interest. The lattice Boltzmann method (LBM) [1], with a mesoscopic origin, is a promising numerical model for simulating flow in multiscale porous media. In recent years, the LBM has been successfully applied to a variety of fields, such as flows in porous media [2], chemical reactions [3, 4], heat transfer [5], particle suspensions [6], dissolution and precipitation [7–9], and multiphase and multicomponent flows [10, 11].

Because of its advantage in dealing with complex geometries/boundaries, the applications of the LBM to porous media have been mainly focused on the pore scale, with individual pores/grains fully resolved. However, some efforts have been devoted to extending it to flow simulation at the REV (representative elementary volume) scale. The basic idea is to introduce a resistance force to alter the local flow velocity, which was adopted in early work on lattice gas automata [12]. Spaid and Phelan [13] proposed a model based on the Brinkman equation for single-component flow in porous media. Later, Freed [14] extended the above model, rendering it to recover flow through a resistance field with arbitrary values of the resistance tensor components. In the model, the usual computational nodes were replaced with porous media nodes in the volume supposed to be occupied by a porous medium. However, due to the linear velocity dependence of the dimensionless resistance, the influence of Mach number is qualitatively different than that due to true inertial effects. Guo and Zhao [15] proposed a model for isothermal incompressible flow in porous media with linear and nonlinear matrix drag components as well as the inertial and viscous forces taken into account, by introducing the porosity into the equilibrium distribution and adding a force term to the evolution equation. By extending Freed’s model into nonuniform grids, Kang et al. [16] developed a unified lattice Boltzmann model (ULBM) applicable to systems of various length scales, as well as to systems where multiple length scales coexist. The length of the scales can be as small as pore scales (on the order of microns), as large as field scales (on the order of meters to kilometers), or a mixture of various scales. The ULBM can recover Brinkman’s equation or Darcy’s equation under different situations. The ULBM treats the porous medium nodes, pore nodes, and wall nodes in the same way, even though they are at different length scales. There are no internal boundaries in the simulation. However, because the nonuniform meshes used in their model are rectangular, the applications of the ULBM have been very limited. For example, in simulation of flow through a fractured system, the fracture has to have smooth surface and has to be in parallel with the coordinates.

Therefore, to expand the applications of the ULBM, it is necessary to extend it to more general meshes. In fact, to increase numerical efficiency, several efforts have been made
to treat the curved boundaries and to control the grid density at desirable regions in the conventional LBM [17–25], including development of LBM on quadtree grids [26,27]. Quadtree grids, as a particular type of unstructured grid, consist of congruent square cells of different sizes, which are constructed by recursive subdivision from an initial square domain according to prescribed yet flexible criteria [28,29]. Quadtree grids have gained increasing popularity in recent years due to many of their obvious advantages: mesh generation is automatic; mesh information is stored in simple hierarchical data structures; and locally high-resolution, dynamically adaptive grid is easy to achieve. Crouse et al. [30] adopted quadtree grids in the LB method. Because the linear interpolation [18] was used in the interface treatment, the second-order accuracy of the LBM could not be maintained. Chen et al. [26,27] also adopted the linear interpolation [17] in the quadtree grids, but used a back-and-forth error compensation and correction (BEFECC) method to achieve the second-order accuracy [31–33].

In this paper, the ULBM [16] is extended to quadtree grids [26,27] to solve fluid flow in some multi-scale porous media. The rest of the paper is organized as follows: In Section 2, the quadtree grid generation method, the ULBM, as well as the ULBM on quadtree grids are introduced; In Section 3, three simulation examples are presented; and in Section 4, some conclusions are drawn.

2 Mathematical model and numerical method

2.1 Quadtree grid

The primary units of quadtree grids are quadtree cells. Each quadtree cell is composed of four grid nodes. There are two different types of quadtree cells, the parent and leaf cells. A parent cell has four children and is equally divided into four subcells. A leaf cell has no children.

A scale function is often used to control grid density, which determines the length of each cell. When the length of a cell is greater than its associated scale function, the cell will be divided. The division goes on recursively until the cell length is smaller than its associated scale function. As an example, we construct a nonuniform quadtree grid on a $1 \times 1$ square domain based on the predefined scale function as shown in Fig. 1. The procedure can be summarized as follows:

Step 1. Define the scale function for the unit cell.

Step 2. Compare the scale function with the length of the cell; divide the cell into four cells if the scale function is less than the length of the cell.

Step 3. Repeat step 2 until the length of each cell is smaller than its corresponding scale function.

From the above procedure it is clear that the scale function can control the grid density. The area that needs coarse grid should be given a greater scale function value than
the area that needs fine grid. For example, in a fractured system, the fracture needs finer grid than the matrix. Then the value of the scale function in the matrix should be set at a larger value than that in the fracture. Also the scale function should be set such that in the final grid, no cell has a side length more than twice the size of its neighbors. This simplifies the interpolation and ensures smooth transition of the macroscopic variables across the interface between cells of different levels \[34, 35\].

The quadtree grid generation described above is fast, automatic, robust and straightforward in concept. Fig. 2 illustrates the final grid of the unit square domain, where both cell abcd and cell fghc are leaf cells, while cell bijc is a parent cell containing four subcells. If the flow domain is not square, one can simply cover the flow domain with a square and delete the grid nodes outside of the flow domain.
2.2 Unified lattice Boltzmann method

Here we give a brief review of the unified LB model. More details can be found in [16]. It has been known that the LBM evolution equation, with a single relaxation time, i.e., the so-called lattice Bhatnagar-Gross-Krook (LBGK) model [36], is as follows:

\[
f_i(x+e_i\delta t,t+\delta t) = f_i(x,t) - f_i(x,t) - f_{\text{eq}}^i(\rho,u,T) \tau, \tag{2.1}
\]

where \( f_i \) is the particle velocity distribution function on the \( i \) direction, \( \delta t \) is the time step, \( \tau \) is relaxation time relating to the kinematic viscosity by \( v = (\tau - 0.5)RT \), and \( f_{\text{eq}}^i \) is the equilibrium distribution function, which is given by:

\[
f_{\text{eq}}^i(\rho,u,T) = \omega_i \rho \left[ 1 + \frac{e_i \cdot u}{RT} + \frac{(e_i \cdot u)^2}{2(RT)^2} - \frac{u^2}{2RT} \right], \tag{2.2}
\]

where \( R \) is the gas constant, and \( u, \rho \) and \( T \) are the velocity, density and temperature of the fluid, respectively. For the D2Q9 model, the weight coefficients are \( \omega_0 = 4/9, \omega_i = 1/9 \) for \( i = 1,2,3,4 \), and \( \omega_i = 1/36 \) for \( i = 5,6,7,8 \). The lattice velocities \( e_i \) are defined as \( e_0 = (0,0) \), \( e_{1,3} = (\pm 1,0) \), \( e_{2,4} = (0,\pm 1) \), \( e_{5,7} = (\pm 1,\pm 1) \) and \( e_{6,8} = (\mp 1,\pm 1) \). The density and velocity of the fluid are calculated using \( \rho = \sum_i f_i \) and \( \rho u = \sum_i e_i f_i \).

For the ULBM, two more velocities are introduced [16]: \( u' \) and \( \overline{u} \), which are based on the fluid velocity \( u \) and given by:

\[
u' = \left[ I + \frac{1}{2\tau} R \right]^{-1} \left[ I - \left( \tau - \frac{1}{2} \right) R \right] \cdot u, \tag{2.3}
\]
\[
\overline{u} = \left( 1 - \frac{1}{2\tau} \right) u + \frac{1}{2\tau} u. \tag{2.4}
\]

\( R \) is the resistance tensor, which depends on the permeability tensor \( k \) and is defined as \( R = vk^{-1} \). When the resistance tensor is diagonal, Eq. (2.3) can be written as

\[
u'_a = \frac{1 - (\tau - \frac{1}{2}) R_a}{1 + \frac{1}{2} R_a} u_a. \tag{2.5}
\]

Then the equilibrium distribution function is modified as follows:

\[
f_{\text{eq}}^i(\rho,u,T) = \omega_i \rho \left[ 1 + \frac{e_i \cdot u'}{RT} + \frac{(e_i \cdot \overline{u})^2}{2(RT)^2} - \frac{u^2}{2RT} \right]. \tag{2.6}
\]

According the Chapman-Enskog expansion, Eq. (2.1) recovers the following macroscopic transport equations [16]:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \tag{2.7}
\]
\[
\frac{\partial (\rho u)}{\partial t} + \nabla \cdot (\rho uu) = -\nabla p - \rho R \cdot u + \nabla \cdot [\rho \nu (\nabla u + u \nabla)] \tag{2.8}
\]
We can see that Eq. (2.8) recovers Brinkman’s equation when the inertial terms on the left-hand side can be neglected. The last term in this equation is called the Brinkman correction, which is usually much smaller than the linear velocity term for flow in porous media. Besides, at sites where permeability is very large, i.e., the resistance is very small, the linear velocity term is negligible compared to other terms and Eq. (2.8) recovers the Navier-Stokes equation.

2.3 Unified lattice Boltzmann method on quadtree grids

The way to implement the ULBM and the conventional LBM on quadtree grids is similar, because the calculations of Eqs. (2.3), (2.4), and (2.6) are all done at each grid point. Interpolation is needed only in the streaming step due to the data structure of the quadtree grids. For example, in a streaming step, node c (Fig. 2) will get information from nodes f, g, h, as well as point e, which is not a grid node. Due to the data structure, it is convenient and efficient to obtain e’s information by linear interpolation of nodes a and c, which are in the same quadtree cell. However, this will normally lead to first-order accuracy only. In order to maintain the second-order accuracy of the LBM, Chen et al. [26, 27] adopted the back-and-forth error compensation and correction (BFECC) method, which is also adopted in the present study. The details of implementing BFECC can be found in [26, 27] and won’t be repeated here.

The ULBM on quadtree grids retains all the advantages of the conventional LBM, such as ease of programming, the capability to incorporate microscopic interactions, and the inherent parallelism, except that in the case of parallel computation, additional attention should be paid to ensure load balance due to the unstructured nature of the quadtree grids.

3 Numerical examples

3.1 Fractured system

The fractured system used in Ref. [16] is adopted here to verify the ULBM with quadtree grids. The fractured system, shown in Fig. 3, is constructed by mirroring the original porous medium and leaving a fracture between the original medium and its image. The size of the fractured system is 255 × 530, and the width of fracture is 20, both in lattice units. With the unified model, there is no detailed geometry in the porous media. The original porous medium and its mirror are considered as a homogeneous porous medium. And each node in the porous media has the same permeability 0.59 (lattice units), which is used as input in the current model.

In the simulation, the left side is the entrance and the right side is the exit. The pressure (density) boundary condition [37] is adopted on both ends, and periodic boundary condition is applied to the other two boundaries. The pressure drop (Δp) between the entrance and the exit is 0.05. In the conventional LB model, a uniform square grid is applied
to the system, and the mesh size is $256 \times 531$. In Ref. [16], a nonuniform grid was adopted and the mesh size was only $51 \times 101$. In this study, we generate the quadtree grid with three grid levels, as shown in Fig. 4. The level 1 grid is the coarsest grid and is used in the porous media, because the porous media are simplified as homogeneous media. Its scale function value is set to 4.5, so the grid spacing is 4. The level 3 grid is the finest grid that locates within the fracture, and its scale function value is set to 1.5, making the grid spacing 1. The level 2 grid locates between the finest grid and coarsest grid with a scale function value of 2.5, leading to a grid spacing of 2, which can ensure smooth transition of the macroscopic variables across the interface of different grid levels [34, 35]. The total number of quadtree grid points is 19441. The relaxation time is set to 1.0 for both the quadtree grid and nonuniform grid. All the simulations in this study were performed on a single node of an Appro Xtreme-X cluster with dual-socket AMD 12-core MagnyCours processors. Each node has two 12-Core AMD Opteron model 6176 processors and 64 GB DDR3 memory. The CPU runs at 2.3 GHz.

The permeability in a region is calculated by [16]

$$k = \frac{\bar{u} \mu l}{\Delta p},$$

(3.1)

where $\bar{u}$ is the average horizontal velocity in this region, $\mu$ is the fluid viscosity, $\Delta p$ is the pressure drop between the entrance and the exit, and $l$ is the region length. Table 1 shows
the permeability of the top half, the bottom half, the fracture and the entire fractured system, obtained using uniform square grid with conventional LB model, nonuniform rectangular grid with the ULBM [16], and quadtree grid with the ULBM, respectively. We consider the permeability values predicted by the conventional LB model “true” values. It is clear that unlike the ULBM on nonuniform rectangular grid, which underpredicts the permeability of the porous media, but overpredicts that of the fracture, the ULBM on quadtree grid predicts the highest permeability value for the porous matrix, but the lowest value for the fracture. Because the fracture plays a dominant role in determining the permeability of the fractured system, consequently, the ULBM on nonuniform rectangular grid and on quadtree grid overpredicts and underpredicts the permeability of the entire fractured system, respectively. However, the relative error is less than 3.1% for both cases.

Although the nonuniform rectangular grid used in Ref. [16] has less total grid points than the quadtree grid in this study, it can only deal with simple situations where the fracture is a straight channel whose walls are parallel with the x-axis. The quadtree grid,
However, can deal with much more complex fractured systems. This advantage cannot be demonstrated in this example, but can be seen in the next two simulation examples.

### 3.2 Voronoi tessellation

In this simulation example, the Voronoi tessellation shown in Fig. 5 is used. This pore geometry, provided by Prof. Xiaolong Yin from Colorado School of Mines, was generated using an algorithm based on Voronoi diagrams. The Voronoi diagram is a well-established computational geometry algorithm that, starting from a set of randomly distributed points (Poisson points), divides a two-dimensional or three-dimensional domain into many non-overlapping polygons (2D) or polyhedrons (3D) [38]. In two-dimensional Voronoi diagrams, the vertices of the polygons are always connected to three other vertices. Finally, the edges of polygons are given a finite width to form a network of channels, and the polygons represent the grains of the porous media. In this particular Voronoi tessellation, the width of the polygon edges are set to 6 lattices, and a total of 660 grains are contained. For more details, one can refer to Ref. [39]. In our simulation, the flow resistance of grains is set to infinity, and that in the channels is set to zero.

In our simulation, the size of the computational domain is $2500 \times 2500$. The width of the channel has a minimum value of 6, which is sufficient for permeability calculation [39]. The porosity of the entire system is 0.11. In the ULBM, the resistance of grains to flow is set to infinity, leading to no-slip condition at the fluid-solid interfaces, and the resistance in the channel is set to zero. The boundary condition is the same as that used in Section 3.1, so is the pressure drop. Similar to Section 3.1, a quadtree grid with three grid levels is used, with the coarsest level 1 grid (with a grid spacing of 4) in the polygons.
(grains), the finest level 3 grid (with a grid spacing of 1) within the channel, and the level 2 grid between the finest grid and coarsest grid. The grid of a $200 \times 200$ subdomain (bottom left corner of Fig. 5) is shown in Fig. 6.

In order to verify the result with the quadtree grid, a uniform square grid with the ULBM is also used to simulate flow through the Voronoi tessellation system. The results are shown in Table 2. The total number of grid points for the uniform square meshes is 6250000 ($2500 \times 2500$). While the total number of grid points for the quadtree meshes is only 2414885, a decreases of about 61.4%. The permeability of the system is 0.1554 with the uniform square grid, and is 0.1536 with the quadtree grid. The relative error is less than 1.2%. The computational time using these two grids is quite different. It takes 1.6 hours for every 1000 steps for the uniform square grid, but only 0.7 hour for the quadtree grid due to fewer grids points.

Fig. 7 shows the density distribution and streamlines of flow through the Voronoi tessellation. The density decreases from the inlet to the outlet. Note that the grains and channel are initialized with equal fluid density at the same X coordinate. Fig. 7 also shows some streamlines of the Voronoi tessellation. The fluid only flows in the channel due to zero permeability of grains. There is no preferred flow pathway in the tessellation, because most of the channels have the same width.
3.3 Fractured shale

In this section, we apply our model to a computationally-generated pore structure of fractured shale. Initially developed in the 1940s, hydraulic fracturing is now a widely used technique to increase the permeability of a shale formation by extending and/or widening existing fractures and creating new ones through the injection of a pressurized fluid into shale reservoirs [40]. Due to natural and hydraulic fractures, both shale matrix and fracture system exist inside the shale reservoirs. Here we will calculate the permeability of the fractured shale and study the contribution of matrix and fractures to the overall permeability.

3.3.1 Physical model and quadtree grid

Three fractures are generated randomly in a domain of $1024 \times 512$, as shown in Fig. 8. The fractured system includes one major fracture in the middle and two branching fractures. The width of the major fracture is 10 lattices, and the width of the branching fractures is 8 lattices. The fracture volume fraction is 6.54%. Similar as in Sections 3.1 and 3.2, a quadtree grid with three grid levels is used. Fig. 9 shows part of the quadtree grid (250 to 350 in x direction and 200 to 300 in y direction). The scale function is set to 4.5, 2.5 and 1.5, same as in previous systems. The level 1 grid is used in the matrix, with a grid spacing of 4; the level 3 grid is used in the fractures, with a grid spacing of 1; and the level 2 grid locates between the finest grid and coarsest grid to ensure a smooth transition. The number of the total grid points is 116217, 22.2% of that of the uniform grid ($1024 \times 512$).

The boundary condition is the same as that used in Sections 3.1 and 3.2. First, the matrix is set as impermeable and the resistance in the fractures is set to zero. The perme-
Figure 8: Schematic of a fractured shale formation.

Figure 9: A part of the quadtree grid of the fractured shale shown in Fig. 8.

Table 3: Number of grid points, computational time and predicted permeability for the fractured shale.

<table>
<thead>
<tr>
<th></th>
<th>Number of grid points</th>
<th>Time per 1000 steps</th>
<th>Effective permeability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform grid</td>
<td>524288</td>
<td>7.6 min</td>
<td>0.1978</td>
</tr>
<tr>
<td>Quadtree grid</td>
<td>116217</td>
<td>2 min</td>
<td>0.1942</td>
</tr>
<tr>
<td>Relative difference</td>
<td>77.8%</td>
<td>73.7%</td>
<td>1.82%</td>
</tr>
</tbody>
</table>

The ability of the fractured system obtained using quadtree grid and uniform grid is 0.1978 and 0.1942, respectively. The relative error is less than 2%. These results are shown in Table 3.

3.3.2 Effect of matrix permeability

In this section, we investigate the contribution of the matrix to the permeability of the whole system. Here the fractures in Fig. 8 are considered as natural fractures in shale
formations. We assume that 1 lattice represents 100 nm. The width of nature fracture is on the order of microns.

In the simulations, the permeability of matrix $k_m$ is set to $10^{-4}$, $10^{-3}$, $10^{-2}$, $10^{-1}$, $10^0$ and $10^1$, and the resistance in the fracture is set to zero. The permeability of whole system $k_p$ is calculated using the ULBM with quadtree grid. Fig. 10 shows the dependence of $k_p/k_0$ on the matrix permeability $k_m$, where $k_0$ is permeability of the whole system with impermeable matrix and zero resistance in the fractures. As can be seen, $k_p/k_0$ is almost one when $k_m$ is less than $10^{-1}$, meaning that fluid flow in the matrix has no contribution to the whole system. To give it more physical meaning, we convert the permeability values to physical units. With the spatial resolution of 100 nm, $k_m$ of $10^{-1}$ in lattice unit corresponds to $10^{-15}$ m$^2$ ($10^{-1} \times 10^{-7} \times 10^{-7}$). The shale permeability varies from $10^{-17}$ to $10^{-22}$ m$^2$ [41] for various rock type, less than this critical permeability value ($10^{-15}$ m$^2$). This indicates that for the fractured system shown in Fig. 8, flow in shale matrix has almost no contribution to the entire system, consistent with the common view on production mechanisms in shale that “gas can be produced only when extensive networks of natural fractures exist because the formations are so tight” [42]. Of course, for a system with a very different fracture volume fraction, the critical matrix permeability, might be very different [16].

### 3.3.3 Effect of resistance in fracture

In the simulations in Section 3.3.2, the resistance in the fractures is set to zero, meaning that the fractures are all open fractures. In hydraulic fracturing, proppants are often added into the fracturing liquid to prevent the fractures from closing. However, these proppants will also decrease the permeability of open fractures by blocking the flow. The
Figure 11: Dependency of $k_f/k_{f0}$ on $v/R$, where $v$ is the fluid viscosity; $R$ is the resistance of fractures; $k_f$ is the calculated permeability of the fracture shale; $k_{f0}$ is the calculated permeability of fractured shale with infinite $v/R$. The matrix is impermeable for all cases.

decrease can be very different due to variable concentration and size of the proppants. In this study, the blocking effect is accounted for through the resistance $R$ in the fractures, which is set such that $k_R$ ($k_R = v/R$) varies from $10^{-6}$ to $10^5$. Note $k_R$ is different from the fracture permeability. Instead, its value is assigned to every node within the fracture, accounting for the flow blocking effect of proppants. This value is infinite (corresponding to zero resistance) in the absence of proppants. Fig. 11 gives the dependence of $k_f/k_{f0}$ on $v/R$, where $k_f$ is the calculated permeability of the fracture shale, and $k_{f0}$ is the value of $k_f$ when $v/R$ is infinite, i.e., the resistance is zero. In these simulations, the permeability of the matrix is set to zero. We can see from Fig. 11 two points of particular interest, i.e., $v/R$ equals $10^{-1}$ and $10^3$. When $v/R$ is less than $10^{-1}$, the ratio of $k_f/k_{f0}$ is almost zero. This corresponds to the case where the proppants almost completely block the fluid flow in the fracture. When $v/R$ is greater than $10^3$, the ratio of $k_f/k_{f0}$ is almost unity. In this case, the flow blocking by proppants is negligible. The ratio of $k_f/k_{f0}$ increases rapidly when $v/R$ ranges from $10^{-1}$ to $10^3$, indicating that the concentration and size of proppant have significant effect on the permeability of fracture in certain range.

4 Conclusions

We have combined the ULBM with quadtree grids to simulate flow in multiscale porous media. The ULBM treats the porous medium nodes, pore nodes, and wall nodes in the same way. The quadtree grids can be generated automatically and dynamically with desired local grid density based on certain criteria. The combined model has been applied to three porous media for permeability calculation. Simulations were first performed on
a fractured system used in [16] and a Voronoi tessellation system, in order to validate the model. For both systems, three grid levels were used in the quadtree grids. For the fractured system, the results of the ULBM on quadtree grid were compared with those of the conventional LBM and those of the ULBM on nonuniform rectangular grid obtained in [16]. Good agreement was found for the total permeability of the entire system. For the Voronoi tessellation, a flow simulation using the ULBM on square grid was also performed, and the results were compared with those of the ULBM on quadtree grid. The relative error for the permeability is less than 1.2%. However, the ULBM on quadtree grid used 61.4% fewer grid nodes and 56.3% less computation time.

Finally, the model was used to simulate flow in a fractured shale formation. Three fractures were generated randomly in the system, and a three-level quadtree grid was adopted. With zero resistance in the fractures, the matrix permeability was varied to study its effect on the overall permeability, to investigate the contribution of matrix to the permeability of the shale with natural fractures. Conversely, with zero permeability in the matrix, the resistance in the fractures was varied to study its effect on the overall permeability, to investigate the effect of fracture resistance (e.g., caused by proppants) on the permeability of shale with hydraulic fractures. For the natural fracture shale, it was found that for typical shale rocks and for the fractured system considered in this study, flow in the shale matrix has almost no contribution to the permeability of the entire system. For the hydraulic fracture shale, the concentration and size of proppant have significant effect on the permeability of the fractured shale. The simulation examples demonstrated that the combination of the ULBM and quadtree grid offers an accurate and efficient tool for flow simulation in multi-scale porous media.
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