Evaluating the Origin Intensity Factor in the Singular Boundary Method for Three-Dimensional Dirichlet Problems
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Abstract. In this paper, a new formulation is proposed to evaluate the origin intensity factors (OIFs) in the singular boundary method (SBM) for solving 3D potential problems with Dirichlet boundary condition. The SBM is a strong-form boundary discretization collocation technique and is mathematically simple, easy-to-program, and free of mesh. The crucial step in the implementation of the SBM is to determine the OIFs which isolate the singularities of the fundamental solutions. Traditionally, the inverse interpolation technique (IIT) is adopted to calculate the OIFs on Dirichlet boundary, which is time consuming for large-scale simulation. In recent years, the new methodology has been developed to efficiently calculate the OIFs on Neumann boundary, but the Dirichlet problem remains an open issue. This study employs the subtracting and adding-back technique based on the integration of the fundamental solution over the whole boundary to develop a new formulation of the OIFs on 3D Dirichlet boundary. Several problems with varied domain shapes and boundary conditions are carried out to validate the effectiveness and feasibility of the proposed scheme in comparison with the SBM based on inverse interpolation technique, the method of fundamental solutions, and the boundary element method.
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1 Introduction

The singular boundary method (SBM) is a recently developed strong-form meshless boundary collocation method [1, 2]. Like the boundary element method (BEM) [3–5] and method of fundamental solutions (MFS) [6–8], the SBM also employs the fundamental solutions of governing equation in the approximate representation and reduces the dimension of the problem by one. Unlike the BEM, the SBM, however, circumvents the meshing of the boundary. On the other hand, the SBM is different from the MFS, another strong-form meshless method, in that the SBM avoids the perplexing issue of auxiliary boundary outside the domain. To isolate the singularities of the fundamental solutions, the concept of origin intensity factors (OIFs) is introduced in the SBM which allows the source points to be placed on the boundary in coincidence with the collocation points. The calculation of the OIFs is essential in the implementation of the SBM.

The OIFs is first proposed in [1] and calculated by an inverse interpolation technique (IIT), in which a set of sample points should be placed inside the domain. The numerical experiments show that to some extent, the accuracy of the SBM with the IIT depends on the choice of sample nodes, so does the stability to the less extent. To remedy this problem, an improved scheme [9] is proposed in which the regularization technique of subtracting and adding-back [10, 11] used in the BEM is adopted to calculate the OIFs on Neumann boundary, while the inverse interpolation technique (IIT) is still used to calculate the OIFs on Dirichlet boundary. This improved method enhances the SBM solution accuracy while retaining all the merits of the SBM. The SBM has been successfully applied to solve many engineering problems such as heat conduction [12], potential [13], acoustic wave [14,15], water wave [16], stokes flow [17], and biharmonic [18] problems. However, it is worth noting that the OIFs on Dirichlet boundary cannot be directly derived. When the IIT is adopted in the calculation of the OIFs on Dirichlet boundary, a system of linear equations is involved, which is time-consuming, especially for large-scale simulation.

Recently, a simple accurate formula [19, 20] to evaluate the OIFs on Dirichlet boundary is proposed for two-dimensional potential problems. In this new technique, the linear matrix system and the sample nodes inside domain for the OIFs in the IIT are both avoided. Consequently, the OIFs on Dirichlet boundary can be obtained directly and efficiently. The scheme can be extended to the problems governed by the Helmholtz and modified Helmholtz equations. However, such simple accurate formula for three dimensional Dirichlet problems is not reported in literature.

This paper proposes a new formulation to straightforwardly evaluate the OIFs on Dirichlet boundary in 3D problems and remedy the shortcomings in the IIT. This new strategy evaluates the OIFs by using the subtracting and adding-back technique based on the integration of the fundamental solution over the whole boundary. It is stressed that only the evaluation of the OIFs is involved with the numerical integration and the non-diagonal terms in the SBM interpolation matrix can simply be calculated via fundamental solution and the method is computationally far more efficient and mathematically simpler than the BEM.
The rest of this paper is organized as follows. In Section 2, we provide the formulation of the SBM for the 3D potential problems, introduce the new technique to obtain the OIFs on Dirichlet boundary, and discuss numerical integration of the fundamental solution over the whole boundary. In Section 3, several validation examples are presented to demonstrate the potential of the proposed method. The paper ends with a conclusion to summarize the presented work.

2 Formulation of singular boundary method

Let $\Omega$ be an open bounded domain for the problem of interest in $\mathbb{R}^3$ and $\Gamma = \partial \Omega$ denotes its boundary. Without loss of generality, we consider the 3D potential problem governed by

$$\nabla^2 u(x) = 0, \quad x \in \Omega, \quad (2.1)$$

subject to the following boundary conditions:

$$\begin{cases} u(x) = \hat{u}, & x \in \Gamma_D, \\ q(x) = \nabla u(x) \cdot n = \hat{q}, & x \in \Gamma_N, \end{cases} \quad (2.2)$$

where

$$\nabla = \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3} \right)$$

is the gradient operator, $\Gamma_D$ and $\Gamma_N$ denote the boundaries subject to the Dirichlet and Neumann boundary conditions, respectively, $\Gamma = \Gamma_N \cup \Gamma_D$, $\Gamma_N \cap \Gamma_D = \emptyset$, $n$ represents the unit outward normal to the boundary, and $\hat{u}$ and $\hat{q}$ are the prescribed values.

In the SBM, the solutions for the problem are approximated by

$$u(x_i) = \begin{cases} \sum_{j=1}^{N} a_j G(x_i, s_j) + c, & x_i \in \Omega \setminus \Gamma, \\ \sum_{j \neq i}^{N} a_j G(x_i, s_j) + a_i \bar{u}_{ii} + c, & x_i \in \Gamma_D, \end{cases} \quad (2.3)$$

and

$$q(x_i) = \sum_{j \neq i}^{N} a_j \frac{\partial G(x_i, s_j)}{\partial n_x} + a_i \bar{q}_{ii}, \quad x_i \in \Gamma_N, \quad (2.4)$$

with the moment condition [21]

$$\sum_{j=1}^{N} a_j = 0. \quad (2.5)$$
In the above equations, \( \{a_j\}_j=1^N \cup \{c\} \) are unknown coefficients to be determined. 

\[ G(x_i,s_j) = \frac{1}{4\pi r(x_i,s_j)} \] denotes the fundamental solution, \( r(x_i,s_j) \) is the Euclidean distance between collocation point \( x_i \) and source point \( s_j \) and \( N \) represents the number of the source points. It is noted that when the collocation point \( x_i \) coincides with the source point \( s_i \), the fundamental solution encounters so-called singularity at origin. And the OIFs \( \bar{u}_{ii} \) and \( \bar{q}_{ii} \) are introduced to isolate the singularities. In the following section, we focus on the derivation of OIFs.

### 2.1 The formulation of origin intensity factors on Neumann boundary

In most of previous works about the SBM, the OIFs on Neumann boundary are derived firstly by adopting a subtracting and adding-back technique [12, 13] as follows:

\[
q(x_i) = \sum_{j=1}^{N} \left( a_j - \frac{L_j}{L_i} a_i \right) \frac{\partial G(x_i,s_j)}{\partial n_x} + a_i \sum_{j=1}^{N} \frac{L_j}{L_i} \left( \frac{\partial G(x_i,s_j)}{\partial n_x} + \frac{\partial G(x_i,s_j)}{\partial n_s} \right) \nonumber,
\]

where

\[
\sum_{j=1}^{N} \frac{L_j}{L_i} \frac{\partial G^{(e)}(x_i,s_j)}{\partial n_s} = 0, \tag{2.7'}
\]

with \( x_i = s_i \) and \( L_j \) denotes area of the curved surface containing \( s_j \) as shown in Fig. 1. The detailed derivation of Eq. (2.7') is provided in Appendix A.

![Figure 1: The source point and its corresponding discrete curved surface.](image_url)
According to the dependency of the outward normal vectors on the double layer potentials of interior and exterior problems, one can obtain the following relationships [12,22,23]

\[ \frac{\partial G(x_i, s_j)}{\partial n_s} = -\frac{\partial G^{(e)}(x_i, s_j)}{\partial n_s}. \] (2.8)

Then, Eq. (2.6) can be recast as

\[ q(x_i) = \sum_{j \neq i} a_j \frac{\partial G(x_i, s_j)}{\partial n_x} - a_i \left[ \sum_{j \neq i} \frac{L_j}{L_i} \frac{\partial G(x_i, s_j)}{\partial n_x} \right], \] (2.9)

that is,

\[ \bar{q}_{ii} = -\sum_{j \neq i} \frac{L_j}{L_i} \frac{\partial G(x_i, s_j)}{\partial n_s}. \] (2.10)

In this study, we also employ Eq. (2.10) to calculate the OIFs on the Neumann boundary.

### 2.2 New formulation of origin intensity factors on 3D Dirichlet boundary

Based on the computed OIFs on Neumann boundary, the OIFs for Dirichlet boundary conditions are calculated through the IIT in the SBM formulation [12]. One linear system need to be solved in the IIT which is time consuming for a large number of the boundary nodes. In addition, the sample solution used in the IIT may have certain influence on the numerical stability of the SBM in some cases. To alleviate these problems in the IIT, this paper proposes a new technique to evaluate the OIFs, which is based on the integration of the fundamental solution over the whole boundary. We have

\[ u(x_i) = \sum_{j=1}^{N} a_j G(x_i, s_j) - a_i \left[ \sum_{k=1}^{N} \frac{L_k}{L_i} G(x_i, s_k) \right] - \frac{\Theta(x_i)}{L_i} \]

\[ = \sum_{j \neq i} a_j G(x_i, s_j) + a_i \left[ G(x_i, s_i) - G(x_i, s_i) \right] + a_i \left[ \sum_{k \neq i} \frac{L_k}{L_i} G(x_i, s_k) - \sum_{k \neq i} \frac{L_i}{L_k} \frac{\Theta(x_i)}{L_i} \right], \] (2.11)

in which

\[ \Theta(x_i) = \int_{\Gamma} G(x_i, s) d\Gamma(s), \] (2.12)
and

\[ \sum_{k=1}^{N} \frac{L_k}{L_i} \cdot G(x_i, s_k) - \frac{\Theta(x_i)}{L_i} = 0, \tag{2.13} \]

where \( \Theta(x_i) \) denotes the accurate integration of the fundamental solution over the whole physical boundary and Eq. (2.13) is the discrete expression of Eq. (2.12) similar to Eq. (2.7). Thus

\[ \bar{u}_{ii} = \Theta(x_i) - \frac{\sum_{k \neq i}^{N} L_k}{L_i} \cdot G(x_i, s_k). \tag{2.14} \]

The above new formulation Eq. (2.14) avoids the calculation of the linear equations in the IIT. It is obvious that the key step in the implementation of the new method is to compute Eq. (2.12), which will be discussed in the next subsection.

### 2.3 Integration of the fundamental solution over the boundary

In this section, we consider the integration of the fundamental solution over several typical geometric boundaries.

**Case 1: Spherical surface**

Assume the boundary \( \Gamma \) is a spherical surface of radius \( R \) with the center at \((x_0^0, x_0^1, x_0^2)\). Then an arbitrary point on the sphere surface can be expressed in spherical coordinates as

\[ x = (R \sin \theta \cos \phi + x_0^0, R \sin \theta \sin \phi + x_0^1, R \cos \theta + x_0^2), \quad 0 \leq \theta < \pi, \quad 0 \leq \phi < 2\pi. \]

Because of the central symmetry of the sphere and the isotropy of the fundamental solution, the value of the integration \( \Theta(x_i) \) for all the collocation points on the boundary is the same. For the sake of simplicity, only the integration for the point \( x_0 = (x_0^0, x_0^1, x_0^2 + R) \) is calculated by

\[ \Theta(x_0) = \frac{1}{4\pi} \int_{0}^{2\pi} \int_{0}^{\pi} \frac{R^2 \sin(\theta)}{\sqrt{2R^2(1-\cos \theta)}} d\theta d\phi = R. \tag{2.15} \]

Then, we have

\[ \Theta(x) = R, \quad x \in \Gamma. \tag{2.16} \]

**Case 2: Cuboidal domain**

Consider a cuboidal domain \([a_{\text{min}}, a_{\text{max}}] \times [b_{\text{min}}, b_{\text{max}}] \times [c_{\text{min}}, c_{\text{max}}]\) with six piecewise smooth surfaces. For an arbitrary collocation point \( x_i = (x_{1i}, x_{2i}, x_{3i}) \), the integration over
the surface \( \{ (x_1, x_2, x_3) | a_{\text{min}} < x_1 < a_{\text{max}}, b_{\text{min}} < x_2 < b_{\text{max}}, x_3 = c_{\text{min}} \} \) is given by

\[
I(a_0, b_0) = \frac{1}{4\pi} \int_{b_0 = \min}^{b_0 = \max} \int_{a_0 = \min}^{a_0 = \max} \frac{1}{\sqrt{\sqrt{(a - a_0)^2 + (\beta - b_0)^2 + \gamma^2}} \, d\alpha \, d\beta}
\]

\[
= \frac{1}{4\pi} \left[ F(\alpha_{\text{max}}, \beta_{\text{max}}) + F(\alpha_{\text{min}}, \beta_{\text{min}}) - F(\alpha_{\text{max}}, \beta_{\text{min}}) - F(\alpha_{\text{min}}, \beta_{\text{max}}) \right], \tag{2.17}
\]

where \( \alpha_{\text{max}} = a_{\text{max}}, \alpha_{\text{min}} = a_{\text{min}}, \beta_{\text{max}} = b_{\text{max}}, \beta_{\text{min}} = b_{\text{min}}, \alpha_0 = x_1, \beta_0 = x_2, \gamma = c_{\text{min}} - x_3, \)

\[
F(\alpha, \beta) = \alpha \ln(\beta + d) + \beta \ln(a + d) - \gamma \tan \left( \frac{\alpha \beta}{\gamma d} \right), \quad d = \sqrt{a^2 + \beta^2 + \gamma^2},
\]

and

\[
\tilde{\alpha}_{\text{max}} = \alpha_{\text{max}} - \alpha_0, \quad \tilde{\alpha}_{\text{min}} = \alpha_{\text{min}} - \alpha_0, \quad \tilde{\beta}_{\text{max}} = \beta_{\text{max}} - \beta_0, \quad \tilde{\beta}_{\text{min}} = \beta_{\text{min}} - \beta_0.
\]

It is noted that the integrations over the other five surfaces can be analytically calculated through resetting the variables \( \tilde{\alpha}_{\text{max}}, \tilde{\alpha}_{\text{min}}, \tilde{\beta}_{\text{max}}, \tilde{\beta}_{\text{min}}, \alpha_0, \beta_0, \gamma \) in Eq. (2.17). Then, \( \Theta(x_i) \) is the sum of the values of the integration over each surface.

**Case 3: Cylindrical domain**

For a hollow cylinder with \( x_3 \)-axis as its central axis, the top and bottom surfaces are on \( x_3 = x_3^{\text{max}} \) and \( x_3 = x_3^{\text{min}} \), and the inner and outer radii are \( \rho_{\text{min}} \) and \( \rho_{\text{max}} \). Because the boundary is a rotate surface versus \( x_3 \)-axis, the value of the integration \( \Theta \) is the same for all the points on a circle in the plane perpendicular to \( x_3 \)-axis and with the center point on \( x_3 \)-axis. The point on boundary can be defined as

\[
x = (\rho \cos \theta, \rho \sin \theta, x_3),
\]

with \( x_{\text{min}} \leq x_3 \leq x_{\text{max}}, 0 \leq \theta < 2\pi \) and \( \rho = \rho_{\text{min}} \) or \( \rho_{\text{max}} \) on inner and outer surfaces, and \( \rho_{\text{min}} \leq \rho \leq \rho_{\text{max}}, 0 \leq \theta < 2\pi \) and \( x_3 = x_{\text{min}} \) or \( x_{\text{max}} \) on bottom and top surfaces. Consider a collocation point \( x_0 = (\rho_0, 0, x_0) \) on the boundary. The integration \( \Theta(x_0) \) over the whole boundary can be divided into the integration over four piece wise surfaces, respectively.

For the inner and outer surfaces, we consider the following integral form

\[
I_1(x_i) = \frac{1}{4\pi} \int_{-\pi}^{\pi} \int_{x_3^{\text{min}}}^{x_3^{\text{max}}} \tilde{\rho}/\sqrt{(\tilde{\rho} \cos \theta - \rho_0)^2 + (\tilde{\rho} \sin \theta - 0)^2 + (x_3 - x_0)^2} \, dx_3 \, d\theta
\]

\[
= \frac{1}{4\pi} \int_{-\pi}^{\pi} f_1(\theta, x_3^{\text{max}}) - f_1(\theta, x_3^{\text{min}}) \, d\theta
\]

\[
= I_1^{(1)}(x_i) - I_1^{(2)}(x_i), \tag{2.18}
\]

where

\[
I_1^{(1)}(x_i) = \frac{1}{2\pi} \int_{0}^{\pi} f_1(\theta, x_3^{\text{max}}) \, d\theta, \tag{2.19a}
\]

\[
I_1^{(2)}(x_i) = \frac{1}{2\pi} \int_{0}^{\pi} f_1(\theta, x_3^{\text{min}}) \, d\theta. \tag{2.19b}
\]
with $\bar{\rho} = \rho_{\min}$ on inner surface or $\bar{\rho} = \rho_{\max}$ on outer surface and

$$f_1(\theta, x_3) = \bar{\rho} \ln \left( x_3 - x_0 + \sqrt{\bar{\rho}^2 + \rho_0^2 - 2\bar{\rho}\rho_0 \cos \theta + (x_3 - x_0)^2} \right).$$

Because it is difficult to obtain the analytical values of $I_1^{(1)}(x_i)$ and $I_1^{(2)}(x_i)$, the numerical integrations are employed to evaluate their values. Note that the function $f_1(\theta, x_3^{\max})$ in Eq. (2.19a) is singular when $\rho_0 = \bar{\rho}$, $\theta = 0$ and $x_0 = x_{\max}$. To remove the singularity, we transform Eq. (2.19a) by

$$I_1^{(1)}(x_i) = \frac{1}{2\pi} \int_0^\pi f_1(\theta, x_3^{\max}) - f_2(\theta, x_3^{\max}) d\theta + \frac{1}{2\pi} \int_0^\pi f_2(\theta, x_3^{\max}) d\theta, \quad (2.20)$$

where

$$f_2(\theta, x_3) = \bar{\rho} \ln \left( x_3 - x_0 + \sqrt{(\bar{\rho} - \rho_0)^2 + \bar{\rho}\rho_0 \theta^2 + (x_3 - x_0)^2} \right),$$

and

$$\int_0^\pi f_2(\theta, x_3^{\max}) d\theta = \theta f_2(\theta, x_3^{\max})|_0^\pi - \sqrt{\frac{\bar{\rho}}{\rho_0}} \left[ F \left( \sqrt{b^2 + \bar{\rho}\rho_0 \theta^2}, x_3^{\max} \right) - F(b, x_3^{\max}) \right],$$

with

$$F(t, x_3) = \sqrt{t^2 - b^2} - a \ln \left( t + \sqrt{t^2 - b^2} \right) - \sqrt{a^2 - b^2} \ln \left( -2 \frac{b^2 + ta - \sqrt{(t^2 - b^2)(a^2 - b^2)}}{a + t} \right),$$

$$a = x_3 - x_0, \quad b = \sqrt{(\bar{\rho} - \rho_0)^2 + (x_3 - x_0)^2}.$$ 

It can be found that when $\theta$ approaches 0,

$$\lim_{\theta \to 0} \cos \theta = 1 - 0.5\theta^2, \quad (2.21)$$

that is

$$\lim_{\theta \to 0} [f_1(\theta, x_3^{\max}) - f_2(\theta, x_3^{\max})] = 0. \quad (2.22)$$

Thus there is no singularity for the integrand in the first term of the right side of the Eq. (2.20), which can be calculated through the Gauss quadrature

$$\int_0^\pi f_1(\theta, x_3^{\max}) - f_2(\theta, x_3^{\max}) d\theta = \frac{\pi}{2} \sum_{n=1}^{N_2} w_n \left[ f_1(\theta_n, x_3^{\max}) - f_2(\theta_n, x_3^{\max}) \right], \quad (2.23)$$

where $\theta_n = \frac{\pi}{2}(\kappa_n + 1)$, $\kappa_n$ and $w_n$ are the $n$th Gauss point and the $n$th weighted function, respectively.
Similarly, \( I_1^{(2)}(x_i) \) in Eq. (2.19b) can be calculated by

\[
I_1^{(2)}(x_i) = \frac{1}{2\pi} \int_{\theta_0}^{\pi} f_1(\theta, x_3^{\min}) - f_2(\theta, x_3^{\min})d\theta + \frac{1}{2\pi} \int_{\theta_0}^{\pi} f_2(\theta, x_3^{\min})d\theta \\
= \frac{1}{2\pi} \left\{ \pi \sum_{n=1}^{N_G} w_n \left[ f_1(\theta_n, x_3^{\min}) - f_2(\theta_n, x_3^{\min}) \right] \right. \\
+ \frac{\bar{\rho}}{\rho_0} \left[ F \left( \sqrt{b^2 + \bar{\rho}\rho_0\pi^2} x_3^{\min} \right) - F(b, x_3^{\min}) \right] \right\}.
\]

Then, we can obtain the integration over the inner or outer surface by substituting Eqs. (2.20) and (2.24) into Eq. (2.18).

Next, we consider the integration over the top and bottom surfaces as follows

\[
I_2(x_i) = \frac{1}{4\pi} \left[ \int_{\rho_{\min}}^{\rho_{\max}} \int_{x_{\min}}^{x_{\max}} \frac{g_1(x_1, x_2)}{\sqrt{\rho_{\max}^2 - x_1^2}} dx_2 dx_1 - \int_{\rho_{\min}}^{\rho_{\max}} \int_{x_{\min}}^{x_{\max}} \frac{g_3(x_1, x_2)}{\sqrt{\rho_{\min}^2 - x_1^2}} dx_2 dx_1 \right] \\
= i_2^{(1)} - i_2^{(2)} - \frac{1}{4\pi} \left[ g_3(x_1) \left| \frac{\rho_{\max}}{\rho_{\min}} - g_3(x_1) \right| \frac{\rho_{\max}}{\rho_{\min}} \right],
\]

where

\[
i_2^{(1)} = \frac{1}{2\pi} \left[ \int_{\rho_{\max}}^{\rho_{\max}} g_2(x_1, \rho_{\max}) dx_1 \right],
\]

\[
i_2^{(2)} = \frac{1}{2\pi} \left[ \int_{\rho_{\min}}^{\rho_{\min}} g_2(x_1, \rho_{\min}) dx_1 \right],
\]

\[
g_1(x_1, x_2) = 1/\sqrt{(x_1 - \rho_0)^2 + x_2^2 + (\xi_3 - x_0)^2},
\]

\[
g_3(x_1) = 2(\xi_3 - x_0)\text{arctan} \left( \frac{x_1 - \rho_0}{\xi_3 - x_0} \right) + (x_1 - \rho_0)\ln \left( (x_1 - \rho_0)^2 + (\xi_3 - x_0)^2 \right) - 2x_1,
\]

with \( \xi_3 = x_3^{\min} \) on the top surface or \( \xi_3 = x_3^{\max} \) on the bottom surface, and

\[
g_2(x_1, \rho) = \ln \left( \sqrt{\rho^2 - x_1^2} + \sqrt{\rho^2 - x_1^2 + (x_1 - \rho_0)^2 + (\xi_3 - x_0)^2} \right).
\]

To avoid the singularity of \( g_2(x_1, \rho) \), the transformation \( x_1 = \rho \cos \theta \) is applied to Eqs. (2.26a) and (2.26b) leading to

\[
i_2^{(1)} = \frac{1}{2\pi} \left[ \int_0^{\pi} g_4(\theta, \rho_{\max}) d\theta \right],
\]

\[
i_2^{(2)} = \frac{1}{2\pi} \left[ \int_0^{\pi} g_4(\theta, \rho_{\min}) d\theta \right],
\]
where
\[ g_4(\theta, \rho) = \rho \sin \theta \ln \left( \rho \sin \theta + \sqrt{\rho^2 + \rho_0^2 - 2\rho \rho_0 \cos \theta + (x_3 - x_0)^2} \right). \]

It is obvious that there is no singularity in \( g_4(\theta, \rho) \) for \( 0 \leq \theta \leq \pi \). The numerical integration \( I_2^{(1)} - I_2^{(2)} \) can be calculated by the Gauss quadrature as:
\[
I_2^{(1)} - I_2^{(2)} = \frac{1}{2\pi} \left[ \frac{\pi}{2} \sum_{n=1}^{N_G} w_n [g_4(\theta_n, \rho_{\max}) - g_4(\theta_n, \rho_{\min})] \right]. \tag{2.28}
\]

Then, the integration \( \Theta(x_0) \) can be determined by using Eqs. (2.18) and (2.25). Also, the values of the integration for the points \( x = (\rho_0 \cos \theta_0, \rho_0 \sin \theta_0) \), \(-\pi \leq \theta \leq \pi\) can be determined which are the same as \( \Theta(x_0) \).

**Case 4: Smooth surface of arbitrary shape**

Consider the problem domain surrounded by a second-order smooth surface which is represented by
\[
x = (X(\alpha, \beta), Y(\alpha, \beta), Z(\alpha, \beta)), \quad \alpha_{\min} \leq \alpha \leq \alpha_{\max}, \quad \beta_{\min} \leq \beta \leq \beta_{\max}.
\]

For a collocation point \( x_i = (X(\alpha_i, \beta_i), Y(\alpha_i, \beta_i), Z(\alpha_i, \beta_i)) \), we have
\[
\Theta(x_i) = \frac{1}{4\pi} \int_{\beta_{\min}}^{\beta_{\max}} \int_{\alpha_{\min}}^{\alpha_{\max}} f(\alpha, \beta) d\alpha d\beta, \tag{2.29}
\]
where
\[
f(\alpha, \beta) = \frac{h(\alpha, \beta)}{\sqrt{|X(\alpha, \beta) - X(\alpha_i, \beta_i)|^2 + |Y(\alpha, \beta) - Y(\alpha_i, \beta_i)|^2 + |Z(\alpha, \beta) - Z(\alpha_i, \beta_i)|^2}},
\]
with \( h(\alpha, \beta) = |(X_{,\alpha}, Y_{,\alpha}, Z_{,\alpha}) \times (X_{,\beta}, Y_{,\beta}, Z_{,\beta})| \), the Jacobian, \( (\ )_{,\alpha} \) is the derivative with respect to \( \alpha \), and \( \times \) denotes the symbol for cross product.

Because it is difficult to obtain the analytic integral value of Eq. (2.29), we focus on the numerical integration. Note that the function \( f(\alpha, \beta) \) will become singular when \( (\alpha, \beta) \) approaches \( (\alpha_i, \beta_i) \). In order to facilitate the calculation, we need to transform Eq. (2.29) into the integration in terms of a non-singular function. Firstly, we divided the integration into four parts as follows
\[
\Theta(x_i) = 1/4\pi [I_1 + I_2 + I_3 + I_4]
= \frac{1}{4\pi} \left[ \int_{\beta_{\min}}^{\beta_{\max}} \int_{\alpha_{\min}}^{\alpha_{\max}} f(\alpha, \beta) d\alpha d\beta + \int_{\beta_{\min}}^{\beta_{\max}} \int_{\alpha_{\min}}^{\alpha_i} f(\alpha, \beta) d\alpha d\beta
+ \int_{\beta_{\min}}^{\beta_i} \int_{\alpha_{\min}}^{\alpha_{\max}} f(\alpha, \beta) d\alpha d\beta + \int_{\beta_{\min}}^{\beta_{\max}} \int_{\alpha_{\min}}^{\alpha_i} f(\alpha, \beta) d\alpha d\beta \right]. \tag{2.30}
\]
Then, with the transform \( \alpha = \bar{\alpha}(\alpha_{\max} - \alpha_i) + \alpha_i \) and \( \beta = \bar{\beta}(\beta_{\max} - \beta_i) + \beta_i \), we have

\[
I_1 = \int_{\beta_i}^{\beta_{\max}} \int_{\alpha_i}^{\alpha_{\max}} f(\alpha, \beta) d\alpha d\beta = \int_0^1 \int_0^1 \bar{f}_1(\bar{\alpha}, \bar{\beta}) d\bar{\alpha} d\bar{\beta},
\]

in which

\[
\bar{f}_1(\bar{\alpha}, \bar{\beta}) = f(\bar{\alpha}(\alpha_{\max} - \alpha_i) + \alpha_i, \bar{\beta}(\beta_{\max} - \beta_i) + \beta_i) |_{I_\alpha I_\beta}, \quad I_\alpha = \alpha_{\max} - \alpha_i \quad \text{and} \quad I_\beta = \beta_{\max} - \beta_i.
\]

Next, we employ further transformation \( \alpha = \rho \cos \theta, \beta = \rho \sin \theta \) and get

\[
I_1 = \int_0^1 \int_0^{\bar{\alpha}} \bar{f}_1(\bar{\alpha}, \bar{\beta}) d\bar{\alpha} d\bar{\beta} + \int_0^1 \int_0^{\bar{\beta}} \bar{f}_1(\bar{\alpha}, \bar{\beta}) d\bar{\alpha} d\bar{\beta}
= \int_0^{\pi/4} \int_0^{1/\cos \theta} \bar{f}_1(\rho \cos \theta, \rho \sin \theta) \rho d\theta d\rho
+ \int_0^{\pi/4} \int_0^{1/\cos(\pi/2 - \theta)} \bar{f}_1(\rho \cos \theta, \rho \sin \theta) \rho d\theta d\rho.
\]

Note that when \((\alpha, \beta)\) approaches \((\alpha_i, \beta_i)\), the function \(f(\alpha, \beta)\) satisfies the following relationship

\[
\lim_{(\alpha, \beta) \to (\alpha_i, \beta_i)} f(\alpha, \beta) = \lim_{(\alpha, \beta) \to (\alpha_i, \beta_i)} \frac{h(\alpha_i, \beta_i)}{\sqrt{k_{11}(\alpha - \alpha_i)^2 + k_{12}(\alpha - \alpha_i)(\beta - \beta_i) + k_{22}(\beta - \beta_i)^2}}
\]

with

\[
k_{11} = [X_{\alpha}(\alpha_i, \beta_i)]^2 + [Y_{\alpha}(\alpha_i, \beta_i)]^2 + [Z_{\alpha}(\alpha_i, \beta_i)]^2,
\]

\[
k_{12} = 2[X_{\alpha}(\alpha_i, \beta_i)X_{\beta}(\alpha_i, \beta_i) + Y_{\alpha}(\alpha_i, \beta_i)Y_{\beta}(\alpha_i, \beta_i) + Z_{\alpha}(\alpha_i, \beta_i)Z_{\beta}(\alpha_i, \beta_i)],
\]

and

\[
k_{22} = [X_{\beta}(\alpha_i, \beta_i)]^2 + [Y_{\beta}(\alpha_i, \beta_i)]^2 + [Z_{\beta}(\alpha_i, \beta_i)]^2.
\]

Thus, when \((\alpha, \beta) \to (\alpha_i, \beta_i)\), that is, \(\rho \to 0\), we have

\[
\lim_{\rho \to 0} \bar{f}_1(\rho \cos \theta, \rho \sin \theta) \rho = \lim_{\rho \to 0} \frac{h(\alpha_i, \beta_i) |I_\alpha I_\beta| \rho}{\sqrt{k_{11}[I_\alpha \rho \cos \theta]^2 + k_{12}I_\alpha I_\beta \rho^2 \cos \theta \sin \theta + k_{22}[I_\beta \rho \sin \theta]^2}}
= \frac{h(\alpha_i, \beta_i) |I_\alpha I_\beta|}{\sqrt{k_{11}[I_\alpha \cos \theta]^2 + k_{12}I_\alpha I_\beta \cos \theta \sin \theta + k_{22}[I_\beta \sin \theta]^2}}.
\]

From Eq. (2.34), we can observe that the singularity of \(f(\alpha, \beta)\) is eliminated by the above transformation.
Then the integration $I_1$ is calculated by using Gauss quadrature as

$$I_1 = \sum_{n=1}^{N_G} w_n \frac{\pi}{8} \left( \sum_{m=1}^{N_G} w_m g_1(\rho_m, \beta_n) \frac{1}{2\cos \theta_n} \right)$$

$$+ \sum_{n=1}^{N_G} w_n \frac{\pi}{8} \left( \sum_{m=1}^{N_G} w_m g_1(\rho_m, \beta_n) \frac{1}{2\cos(\pi/2-\theta_n)} \right),$$

where

$$g_1(\rho, \theta) = f(\rho \cos(\theta) I_\alpha + \alpha_i + \rho \sin(\theta) I_\beta + \beta_i) |J_\alpha I_\beta| \rho, \quad \bar{\theta}_n = \frac{\pi}{8} + \kappa_n \frac{\pi}{8},$$

$$\beta_n = \frac{3\pi}{8} + \kappa_n \frac{\pi}{8}, \quad \bar{\theta}_n = \frac{1}{2} \left( \frac{1}{\cos \theta_n} + \frac{1}{\cos \bar{\theta}_n} \kappa_m \right),$$

$$\bar{\rho}_m = \frac{1}{2} \left[ \frac{1}{\cos(\pi/2-\theta_n)} + \frac{1}{\cos(\pi/2-\theta_n)} \kappa_m \right],$$

with $\kappa_m$ the $m$th the Gauss point, $w_m$ the weighted function, and $N_G$ the number of Gauss points.

Similarly, the remaining integration can be calculated by using the following transform

$$\alpha = \rho \cos(\theta) (\alpha_{\min} - \alpha_i) + \alpha_i, \quad \beta = \rho \sin(\theta) (\beta_{\max} - \beta_i) + \beta_i \quad \text{for } I_2,$$

$$\alpha = \rho \cos(\theta) (\alpha_{\min} - \alpha_i) + \alpha_i, \quad \beta = \rho \sin(\theta) (\beta_{\min} - \beta_i) + \beta_i \quad \text{for } I_3,$$

$$\alpha = \rho \cos(\theta) (\alpha_{\max} - \alpha_i) + \alpha_i, \quad \beta = \rho \sin(\theta) (\beta_{\min} - \beta_i) + \beta_i \quad \text{for } I_4,$$

which leads to a unified form

$$I_i = \int_0^{\pi/4} \int_0^{1/\cos \theta} f(\rho \cos(\theta) I_\alpha + \alpha_i + \rho \sin(\theta) I_\beta + \beta_i) |J_\alpha I_\beta| \rho d\rho d\theta$$

$$+ \int_{\pi/4}^{\pi/2} \int_0^{1/\cos(\pi/2-\theta)} f(\rho \cos(\theta) I_\alpha + \alpha_i + \rho \sin(\theta) I_\beta + \beta_i) |J_\alpha I_\beta| \rho d\rho d\theta, \quad (i=2,3,4),$$

with $J_\alpha = (\alpha_{\min} - \alpha_i), J_\beta = (\beta_{\max} - \beta_i)$ for $I_2$, $J_\alpha = (\alpha_{\min} - \alpha_i), J_\beta = (\beta_{\min} - \beta_i)$ for $I_3$, and $J_\alpha = (\alpha_{\max} - \alpha_i), J_\beta = (\beta_{\min} - \beta_i)$ for $I_4$. Then $I_2$, $I_3$ and $I_4$ can be calculated via the Gauss quadrature like Eq. (2.35).

Particularly, if $f(\alpha, \beta)$ is a periodic function in term of $\alpha$, i.e., $f(\alpha_{\min}, \beta) = f(\alpha_{\max}, \beta)$, the integration interval $[\alpha_{\min}, \alpha_{\max}]$ of Eq. (2.29) should be transformed into $[\alpha_i - ^{\alpha_{\max} - \alpha_{\min}}/2, \alpha_i + ^{\alpha_{\max} - \alpha_{\min}}/2]$ to avoid nearly-singular integration. Similarly, the similar transformation need to be applied for the variable $\beta$, if $f(\alpha, \beta)$ is a periodic function in term of $\beta$. 
3 Numerical results

In this section, four 3D examples are presented to illustrate the convergence, accuracy and flexibility of the proposed techniques to evaluate the OIFs in the SBM. The first two examples are concerned with spherical and cubic domains subject to discontinuous Dirichlet and mixed-type boundary conditions, respectively. The remaining two examples are involved with complicated-shaped domains subject to continuous boundary conditions. A comparison is made with the MFS, the SBM based on inverse interpolation technique (IIT SBM) [12], and the BEM to assess the validity of the present SBM. In the MFS, we use the following formula to obtain the source points:

\[ s_i = x_i^b + d n^b, \]

where \( x_i^b \) is the point chosen from the boundary, \( n^b \) represents the unit outward normal at \( x_i^b \) and \( d > 0 \) denotes the distance between the source points and the physical boundary. It is worth noting that the location of the source points usually affects the accuracy of the MFS. Recently, some new studies suggest how to place the source points, and the interested readers are referred to [24–27]. In the BEM, the direct formulation introduced in [28] is adopted and the integrations of the fundamental solution and its normal gradient over each element are calculated through 9-point Gauss quadrature. To assess the accuracy of the present method, the following average relative error is defined by

\[ Rerr = \sqrt{\frac{\sum_{k=1}^{nt} \left[ \xi(x_k) - \tilde{\xi}(x_k) \right]^2}{\sum_{k=1}^{nt} \xi^2(x_k)}}, \quad \xi = \left\{ u, \frac{\partial u}{\partial x_i} \right\}, \quad \text{(3.1)} \]

where \( \xi(x_k) \) and \( \tilde{\xi}(x_k) \) are exact and numerical results at the test point \( x_k \), respectively, and \( nt \) denotes the number of test points. The implementation uses Matlab R2007a on a single Intel Core(TM) processor running at 2.1GHz with 2MB L2 cache of a dual CPU workstation having a total of 2GB DDR2 memory.

3.1 Spherical domain case

The first example considers a spherical domain of radius 1 centered at the origin. The discontinuous Dirichlet boundary conditions

\[ \bar{u} = \begin{cases} 0, & x_3 > 0, \\ 1, & x_3 \leq 0, \end{cases} \quad x \in \Gamma, \]

is imposed on the whole boundary. The corresponding analytical solution in spherical coordinates with \((x_1, x_2, x_3) = (r \sin(\theta) \cos(\phi), r \sin(\theta) \sin(\phi), r \cos(\theta))\), \(0 \leq \theta \leq \pi, 0 \leq \phi \leq 2\pi\) is given by

\[ u(r, \theta) = \sum_{n=0}^{\infty} A_n r^n P_n(\cos(\theta)), \]
where \( P_n \) is the \( n \)th Legendre polynomial, \( A_0 = 0.5, A_1 = -0.75 \) and

\[
A_n = \frac{a_{n+1} - b_{n+1} - a_{n-1} + b_{n-1}}{2}, \quad (n = 2, 3, \cdots),
\]

with

\[
b_n = (-1)^n, \quad a_n = \begin{cases} 0, & n = 1, 3, 5, 7, \cdots, \\ (-1)^{n/2}n! & n = 0, 2, 4, 6, \cdots. \end{cases}
\]

The sketch distribution of 400 source points on the boundary surface is shown in Fig. 2. To show the numerical solution accuracy, 100 test points are chosen from the surface of a sphere of radius 0.7 with center at origin.

Fig. 3 shows the average relative errors by the BEM, MFS and SBM. It can be seen that the MFS with \( d = 0.5 \) performs better than the other methods. But the MFS results in undesirable or unstable numerical solutions when the source points are distributed near, i.e., \( d = 0.05 \), or far, i.e., \( d = 1 \), from the physical boundary. Thus the accuracy and stability of the MFS are strongly influenced by the location of the auxiliary boundary. It is noted that the MFS even with the appropriate auxiliary boundary has no obvious advantages over the present SBM. This indicates that the present method is more suitable than the MFS for this discontinuous boundary condition problem.

Furthermore, we can observe that the SBM using the IIT and the proposed technique for OIFs results in the similar accuracy of solutions. The condition numbers of the linear systems generated by the BEM, MFS and SBM are plotted in Fig. 4. It is noted that the condition numbers of the BEM and the SBMs are in the same order of magnitude and are clearly smaller than that of the MFS with the same number of the source points. This
shows good stability of the present SBM scheme. Particularly, the largest condition number of the MFS with \( d = 1 \) illustrates that its influence matrix is ill-conditioned and gives rise to the instable solution. The CPU time by the BEM, MFS and SBM is listed in Table 1. It can be found that the present SBM for this problem uses less time than the other methods with the same number of source points.

### 3.2 Cubic domain case

This section investigates on a problem in a cubic domain covering \( 0 \leq x_1, x_2, x_3 \leq 1 \). The following mixed boundary conditions are prescribed on the boundary

\[
\begin{align*}
  u(1, x_2, x_3) &= 1.5 + x_2 x_3, \\
  u(x_1, 1, x_3) &= 3 + x_1 x_3, \\
  u(x_1, x_2, 1) &= 2 + x_1 x_2, \\
  q(0, x_2, x_3) &= q(x_1, 0, x_3) = q(x_1, x_2, 0) = 0.
\end{align*}
\]
Table 1: CPU time used by the BEM, MFS and SBM for spherical domain problem (in seconds).

<table>
<thead>
<tr>
<th>N</th>
<th>BEM</th>
<th>MFS (d = 0.5)</th>
<th>IIT SBM</th>
<th>Present SBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.25</td>
<td>0.046</td>
<td>0.061</td>
<td>0.046</td>
</tr>
<tr>
<td>400</td>
<td>1.50</td>
<td>0.128</td>
<td>0.243</td>
<td>0.131</td>
</tr>
<tr>
<td>900</td>
<td>6.32</td>
<td>0.488</td>
<td>1.168</td>
<td>0.447</td>
</tr>
<tr>
<td>1600</td>
<td>18.81</td>
<td>1.654</td>
<td>3.717</td>
<td>1.400</td>
</tr>
<tr>
<td>2500</td>
<td>44.78</td>
<td>4.717</td>
<td>10.27</td>
<td>3.726</td>
</tr>
</tbody>
</table>

An analytical solution is available as follows

\[ u(x) = u_1 + u_2 + u_3, \]

where

\[ u_1 = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{ij} \cosh \left( \sqrt{k_i^2 + k_j^2} \right) \cos(k_i x_2) \cos(k_j x_3), \]

\[ u_2 = \sum_{m=0}^{\infty} \sum_{l=0}^{\infty} b_{ml} \cosh \left( \sqrt{g_m^2 + g_l^2} \right) \cos(g_m x_1) \cos(g_l x_3), \]

\[ u_3 = \sum_{t=0}^{\infty} \sum_{p=0}^{\infty} c_{tp} \cosh \left( \sqrt{h_t^2 + h_p^2} \right) \cos(h_t x_1) \cos(h_p x_2), \]

with

\[ k_i = (i+0.5) \pi, \quad a_{ij} = 4 \left[ 1.5 \left( -1 \right)^{i+j} \frac{1}{k_i k_j} + \left( -1 \right)^i \frac{1}{k_i} - \left( -1 \right)^j \frac{1}{k_j} \right] \frac{1}{\cosh \left( \sqrt{k_i^2 + k_j^2} \right)}, \]

\[ g_m = (m+0.5) \pi, \quad b_{ml} = 4 \left[ 3 \left( -1 \right)^{m+l} \frac{1}{g_m g_l} + \left( -1 \right)^m \frac{1}{g_m} - \left( -1 \right)^l \frac{1}{g_l} \right] \frac{1}{\cosh \left( \sqrt{g_m^2 + g_l^2} \right)}, \]

\[ h_t = (t+0.5) \pi, \quad c_{tp} = 4 \left[ 2 \left( -1 \right)^{t+p} \frac{1}{h_t h_p} + \left( -1 \right)^t \frac{1}{h_t} - \left( -1 \right)^p \frac{1}{h_p} \right] \frac{1}{\cosh \left( \sqrt{h_t^2 + h_p^2} \right)}. \]

The source points are uniformly distributed on the boundary surface. 100 test points are chosen from the surface of a sphere with radius 0.475 centered at (0.5, 0.5, 0.5).

Fig. 5 illustrates the average relative errors versus number of boundary nodes. It can be seen that the MFS with \( d = 0.05 \) has larger error than the one with \( d = 0.5 \). Moreover, the MFS results with \( d = 1 \) appears not stable. Once again, we see that the location of the auxiliary boundary is vital to accuracy and stability of the MFS solutions. From Fig. 5 we also notice that the SBM with the IIT has a little better accuracy than the SBM with the proposed technique for OIFs when the number of boundary source nodes \( N \) is less than 2400, but it becomes a little worse when \( N \) reaches 2400. This indicates that the proposed technique performs more stable and accurate than the IIT for large scale problems.

The CPU time by the BEM, the MFS and the SBM is provided in Table 2. It can be seen that the present SBM scheme consumes more time than the MFS but appears more
efficient than the SBM with the IIT and the BEM using the same number of the boundary nodes.

3.3 Bean-shaped domain case

This case is concerned with a bean-shaped domain [14] having the surface as shown in Fig. 6

$$\frac{x_1^2}{0.64 \left(1 - 0.1 \cos \left(\frac{\pi x_1}{R}\right)\right)} + \frac{\left(x_2 + 0.3 \cos \left(\frac{\pi x_2}{R}\right)\right)^2}{0.64 \left(1 - 0.4 \cos \left(\frac{\pi x_2}{R}\right)\right)} + x_3 = R^2,$$

where $R = 1$. The analytical solution is

$$u(x) = \exp \left(\sqrt{2} x_3 \right) \cos(x_1) \sin(x_2) + 2x_1 + 2x_2 + 2x_3 + 1. \quad (3.2)$$

Unlike the previous two examples, the integration of fundamental solution over the whole boundary cannot be analytically computed in this case. Therefore, the method presented in case 4 of Section 2.3 is employed. The number of the Gauss points in Eq. (2.35) is

<table>
<thead>
<tr>
<th>N</th>
<th>BEM</th>
<th>MFS ($d=0.5$)</th>
<th>IIT SBM</th>
<th>Present SBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>2.634</td>
<td>2.445</td>
<td>2.429</td>
<td>2.411</td>
</tr>
<tr>
<td>384</td>
<td>4.458</td>
<td>2.677</td>
<td>2.782</td>
<td>2.763</td>
</tr>
<tr>
<td>864</td>
<td>10.012</td>
<td>3.195</td>
<td>3.757</td>
<td>3.533</td>
</tr>
<tr>
<td>1536</td>
<td>23.452</td>
<td>4.628</td>
<td>6.734</td>
<td>5.768</td>
</tr>
<tr>
<td>2400</td>
<td>50.390</td>
<td>8.132</td>
<td>13.893</td>
<td>10.697</td>
</tr>
</tbody>
</table>

Figure 5: Average relative errors by BEM, MFS, SBM for a cubic domain problem.
set to be $N_G = 10$. The sketch distribution of 400 source points on the boundary is shown in Fig. 6. 100 evenly distributed test points are chosen on the circle ($x_3 = 0$) with radius of 0.4 centered at $(0, -0.3)$.

Figs. 7(a)-(d) display the curves of relative average errors of $u$ and $\partial u / \partial x_i$ ($i = 1, 2, 3$) by the MFS, the SBM and the BEM. It can be seen that the MFS with $d = 0.5$ which is valid in the previous two examples converges quickly when the number of boundary nodes $N$ is small but becomes unstable when $N$ is over 1600. Thus, the location of the appropriate auxiliary boundaries depends on the practical problems of interest, which limits its applicability for the practical engineering problems. It can be observed from Figs. 7 that the SBM with the proposed technique and the IIT obtains similarly accurate results. Table 3 provides the CPU time. It is noted that the present SBM formulation needs more time than the MFS but obviously use less time than the BEM. Furthermore, the proposed technique for OIFs uses less time than the IIT in the SBM when the number of the boundary nodes is over 900. This indicates the validity of the present method.

### 3.4 Complicated domain cases

To further verify the capability of the present SBM formulation in solving the complicated domain problems, $L$-shaped, toroidal and hollow circular cylindrical [12] domains are considered.

<table>
<thead>
<tr>
<th>$N$</th>
<th>BEM</th>
<th>MFS ($d = 0.5$)</th>
<th>IIT SM</th>
<th>Present SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.439</td>
<td>0.0623</td>
<td>0.0730</td>
<td>0.174</td>
</tr>
<tr>
<td>400</td>
<td>2.406</td>
<td>0.271</td>
<td>0.386</td>
<td>0.627</td>
</tr>
<tr>
<td>900</td>
<td>8.672</td>
<td>0.833</td>
<td>1.446</td>
<td>1.571</td>
</tr>
<tr>
<td>1600</td>
<td>23.449</td>
<td>2.254</td>
<td>4.331</td>
<td>3.438</td>
</tr>
<tr>
<td>2500</td>
<td>54.005</td>
<td>5.663</td>
<td>11.261</td>
<td>7.031</td>
</tr>
</tbody>
</table>
The $L$-shaped domain is given by $\Omega^{(1)} = \Omega_1 \cup \Omega_2$, where $\Omega_1 = [0,1] \times [0,0.5] \times [0,0.5]$ and $\Omega_2 = [0,0.5] \times [0.5,1] \times [0,0.5]$. The toroidal and hollow circular cylindrical domains are respectively represented by

$$\Omega^{(2)} = \{ \mathbf{x} = (f(\phi)\cos\theta, f(\phi)\sin\theta, \rho \sin\phi) \mid f(\phi) = 4 + \rho \cos\phi, 0 \leq \theta, \phi < 2\pi, 0 \leq \rho \leq 1 \},$$

and

$$\Omega^{(3)} = \{ \mathbf{x} = (\rho \cos\theta, \rho \sin\theta, x_3) \mid 1 \leq \rho \leq 2, 0 \leq \theta < 2\pi, -2 \leq x_3 \leq 2 \}.$$

The analytical solutions of the three cases are function (3.2). The Dirichlet boundary conditions are prescribed on the whole boundaries of the $L$-shaped and toroidal domains,
and the mix-type boundary conditions are imposed on the boundary of hollow circular cylindrical domain with the Neumann boundary conditions prescribed on the upper and lower surfaces and the Dirichlet boundary conditions specified on the rest of the boundary. The methods presented in cases 2, 3 and 4 of Section 2.3 are used to calculate the integration of the fundamental solution over the boundaries of L-shaped, hollow circular cylindrical and toroidal domains, respectively. The numbers of the Gauss points are set to be $N_G = 18$ for case 3 and $N_G = 10$ for case 4. To assess the convergence rate of the present method, the following formulations [14] are considered

$$C = -2 \frac{\ln(\text{Error}(N_1)) - \ln(\text{Error}(N_2))}{\ln(N_1) - \ln(N_2)},$$

where Error$(N_1)$ and Error$(N_2)$ represent the errors ($Rerr(\xi)$) of the present SBM with $N_1$ and $N_2$ boundary nodes.

Figs. 8(a)-(c) display the distribution of the source points on the surface of the three different geometries of interest. 100 test points are chosen from the surface of a sphere of radius 0.2 centered at $(0.25, 0.25, 0.25)$ for the L-shaped domain, and 100 points from two different circles on the plane $x_3 = 0$ with the same centers at origin having radius 4 and 1.6 for the toroidal and hollow circular cylindrical domains, respectively. Figs. 9(a)-(c) plot the convergence curve of $u$ and $\partial u / \partial x_i$ of the present SBM for the three different problems. It can be observed that the convergence rates of the present SBM for the three problems are around 2 which implies that the present method is robust for the complex-shaped problems.

4 Conclusions

The SBM is a recently developed boundary-type strong-form meshless method which approximates the solution of the problem by the combination of the fundamental solutions and introduces the concept of OIFs to avoid the singularities at origins. In the standard SBM formulation, the OIFs on Neumann boundary can be efficiently derived
by a subtracting and adding-back technique, but the calculation of the OIFs on Dirichlet boundary is more complicated and time-consuming.

This study presents a new formula for the OIFs on three-dimensional Dirichlet boundary. The technique adopts the subtracting and adding-back technique based on the integration of the fundamental solution over the whole boundary. The proposed formulation remedies the major drawbacks in the standard inverse interpolation technique. The numerical experiments demonstrate that the present SBM formulation has quadratic convergence rate. In addition, the comparison with the MFS, BEM and the standard SBM based on IIT shows that the present method is accurate, stable and efficient.

Appendix

A Detailed derivation of Eq. (2.7)

The null-field of the boundary integral equation (BIE) based on the direct method is given by

\[ \int_{\Gamma} \frac{\partial G^{(e)}(x_m, s)}{\partial n_s} u^L \left[ \frac{\partial u^L}{\partial n_s} G^{(e)}(x_m, s) \right] d\Gamma(s) = 0, \quad x_m \in \Omega^{(e)}, \]  

(A.1)

where the superscript \((e)\) denotes the exterior domain, \(G^{(e)}(x_m, s)\) is the fundamental solution for the potential problem in exterior domain, \(s\) represents the source point on the boundary, and \(x_m\) denotes the field point in the exterior domain. Let \(u^L = 1\), we can rewrite Eq. (A.1) as follows

\[ \int_{\Gamma} \frac{\partial G^{(e)}(x_m, s)}{\partial n_s} d\Gamma(s) = 0. \]  

(A.2)
When $x_m$ approaches the boundary, we discretize the Eq. (A.2) by

$$\int_{\Gamma} \frac{\partial G^{(e)}(x_m, s)}{\partial n_s} d\Gamma(s) = \sum_{j=1}^{N} \int_{\Gamma_j} \frac{\partial G^{(e)}(x_m, s)}{\partial n_s} d\Gamma_j(s) \approx \sum_{j=1}^{N} L_j \frac{\partial G^{(e)}(x_m, s_j)}{\partial n_s} = 0, \quad (A.3)$$

where $L_j$ denotes the area of the curved surface containing $s_j$, as shown in Fig. 1. Then, we have

$$\sum_{j=1}^{N} L_j L_m \frac{\partial G^{(e)}(x_m, s_j)}{\partial n_s} = 0.$$
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