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A. Karageorghis\textsuperscript{1,\,*}, D. Lesnic\textsuperscript{2} and L. Marin\textsuperscript{3}

\textsuperscript{1} Department of Mathematics and Statistics, University of Cyprus, P.O. Box 20537, 1678 Nicosia, Cyprus
\textsuperscript{2} Department of Applied Mathematics, University of Leeds, Leeds LS2 9JT, UK
\textsuperscript{3} Department of Mathematics, Faculty of Mathematics and Computer Science, University of Bucharest, 14 Academiei, 010014 Bucharest, and Institute of Mathematical Statistics and Applied Mathematics, Romanian Academy, 13 Calea 13 Septembrie, 050711 Bucharest, Romania

Received 6 November 2016; Accepted (in revised version) 8 May 2017

Abstract. We study the numerical identification of an unknown portion of the boundary on which either the Dirichlet or the Neumann condition is provided from the knowledge of Cauchy data on the remaining, accessible and known part of the boundary of a two-dimensional domain, for problems governed by Helmholtz-type equations. This inverse geometric problem is solved using the plane waves method (PWM) in conjunction with the Tikhonov regularization method. The value for the regularization parameter is chosen according to Hansen’s L-curve criterion. The stability, convergence, accuracy and efficiency of the proposed method are investigated by considering several examples.
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1 Introduction

The Helmholtz and modified Helmholtz equations are related to various physical applications in science and engineering. More specifically, these equations are used to describe the Debye-Hückel equation [15], the scattering of a wave [17], the linearization of the Boltzmann equation [35], the vibration of a structure [6], the acoustic cavity problem [12], the radiation wave [19] and the steady-state heat conduction in fins [33]. In
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general, we assume the knowledge of the geometry of the domain of interest, the boundary conditions on the entire boundary of the solution domain and the so-called wave parameter, $\kappa$, and this gives rise to direct/forward problems for Helmholtz-type equations, which have been extensively studied both mathematically and numerically, e.g., [24,34]. When one or more of the above conditions for solving the direct problem associated with Helmholtz-type equations are partially or entirely unknown, then an inverse problem may be formulated to determine the unknowns from additional responses.

Traditional numerical methods, in conjunction with an appropriately chosen regularization/stabilization method, have been employed to solve inverse problems associated with Helmholtz-type equations, such as the finite-difference method (FDM) [4,5], the finite element method (FEM) [25,26] and the boundary element method (BEM) [39,40], respectively. Both the FDM and the FEM require the discretization of the domain of interest which is time consuming and tedious, especially for complicated geometries. On the other hand, while the BEM is a boundary discretization method and hence reduces the dimensionality of the problem by one, however it requires the evaluation of singular integrals involving the fundamental solution and its normal derivative and the corresponding BEM matrices are fully populated.

An alternative to these traditional numerical methods are the so-called meshless methods which have been used extensively in the last two decades for retrieving accurate, stable and convergent numerical solutions to inverse problems for Helmholtz-type equations. The advantages of meshless methods are the ease with which they can be implemented, in particular for problems in complex geometries, their low computational cost and the fact that, in general, they are exempted from integrations that may become cumbersome, especially in three dimensions. Such methods include the boundary particle method (BPM) [13], the singular boundary method (SBM) [14], the method of fundamental solutions (MFS) [16], the boundary knot method (BKM) [23], Kansa’s method [28], etc.

The plane waves method (PWM) is a meshless Trefftz method applicable to the solution of boundary value problems governed by the Helmholtz or modified Helmholtz equation, [1,2,44], see also [20, Section 11.1.3]. The PWM has since been applied to the modified Helmholtz equation in [36], for the calculation of the eigenfrequencies of the Laplace operator in [3] and for the solution of inverse problems of Cauchy type in [22]. More recently, it was applied to the solution of direct axisymmetric Helmholtz problems in [29].

The PWM is closely related to another meshless Trefftz method, the method of fundamental solutions (MFS) [16] which has in recent years become very popular for the solution of inverse problems [31,32]. The reason for this popularity is due to the fact that it is meshless and of boundary type, hence the MFS is easy to implement for problems in complex geometries in two and three dimensions. These properties are shared by the PWM which was shown to be an asymptotic version of the MFS in [2]. Moreover, the PWM has a considerable advantage over the MFS as it does not require an external pseudo-boundary on which the sources are to be placed. The location of this pseudo-
boundary has been a major issue in the application of the MFS [11].

The PWM has apparently never been applied to inverse geometric problems (see [32]) and in this study, we investigate its application to a particular class of such inverse problems, namely boundary identification problems. For Helmholtz-type equations such problems have been solved using the BEM in [37] and the MFS in [7, 38]. The paper is organized as follows. In Section 2 we present the inverse geometric problem under investigation. The numerical method employed for the approximate solution of the problem, namely the PWM, and the Tikhonov regularization method are described in Section 3. Five examples are considered and thoroughly investigated in Section 4. Finally, some concluding remarks and ideas for future work are presented in Section 5.

2 The problem

We consider the inverse geometric boundary value problem given by

\[ \Delta u + \kappa^2 u = 0 \quad \text{in } \Omega, \tag{2.1} \]

where \( \kappa \in \mathbb{C}^* \) is given, subject to the Cauchy boundary conditions

\[ u = g_1 \quad \text{and} \quad \frac{\partial u}{\partial n} = g_2 \quad \text{on } \partial \Omega_1, \tag{2.2} \]

and the Robin boundary condition

\[ \alpha u + \beta \frac{\partial u}{\partial n} = g_3 \quad \text{on } \partial \Omega_2, \tag{2.3} \]

where \( \Omega \) is a simply-connected bounded domain in \( \mathbb{R}^2 \) with smooth or piecewise smooth boundary \( \partial \Omega \) partitioned into two disjoint parts \( \partial \Omega_1 \) (known) and \( \partial \Omega_2 \) (unknown), and \( g_1, g_2, g_3 \) are given functions. In (2.2) and (2.3), \( \partial / \partial n \) is the partial derivative along the outward normal unit vector \( n = (n_x, n_y) \) to the boundary at the point \((x, y)\), and \( \alpha \) and \( \beta \) are given coefficients satisfying \( \alpha \beta \geq 0 \). A Dirichlet or Neumann boundary condition in (2.3) is obtained if \( \alpha = 1, \beta = 0 \) or \( \alpha = 0, \beta = 1 \), respectively. If \( \kappa \) is real and positive representing the wave number, then equation (2.1) becomes the Helmholtz equation in acoustic scattering, whilst if \( \kappa = i\lambda \) with \( i = \sqrt{-1} \) and \( \lambda \) real and positive representing a heat transfer coefficient, then equation (2.1) becomes the modified Helmholtz equation governing heat conduction in fins.

In problem (2.1)-(2.3) the goal is to determine \( u \) as well as the boundary \( \partial \Omega_2 \). This portion of the boundary is presumed damaged due to a possible corrosion attack and the corrosion coefficient \( \gamma := \beta / \alpha \) is also known as the impedance coefficient. Physically, in general we have that in (2.3), \( g_3 = 0 \). Uniqueness of solution \((u, \partial \Omega_2)\) satisfying (2.1), (2.2) and (2.3) holds [21] in the case of a perfectly conducting boundary \((\alpha = 1, \beta = 0, g_3 = 0)\) on which

\[ u = 0 \quad \text{on } \partial \Omega_2, \tag{2.4} \]
or an insulated boundary \((\alpha = 0, \beta = 1, g_3 = 0)\) on which

\[ \frac{\partial u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega_2, \quad (2.5) \]

provided that \(g_2 \neq 0\) (or \(g_1 \neq \text{constant}\)). In the case of a homogeneous Robin boundary condition

\[ u + \gamma \frac{\partial u}{\partial n} = 0 \quad \text{on} \quad \partial \Omega_2, \quad (2.6) \]

there exist counterexamples, [7], for which uniqueness of solution fails.

Prior to this paper, the inverse geometric problem (2.1)-(2.3) has been solved using the BEM in [37] and the MFS in [38], and it is the purpose of this study to develop the PWM for solving the same problem. In addition, we make a comparison between the MFS and the PWM and also investigate a physical example with \(g_3 = 0\).

### 3 The plane waves method

In the PWM [2], we approximate the solution \(u\) of boundary value problem (2.1)-(2.3) by a linear combination of plane waves

\[ u_L(x) = \sum_{\ell=1}^{L} a_\ell e^{i\kappa d_\ell \cdot x}, \quad x = (x,y) \in \overline{\Omega}. \quad (3.1) \]

The justification of the PWM approximation (3.1) is based on the fact that the span of the set of plane wave functions \(\{e^{i\kappa d \cdot x} | d = (\cos \varphi, \sin \varphi), \varphi \in [0, 2\pi)\}\) is dense, in the \(L^2(\Omega)\)-norm, in the set of functions satisfying Eq. (2.1), see [10]. In (3.1), the vectors \(d_\ell\) are unitary direction vectors with distinct directions and, clearly, each plane wave in the above expansion satisfies the Helmholtz equation (2.1). As a result, in order to determine the unknown complex coefficients \(\{a_\ell\}_{\ell=1}^{L}\) we only need to satisfy the boundary conditions of the boundary value problem in question, in our case (2.2) and (2.3). Density results regarding approximation (3.1) may be found in [2] where it is also shown that the PWM may be viewed as an asymptotic version of the MFS.

In the PWM we select \(M+1\) uniformly distributed boundary collocation points on \(\partial \Omega_1\) and \(N-1\) uniformly distributed boundary collocation points on \(\partial \Omega_2\). In particular, if the domain \(\Omega = \{(r(\theta), \theta) | \theta \in [0, 2\pi)\}\) is a star-like domain, we choose the boundary points on \(\partial \Omega_1\) to be, in polar coordinates,

\[ x_m = r_m(\cos \theta_m, \sin \theta_m), \quad \theta_m = \frac{(m-1)\pi}{M}, \quad m = 1, \ldots, M+1, \quad (3.2) \]

while the boundary collocation points on \(\partial \Omega_2\) are

\[ x_{M+1+j} = r_{M+1+j}(\cos \theta_j, \sin \theta_j), \quad \theta_j = \pi + \frac{j\pi}{N}, \quad j = 1, \ldots, N-1, \quad (3.3) \]
where
\[ r_m = r(\theta_m), \quad m = 1, \ldots, M+1, \] (3.4)
and
\[ r_{M+1+j} = r(\theta_j), \quad j = 1, \ldots, N-1. \] (3.5)

Moreover, we choose the \( L \) unitary direction vectors to be
\[ d_\ell = (\cos \varphi_\ell, \sin \varphi_\ell), \quad \varphi_\ell = \frac{2(\ell-1)\pi}{L}, \quad \ell = 1, \ldots, L. \] (3.6)

Clearly, there could be other choices for the \( L \) unitary direction vectors \( d_\ell, \ell = 1, \ldots, L \).

The proposed choice given in (3.6) is the simplest such choice guaranteeing the distinct directions of these vectors and, moreover, it provides a uniform distribution of the plane waves directions in the PWM (see [2]).

### 3.1 Implementational details

In the PWM described above we have a total of \( 2L + N - 1 \) unknowns consisting of the \( 2L \) unknown coefficients \( a = \{ a_\ell = \alpha_\ell + i\beta_\ell \}_{\ell=1}^L \), as well as the \( N - 1 \) unknown positive radii values \( r = \{ r_{M+1+j} \}_{j=1}^{N-1} \). These are determined by imposing the boundary conditions (2.2) and (2.3). By imposing boundary conditions (2.2) at the \( M+1 \) points (3.2) we obtain \( 4(M+1) \) equations (taking real and imaginary parts) and by imposing boundary condition (2.3) at the \( N-1 \) points (3.3) we obtain a further \( 2(N-1) \) equations. Thus, the total number of equations is \( 4M + 2N + 2 \) and for a determined or over-determined situation we therefore need to have \( 4M + N \geq 2L - 3 \). The imposition of the boundary conditions (2.2) and (2.3) is achieved by minimizing the regularized non-linear least-squares functional

\[
\mathcal{F}(a, r) = \sum_{m=1}^{M+1} u_L(x_m) - g_1(x_m) + 2 \sum_{m=1}^{M+1} \left| \frac{\partial u_L(x_m)}{\partial n} - g_2(x_m) \right|^2 + \sum_{j=1}^{N-1} \left| a u_L(x_{M+1+j}) + \beta \frac{\partial u_L(x_{M+1+j})}{\partial n} - g_3(x_{M+1+j}) \right|^2 + \lambda_1 \sum_{\ell=1}^L |a_\ell|^2 + \lambda_2 \sum_{j=2}^{N-1} (r_{M+1+j} - r_{M+1+j-1})^2, \tag{3.7}
\]

where \( \lambda_1, \lambda_2 \geq 0 \) are regularization parameters and \( |\cdot| \) denotes the modulus of a complex number.

**Remark 3.1.** (i) The normal derivative flux data in (2.2) comes from practical measurement which is inherently contaminated with noisy errors, and therefore we replace \( g_2 \) by \( g^\varepsilon_2 \) given by

\[
g^\varepsilon_2(x_m) = (1 + \rho_m p) g_2(x_m), \quad m = 1, (M+1), \tag{3.8}
\]
where \( p \) represents the percentage of noise and \( \rho_j \) is a pseudo-random noisy variable drawn from a uniform distribution in \([-1,1]\) using the MATLAB\textsuperscript{©} command \(-1+2\times\text{rand}(1,M+1)\).

(ii) In (3.7), the outward normal vector \( n \) is defined as follows:

\[
n(\theta) = \frac{1}{\sqrt{r^2(\theta) + r'(\theta)^2}} \left[ (r'(\theta) \sin \theta + r(\theta) \cos \theta) i - (r'(\theta) \cos \theta - r(\theta) \sin \theta) j \right], \quad (3.9)
\]

where \( i = (1,0) \) and \( j = (0,1) \). In (3.9), we use the finite-difference approximation

\[
r'(\theta_i) \approx \frac{r_{i+1} - r_{i-1}}{2\pi/N}, \quad i = M+2, M+N,
\]

with the convention that \( r_{M+N+1} = r_1 \).

(iii) The last term in (3.7) imposes a \( C^1 \)-smoothness constraint on the unknown boundary \( \partial \Omega_2 \). In previous studies, [8, 30], we imposed a \( C^0 \)-continuity constraint for similar shape detection problems, but, after extensive experimentation, found that the results with the higher-order \( C^1 \)-smoothness are more accurate. Of course, to impose the correct degree of smoothness requires \textit{a priori} knowledge about the regularity of the unknown boundary, e.g., if it is known that \( \partial \Omega_2 \) has corners, then a total variation constraint, [9], would be more appropriate. Finally, it should be noted that in the absence of such a \textit{a priori} information on the smoothness of the unknown boundary, one does not need to penalise it, but instead needs to stop the iteration process at an appropriate threshold. More details regarding general optimisation for nonlinear and ill-posed problems can be found in [27].

(iv) The minimization of functional (3.7) is carried out using the MATLAB\textsuperscript{©} optimization toolbox routine \texttt{lsqnonlin} which solves nonlinear least squares problems. The routine \texttt{lsqnonlin} does not require the user to provide the gradient and, in addition, it offers the option of imposing lower and upper bounds on the elements of the vector of unknowns \((a,r)\) through the vectors \texttt{lb} and \texttt{up}. In our problem, there are no bounds on \( a \) but \( r \) is bounded between 0 and 1.2 (for Examples 1-5). Unless otherwise stated, we took the initial guess \((a^0,r^0) = (0,0.5)\).

(v) In the implementation of the method, we split the unknown coefficients \( a = \{a_\ell\}_{\ell=1}^L \) into real and imaginary parts \( \{a_\ell = a_\ell + i\beta_\ell\}_{\ell=1}^L \). In \texttt{lsqnonlin} (which can only handle real variables) all the unknowns are real and consist of the \( 2L \) real and imaginary parts of the coefficients \( \{a_\ell\}_{\ell=1}^L \) and \( \{\beta_\ell\}_{\ell=1}^L \), respectively, and the radii values \( r = \{r_{M+1+n}\}_{n=1}^{N-1} \). For the imposition of the boundary conditions (2.2) and (2.3), the complex approximation (3.1) is obtained from first constructing the complex coefficients \( \{a_\ell\}_{\ell=1}^L \) from their real and imaginary parts. The boundary conditions (2.2) and (2.3) are imposed by imposing the satisfaction of both their real and the imaginary parts. Thus the functions provided to \texttt{lsqnonlin} are all real.
4 Numerical examples

In all figures presented in this section the reconstructed boundary is shown in red dots (...). In numerical Examples 1 and 2 below we chose \( \kappa = \sqrt{2} \) and consider boundary data \( g_1, g_2 \) and \( g_3 \) constructed from the analytical solution
\[
\begin{align*}
   u(x,y) &= e^{ax+by}, \\
   \text{where } a &= 0.1 \text{ and } b = i\sqrt{a^2 + \kappa^2}.
\end{align*}
\]

4.1 Example 1

We first consider the unit disk \( \Omega \) in which \( \partial \Omega_1 \) and \( \partial \Omega_2 \) are the upper and lower semicircle, respectively, that is,
\[
\begin{align*}
   \partial \Omega_1 &= \left\{ x = (x,y) \mid -1 \leq x \leq 1; y = \sqrt{1-x^2} \right\}, \\
   \partial \Omega_2 &= \left\{ x = (x,y) \mid -1 \leq x \leq 1; y = -\sqrt{1-x^2} \right\}.
\end{align*}
\]

4.2 Example 2

We next consider a peanut-shaped domain described parametrically by
\[
\begin{align*}
   \Omega &= \left\{ x = (x,y) \mid x^2 + y^2 < r^2(\theta); \theta \in [0,2\pi) \right\}, \text{ where } r(\theta) = \sqrt{\cos^2 \theta + \frac{1}{4} \sin^2 \theta}.
\end{align*}
\]

Figure 1: Example 1: Results for \( a = 1, \beta = 0 \) and no noise. The reconstructed boundary is shown in red dots (...).
and \( \partial \Omega_1 \) and \( \partial \Omega_2 \) are defined by

\[
\partial \Omega_1 = \{ x = (x,y) | x = r(\theta) \cos \theta; y = r(\theta) \sin \theta, \ \theta \in [0,\pi] \}, \quad (4.5a)
\]

\[
\partial \Omega_2 = \{ x = (x,y) | x = r(\theta) \cos \theta; y = r(\theta) \sin \theta, \ \theta \in (\pi,2\pi) \}. \quad (4.5b)
\]

In Figs. 1 and 3 we present some results with no noise and no regularization for \( \alpha = 1, \beta = 0 \) (Dirichlet boundary condition on \( \partial \Omega_2 \)) and \( M = 10, N = 20, L = 20 \) for various numbers of iterations, for Examples 1 and 2, respectively. The corresponding results for \( \alpha = 0, \beta = 1 \) (Neumann boundary condition on \( \partial \Omega_2 \)) are presented in Figs. 2 and 4. From Figs. 1-4 it can be seen that in case of no noise the iterative reconstructions are convergent to the true shapes (4.3) and (4.5b) for both Examples 1 and 2, respectively, and for both Dirichlet and Neumann problems in about 2000 iterations. It can be observed that for the Neumann problem convergence is reached after about 1000 iterations whilst for the Dirichlet problem convergence requires more iterations, i.e., the iterative method converges faster for the former problem than for the latter problem. An argument regarding the number of iterations will be presented in the next paragraph.

Next, we introduce \( p = 10\% \) noise, as described in Eq. (3.8). We only illustrate the reconstructions for Example 2, as similar results have been obtained for Example 1. Similarly, for brevity, we only illustrate the numerical results for the Neumann problem with \( \alpha = 0, \beta = 1 \). The results obtained without and with regularization in either \( \lambda_1 \) or \( \lambda_2 \) are presented in Figs. 5-7. First, from Fig. 5 it can be seen that in the case of no regularization, i.e., \( \lambda_1 = \lambda_2 = 0 \), the numerical reconstructions after 1000 to 2000 iterations are reasonable but with some slight oscillations manifesting, especially near the points where the boundaries \( \partial \Omega_1 \) and \( \partial \Omega_2 \) meet. These oscillations are likely to grow, as the number of iterations increases, due to the instability of the nonlinear ill-posed problem. In order
to restore stability, regularization is employed. As stability is ensured through appropriate choices of the regularization parameters $\lambda_1$ and/or $\lambda_2$, there is no need to cease the iteration process at a threshold dictated by a discrepancy-type stopping criterion. In this situation, the iterative process can be allowed to run until no further progress is realised and convergence has achieved a level of stationarity (in our case, in around 2000 iterations). The numerical reconstructions after 2000 iterations presented in Figs. 6 and 7 show that regularization with $\lambda_1$ retrieves very accurately the desired shape (4.5b) whilst regularization with $\lambda_2$ has less of an effect. From Fig. 7 one would probably choose a regularization parameter $\lambda_2$ between $10^{-2}$ and $10^{-1}$, but from Fig. 6 one can see that a wide range of values of $\lambda_1$ between $10^{-10}$ and $10^{-4}$ all produce stable and very accurate results.
4.3 Example 3

We investigate an example considered in [38] given by $\kappa = 1$ and

$$u(x,y) = \cos \left( \frac{x+y}{\sqrt{2}} \right)$$  \hspace{1cm} (4.6)

in the unit circle with $\partial \Omega_1$ and $\partial \Omega_2$ given by (4.2) and (4.3), respectively. We consider the Neumann case $\alpha = 0, \beta = 1$. We took $M = 12, N = 12, L = 14$ with initial guess $(a_0, r_0) = (0, 0.55)$ and examined the effect of regularization with noise $p = 5\%$. Similar results have been obtained for $p = 10\%$ and are therefore not presented. The effects of regularization with $\lambda_1$ or $\lambda_2$, after 2000 iterations, are presented in Figs. 8 and 9, respectively. From
these figures, it can be seen that regularization with $\lambda_1$ between $10^{-5}$ and $10^{-3}$, or with $\lambda_2$ between $10^{-3}$ and $10^1$ produces stable and accurate reconstructions of the semicircular shape (4.3). In order to give a justification for the choice of the regularization parameters, the $L$-curves, see [18], are plotted in Fig. 10. From this figure, it can be seen that L-shaped curves are indeed obtained when plotting, on a log-log scale, the residual (given by the square root of the first three terms in the right-hand side of (3.7)) versus the solution norm $\|a\|$ or $\|r'\|$ given by the square root of the fourth or fifth term, respectively, in the right-hand side of (3.7). Then, selecting values of $\lambda_1$ or $\lambda_2$ near the corners of these $L$-curves provide suitable candidates for appropriate regularization parameters, balancing smoothing versus stability.
Figure 9: Example 3: Results for noise $p=5\%$, $\lambda_1=0$ and regularization with $\lambda_2$.

We finally mention that the results obtained with the PWM in Figs. 8 and 9 are comparable to those in Fig. 10(b) in [38] which were obtained using the MFS, parametrization of $\partial \Omega_2$ by a function $y=f(x)$ with regularization using the NAG [42] Fortran routine E04UNF from the initial guess $y=0$ for $-1 < x < 1$. This is to be expected since the PWM may be viewed as an asymptotic version of the MFS as the source points move further away from the simply connected bounded domain $\Omega$, see [2]. The PWM is also faster than the MFS because, in two-dimensions, the plane waves are calculated faster than Bessel functions.

4.4 Example 4

We next consider a physical example (with $g_3 = 0$) given by the homogeneous Robin boundary condition (2.6) with the corrosion coefficient

$$
\gamma(\theta) = \frac{1}{-\tau \sin(\theta) + \frac{\pi}{4} \cos(\theta) \tan(\frac{\pi}{4} \cos(\theta))},
$$

(4.7)

where $\tau = \sqrt{\frac{\pi^2}{16} - \kappa^2}$ and we take $\kappa = 1/\sqrt{2}$. We take $\partial \Omega_1$ and $\partial \Omega_2$ given by (4.2) and (4.3), respectively, and then one may easily verify that $\gamma(\theta) > 0$ for $\theta \in [\pi, 2\pi)$, i.e., $\gamma > 0$ on $\partial \Omega_2$. The analytical solution is taken as

$$
u(x, y) = \sqrt{2} e^{\tau y} \cos \left( \frac{\pi x}{4} \right),
$$

(4.8)

from which the Cauchy data (2.2) on $\partial \Omega_1$ is constructed. We took $M=16$, $N=16$, $L=20$ and initial guess $(a_0, r_0) = (0, 0.55)$. In Fig. 11 we present some results with no noise and no regularization for various numbers of iterations. From this figure, it can be seen that convergence to the exact shape (4.3) is achieved within 1000 iterations. The effects of
regularization with $\lambda_1$ keeping $\lambda_2 = 0$, and $\lambda_2$ keeping $\lambda_1 = 0$, for noise $p = 7\%$ and 8000 iterations are presented in Figs. 12 and 13, respectively. From these figures, it can be seen that regularization with $\lambda_1$ between $10^{-10}$ and $10^{-9}$ or with $\lambda_2$ between $10^{-1}$ and $10^{0}$ produces stable and accurate reconstructions of the semicircular shape (4.3).
4.5 Example 5

We finally consider a square of side $\sqrt{2}$ rotated by $\pi/4$ with boundaries $\partial \Omega_1$ and $\partial \Omega_2$ defined by

$$
\partial \Omega_1 = \{x = (x,y) | 0 \leq x \leq 1; y = 1 - x \} \cup \{x = (x,y) | -1 \leq x \leq 0; y = 1 + x \},
$$

$$
\partial \Omega_2 = \{x = (x,y) | -1 \leq x \leq 0; y = -1 - x \} \cup \{x = (x,y) | 0 \leq x \leq 1; y = -1 + x \}.
$$

We considered the Neumann case $\alpha = 0, \beta = 1$ and took the exact solution (4.1) with $a = 1$, $b = 1/\sqrt{a^2 + \kappa^2}$ and $\kappa = \sqrt{2}$. The initial guess was $(a^0, r^0) = (0, 0.65)$ and $M = 21, N = 21,$
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Figure 14: Example 5: Results for noise $p = 10\%$, $\lambda_2 = 0$ and regularization with $\lambda_1$.

Figure 15: Example 5: Results for noise $p = 10\%$, $\lambda_1 = 0$ and regularization with $\lambda_2$.

$L = 20$. The effects of regularization with $\lambda_1$ or $\lambda_2$, after 2000 iterations, for $p = 10\%$ noise are presented in Figs. 14 and 15, respectively. From these figures, it can be seen that stable and accurate reconstructions of the right-angle wedge shape (4.9b) are obtained.

5 Conclusions

In this work, the PWM was successfully applied, apparently for the first time, for obtaining stable and accurate solutions of an inverse problem associated with two-dimensional Helmholtz-type equations, namely the reconstruction of an unknown portion of the
boundary from a given exact boundary condition on this part of the boundary and additional noisy Cauchy data on the remaining known portion of the boundary. This inverse geometric problem is ill-posed and in discrete form yields an ill-conditioned system of nonlinear equations, which was solved, in a stable manner, by employing the Tikhonov regularization method [43]. The value of the regularization parameter was chosen according to Hansen’s $L$-curve criterion [18]. Five examples for two-dimensional simply connected, convex and non-convex domains and having smooth and piecewise smooth boundaries, were considered. From the numerical experiments, it can be concluded that the proposed method is stable with respect to noise in the Cauchy data. Furthermore, it is accurate and computationally very efficient. The application of the PWM for the detection of internal defects as well as to three-dimensional inverse geometric problems will be the subject of future research.
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