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Abstract

In this paper we present some algorithms for minimization of DC function (difference of two convex functions). They are descent methods of the proximal-type which use the convex properties of the two convex functions separately. We also consider an approximate proximal point algorithm. Some properties of the ε-subdifferential and the ε-directional derivative are discussed. The convergence properties of the algorithms are established in both exact and approximate forms. Finally, we give some applications to the concave programming and maximum eigenvalue problems.
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1. Introduction

In this paper we consider solving a special class of nonconvex optimization problems:

\[ \min_{x \in \mathbb{R}^n} f(x), \]

where \( f : \mathbb{R}^n \to \mathbb{R} \) is a nonconvex function. In many cases, for example, in optimal control and engineering design, the nonconvex function \( f \) can be dealt with as a difference of two convex functions

\[ f(x) = g(x) - h(x), \quad \forall x \in \mathbb{R}^n, \]

where \( g : \mathbb{R}^n \to \mathbb{R} \) and \( h : \mathbb{R}^n \to \mathbb{R} \) are proper, convex, and lower semi-continuous (l.s.c.). In this case, the function \( f \) is called DC function.

The interest for studying DC function (i.e. difference of two convex functions) is motivated by the possibility of using twice the underlying convex structure of such representation when dealing with nonconvex problems. This is especially attractive when one of these convex functions or both is nonsmooth. Although there is a lot of papers devoted to the theory of DC functions in the literature (see for example, [6] [7] [8]), only a few have proposed some specific algorithms and reported some numerical experiments. Here we quote some methods which use the regularization approach [3] [19], the dual approach [1] and the subgradient method [13], respectively.
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It is well-known that proximal point algorithm (PPA) is an effective method for solving nonsmooth convex optimization problems. Its remarkable feature is that a nonsmooth convex optimization problem can be converted to a continuously differentiable convex optimization problem. Consequently, we can use some methods for smooth optimization to deal with it. This paper aims to study using proximal point algorithm to minimize a DC function.

Let \( \langle \cdot, \cdot \rangle \) denote the inner product in \( \mathbb{R}^n \), \( \Gamma_0 \) the set of convex proper and l.s.c functions on \( \mathbb{R}^n \). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a DC function on \( \mathbb{R}^n \), i.e. there exist \( g \) and \( h \) both in \( \Gamma_0 \) such that
\[
f(x) = g(x) - h(x), \quad \forall x \in \mathbb{R}^n.
\]

Moreover, suppose that \( \text{Dom}(g) \cap \text{Dom}(h) \neq \emptyset \), where \( \text{Dom}(g) \) denotes the domain of \( g 
\]
\[
\text{Dom}(g) := \{ x \in \mathbb{R}^n | g(x) < \infty \}.
\]

The functions \( g \) and \( h \) can be chosen as strongly convex since one can always add a strongly convex function to each function, for example,
\[
f(x) = [g(x) + \omega(x)] - [h(x) + \omega(x)],
\]

where \( \omega : \mathbb{R}^n \to \mathbb{R} \) is a strongly convex function. The corresponding conjugate function of \( g \) and \( h \) are denoted by \( g^* \) and \( h^* \), and their respective subdifferentials by \( \partial g, \partial h, \partial g^* \) and \( \partial h^* \).

**Proposition 1.1.** (see [23] [8])

1. \[
\inf_{x \in \mathbb{R}^n} \{ g(x) - h(x) \} = \inf_{y \in \mathbb{R}^n} \{ h^*(y) - g^*(y) \}.
\]

2. A necessary condition for \( x \in \text{Dom}(f) \) to be a local minimizer of \( f \) is
\[
\partial h(x) \subset \partial g(x).
\]

In general, the condition 2 above is hard to be reached and one may relax it to
\[
\partial g(x) \cap \partial h(x) \neq \emptyset.
\]

We say that \( x^* \) is a critical point of \( f \) if it satisfies (1.6).

The method presented in this paper is closely related to the proximal point algorithm (see e.g. [17]). This class of algorithms finds a zero of a maximal monotone operator \( T \) by means of the following iteration:
\[
x_{k+1} = (I + c_kT)^{-1}x_k,
\]

where \( c_k > c > 0 \), where \( c \) is a suitably small positive number such that \( I + cT \) is nonsingular. The operator \( P_k = (I + c_kT)^{-1} \) which is the resolvent of \( T \), is nonexpansive, single-valued on the whole space, and Lipschitz continuous. When \( T \) is the subdifferential of a convex l.s.c. function \( g \), i.e., \( T = \partial g \), the iteration (1.7) becomes
\[
x_{k+1} = \arg \min \{ g(x) + \frac{1}{2c_k} \| x - x_k \|^2 \}.
\]

Rockafellar [17] [18] has developed a detailed study of the convergence on proximal point algorithm. In particular, the algorithm converges linearly at least. If \( c_k \to \infty \), the convergence is superlinear. In addition, the attractive approximate versions of proximal point algorithm are established by [17] [10].

With this strategy, we propose a new descent algorithm for finding a critical point of a DC function which satisfies necessary optimality conditions. Each iteration combines an ascent subgradient step on the second function with a proximal step on the first function. In addition, the approximate version of our algorithm is also discussed.
The organization of this paper is as follows. In Section 2 we describe our method for minimizing DC function which combines proximal point algorithm with subgradient method. In Section 3 we establish the convergence properties of our algorithm. In Section 4 we study some further properties of \( \varepsilon \)-subdifferential and \( \varepsilon \)-directional derivative. In Section 5, by means of the above theory, we present an approximate version of proximal point algorithm for solving DC optimization which is interesting and important from the practical point of view. Finally, in Section 6, we discuss some applications to concave programming and maximum eigenvalue problems.

2. A Descent Method for Minimization of DC Function

In this section we demonstrate our method via establishing two lemmas, describing the algorithm and giving several remarks. The key of this method is that each iteration will be decomposed into two distinct steps and each one takes into account the convexity of the function. Roughly speaking, this method consists of increasing the function \( h \) along the direction of the subgradient and then decreasing the function \( g \) by a proximal step. Indeed, any subgradient direction of a convex function is an ascent direction of the function.

**Lemma 2.1.** Let \( h \in \Gamma_0 \) and \( x \in \mathbb{R}^n \). Then \( \forall w \in \partial h(x) \) with \( w \neq 0 \) and \( \forall c_k > c > 0 \), we have \( h(x + c_k w) > h(x) \).

*Proof.* It is an immediate consequence of the subgradient inequality:

\[
h(x + c_k w) \geq h(x) + \langle w, c_k w \rangle, \quad \forall w \in \partial h(x).
\]

The following lemma gives a necessary and sufficient condition for \( x \) to be a critical point of DC function \( f \). It is not difficult to see that any critical point of DC function \( f \) can be viewed as a fixed point of a certain operator.

**Lemma 2.2.** A necessary and sufficient condition for \( x \) to be a critical point of \( f \) is that

\[
x = (I + c_k \partial g)^{-1} (x + c_k w)
\]

for any \( c_k > c > 0 \) and \( w \in \partial h(x) \).

*Proof.* Let \( x \) be a critical point of \( f \). From (1.6), there exists \( w \neq 0 \) such that \( w \in \partial g(x) \cap \partial h(x) \). Obviously, \( w \in \partial g(x) \), which is equivalent to \( x + c_k w \in \partial g(x) \). Since \( \partial g \) is a maximal monotone operator and \( (I + c_k \partial g)^{-1} \) is single-valued, we get (2.1). Vice versa.

Set

\[
P_k = (I + c_k \partial g)^{-1}.
\]

The above Lemma 2.2 implies that \( x = P_k (x + c_k w) \) if and only if \( x \) is a critical point of \( f \). Note that \( P_k \) is a proximal mapping with \( T = \partial g \), therefore one immediately gets a proximal point type iteration:

\[
x_{k+1} = P_k (x_k + c_k w_k), \quad \text{where } P_k = (I + c_k \partial g)^{-1}.
\]

(2.2)

In the following, we give our proximal point algorithm for minimization of DC functions.

**Algorithm 2.3.** *(Proximal Point Algorithm)*

**Step 1.** Given an initial point \( x_0 \) and \( c_0 > c > 0 \). Set \( k = 0 \).

**Step 2.** Compute \( w_k \in \partial h(x_k) \) and set \( y_k = x_k + c_k w_k \).

**Step 3.** Compute \( x_{k+1} = (I + c_k \partial g)^{-1} (y_k) \) by proximal point algorithm.

**Step 4.** If \( x_{k+1} = x_k \), stop. Otherwise \( k := k + 1 \) and return to Step 2.
Remarks.

1. In the convex case \((h \equiv 0)\), it is just the proximal point algorithm (see [17]).

2. When \(h\) is differentiable, this algorithm is closely related to one proposed by Mine and Fukushima [11].

3. It is well-known from Lemma 2.2 that the method is a regularization approach. More precisely, it is clear that the problem of minimizing \(f(x) = g(x) - h(x)\) is equivalent to minimizing \(f(x) = \hat{g}(x) - \hat{h}(x)\) with \(\hat{g}(x) = cg + \frac{1}{2} \| \cdot \|^2\) and \(\hat{h}(x) = ch + \frac{1}{2} \| \cdot \|^2\) for \(c > 0\). The method can then be written as

\[
y_k \in \partial \hat{h}(x_k) \text{ and } x_{k+1} \in \partial (\hat{g})^*(y_k),
\]

where \((\hat{g})^*\) is the conjugate of \(\hat{g}\) (indeed, it is easy to show that \(\partial (\hat{g})^* = (I + c\partial g)^{-1}\) from the definition of conjugate function). The alternative steps with the subgradients of \(\hat{h}\) and \((\hat{g})^*\) showed the relation with the subgradient methods introduced by Pham and Souaid [13]. By the way, it is important to observe that any algorithm designed for dc functions depends on the decomposition of dc functions where the decomposition is not unique.

4. Just like any proximal type method, its numerical behaviour depends on the relative complexity of the proximal point computation. Here, Step 3 means that we must solve

\[
\min_x \{g(x) + \frac{1}{2k} \| x - y_k \|^2\},
\]

which can be solved, for example, by a cutting plane algorithm or bundle method (see [4] [5] [9] [20] [24]). Here \(c_k\) is changed in each iteration. About the choice of this important parameter, we’ll discuss some concrete schemes in a separate paper.

3. Convergence of the Algorithm

In this section we shall establish the convergence of the algorithm. We begin by showing that Algorithm 2.3 is a descent algorithm.

**Theorem 3.1.** The sequence \(\{x_k\}\) generated by Algorithm 2.3 satisfies

- either the algorithm stops at a critical point of \(f\);
- or \(f\) decreases strictly, that is, \(f(x_{k+1}) < f(x_k)\).

**Proof.** If \(x_{k+1} = x_k\), then, from Lemma 2.2, \(x_k\) is a critical point of \(f\). Suppose that \(x_{k+1} \neq x_k\). Using the subgradient inequality, we can rewrite the iteration (2.2) in the following way:

\[
x_k + c_k w_k \in x_{k+1} + c_k \partial g(x_{k+1}) \\
\iff c_k^{-1}(x_k - x_{k+1}) + w_k \in \partial g(x_{k+1}) \\
\iff g(x_k) \geq g(x_{k+1}) + \langle c_k^{-1}(x_k - x_{k+1}) + w_k, x_k - x_{k+1} \rangle.
\]

On the other hand, \(w_k\) is a subgradient of \(h\) at \(x_k\), then we have

\[
h(x_{k+1}) \geq h(x_k) + \langle w_k, x_{k+1} - x_k \rangle.
\]

If we subtract (3.2) from (3.1), we obtain

\[
f(x_{k+1}) \leq f(x_k) - c_k^{-1} \| x_k - x_{k+1} \|^2.
\]

Hence we conclude that \(f(x_{k+1}) < f(x_k)\).

In the following, we use Zangwill’s convergence theorem [25] to prove the convergence of our algorithm.
Theorem 3.2. Assume that the sequence \( \{x_k\} \) and \( \{y_k\} \) generated by Algorithm 2.3 are bounded. Then, any convergent subsequence of \( \{x_k\} \) converges to a critical point of \( f \).

Proof. According to Zangwill [25], the global convergence of an algorithm depends on three properties of iterative sequence: descent, closedness and boundedness. Now we enter the details to these three properties. Let \( S \) be the set of critical points of \( f \).

1. \( f \) is a descent function out of \( S \). Indeed, Theorem 3.1 guarantees that \( f(x_{k+1}) < f(x_k), \forall x \) such that \( x_k \neq x_{k+1} \). Hence, from Lemma 2.2, \( x_k \notin S \). Obviously, if \( x_k \in S \), then \( f(x_k) = f(y_{k+1}) \).

2. The algorithm map is closed. In fact, the algorithm can be written as \( x_{k+1} \in B \circ C(x_k) \) with \( B = (I + c_k \partial g)^{-1} \) and \( C = I + c_k \partial h \). Note that \( B \) is the resolvent operator of \( \partial g \), hence its graph is closed. Moreover, since \( h \) is a proper convex l.s.c. function, the graph of \( C \) is also closed. Therefore, the sequence \( \{y_k\} \) with \( y_k \in C(x_k) \) being bounded by the hypothesis, possesses a convergent subsequence \( \{y_k\} \), and then the map \( B \circ C \) is closed (see the Theorem on the composition of closed point-to-set maps in Zangwill [25]).

3. The sequence \( \{x_k\} \) is bounded by the assumption.

Therefore, using Zangwill’s theorem [25], any convergent subsequence of \( \{x_k\} \) converges to a critical point of \( f \) in \( S \).

4. The \( \epsilon \)-Directional Derivative and the \( \epsilon \)-Subdifferential

In the above, we have discussed proximal point algorithm in exact form. But from a practical point of view it is more important to replace the exact form of PPA by an approximate version which is based on the theory of the \( \epsilon \)-subgradient of convex function. In fact, relating to the exact subgradient, the \( \epsilon \)-subgradient is relaxed by \( \epsilon \). This relaxedness brings us importance on the computational side and the theoretical side (for example see [9] [10]). In this section, we plan to introduce and explore some basic properties of \( \epsilon \)-directional derivative and \( \epsilon \)-subdifferential of convex function. Please note that, in order to agree with custom, in this section the function \( f \) does not stand for DC function, but for a convex function.

For \( x \in \text{dom} \ f \) and \( \epsilon \geq 0 \),

\[
f'(x;d) = \inf_{t>0} \frac{f(x + td) - f(x) + \epsilon}{t}
\] (4.1)

which is called the \( \epsilon \)-directional derivative of \( f \) at \( x \). If

\[
f(y) \geq f(x) + \langle s, y - x \rangle - \epsilon, \forall y \in \mathbb{R}^n,
\] (4.2)

the vector \( s \in \mathbb{R}^n \) is called an \( \epsilon \)-subgradient of \( f \) at \( x \). The set of all \( \epsilon \)-subgradients of \( f \) at \( x \) is called the \( \epsilon \)-subdifferential of \( f \) at \( x \), denoted by \( \partial \epsilon f(x) \) which is a nonempty, convex, bounded and closed set. In addition, \( s \in \mathbb{R}^n \) is an \( \epsilon \)-subgradient of \( f \) at \( x \) if and only if

\[
f'(s) + f(x) - \langle s, x \rangle \leq \epsilon,
\] (4.3)

where \( f^* \) is the conjugate of the function \( f \). From the above definitions, we have

\[
f'(x;d) = \sup_{s \in \partial \epsilon f(x)} \langle s, d \rangle
\] (4.4)

which also means that

\[
\partial \epsilon f(x) = \{ s \in \mathbb{R}^n \mid \langle s, d \rangle \leq f'(x;d), \forall d \in \mathbb{R}^n \}.
\]

It is easy to see that for convex function \( f(x) \) the following relation

\[
0 \in \partial \epsilon f(x) \iff f(x) \leq f(y) + \epsilon, \forall y \in \mathbb{R}^n
\]
is true.

In the following, we will explore some properties of $\epsilon$-directional derivative and $\epsilon$-subdifferential.

These properties are generalizations of the corresponding properties of directional derivative and subdifferential of convex function.

(1) The conjugate function of $\epsilon$-directional derivative.

Since

$$f'_\epsilon(x; d) = \inf_{t \geq 0} \frac{f(x + td) - f(x) + \epsilon}{t},$$

then setting

$$f(t) = \frac{f(x + td) - f(x) + \epsilon}{t}$$

and using the operation rules (ii), (iii) and (v) of conjugate function in Proposition 1.3.1 of [9], we get

$$f'_\epsilon(s) = \frac{f^*(s) + f(x) - \langle s, x \rangle - \epsilon}{t}.$$

Since $f'_\epsilon(x; \cdot)$ is an inf-function, its conjugate function is a sup-function. Consequently,

$$[f'_\epsilon(x; \cdot)]^*(s) = \sup_{t > 0} f'_\epsilon(s)$$

$$= \sup_{t > 0} \frac{f^*(s) + f(x) - \langle s, x \rangle - \epsilon}{t}.$$  \hspace{1cm} (4.5)

Note that the supremum in (4.5) is always nonnegative and that it is zero if and only if $s \in \partial f(x)$.

(2) $\partial \epsilon f(x) \subset \partial f(B(x, \delta))$.

As to this property, Theorem XI 4.2.1 in [9] indicates that: for any $\eta > 0$ and $s \in \partial \epsilon f(x)$, there exist $x_\eta \in B(x, \eta)$ and $s_\eta \in \partial \epsilon f(x_\eta)$ such that $\|s_\eta - s\| \leq \epsilon / \eta$. Our result is similar, but the proof is different, more simple and intuitive.

**Theorem 4.1.** For all $\delta > 0$ there exists $\epsilon \geq 0$ such that

$$\partial \epsilon f(x) \subset \partial f(B(x, \delta)).$$  \hspace{1cm} (4.6)

**Proof.** For any $s \in \partial \epsilon f(x)$, let $\bar{s} = P_{\partial f(x)}(s)$ be an orthogonal projection of $s$ onto $\partial f(x)$. Note that $\partial \epsilon f(x_\delta) \in \partial f(B(x, \delta)), \partial f(x) \in \partial f(B(x, \delta))$ and $\partial f(B(x, \delta))$ is a nonempty compact convex set. Then, to prove (4.6), it is enough to prove that there is $\sigma \geq 0$ such that

$$\text{dist}(s, \partial f(x)) \leq \sigma,$$  \hspace{1cm} (4.7)

i.e.,

$$\|s - \bar{s}\| \leq \sigma.$$  \hspace{1cm} (4.8)

If $s = \bar{s}$, the result is trivial. Now we consider the case of $s \neq \bar{s}$.

Take $\epsilon \leq \frac{1}{2} \sigma \delta$. Let $s = \bar{s} + \frac{\|s - \bar{s}\|}{\delta} d, d \in \mathbb{R}^n$. Also let $x_\delta \in B(x, \delta), x_\delta = x + d$ and $s_\delta \in \partial \epsilon f(x_\delta)$.

For $s \in \partial \epsilon f(x)$, we have

$$f(x_\delta) - f(x) - \langle s, x_\delta - x \rangle \geq -\epsilon, \forall x_\delta \in B(x, \delta).$$  \hspace{1cm} (4.9)

For $s_\delta \in \partial \epsilon f(x_\delta)$, we have

$$f(x) - f(x_\delta) - \langle s_\delta, x - x_\delta \rangle \geq 0, \forall x \in \text{dom } f.$$  \hspace{1cm} (4.10)

It follows from (4.9) and (4.10) that

$$\langle s - s_\delta, x - x_\delta \rangle \geq -\epsilon.$$  \hspace{1cm} (4.11)
From the outer semi-continuity of $\partial f$, for any $s_\delta \in \partial f(x_\delta)$, there exists $\sigma > 0$ such that
\[
\|s_\delta - \bar{s}\| \leq \frac{\sigma}{2},
\]  
where $\bar{s} \in \partial f(x)$.

Obviously, the left hand side of (4.11) can be written as follows:
\[
\langle s - s_\delta, x - x_\delta \rangle = \langle s - \bar{s}, x - x_\delta \rangle + \langle \bar{s} - s, x - x_\delta \rangle + \langle \bar{s} - s_\delta, x - x_\delta \rangle.
\]  
Using (4.12), the third term of right hand side in (4.13) becomes
\[
\langle \bar{s} - s_\delta, x - x_\delta \rangle \leq \frac{\sigma \delta}{2}.
\]  
Also, note that
\[
x - x_\delta = -\delta = \delta \frac{s - \bar{s}}{\|s - \bar{s}\|}
\]  
and that $\bar{s}$ is the projection of $s$ on $\partial f(x)$ which means that
\[
\langle s - \bar{s}, \bar{s} - \bar{s} \rangle \leq 0, \ \bar{s} \in \partial f(x)
\]  
from the projection theorem (see [24] Th.1.3.17). Therefore, the second term of right hand side in (4.13) becomes
\[
\langle \bar{s} - s, x - x_\delta \rangle = \langle \bar{s} - s, \delta \frac{s - \bar{s}}{\|s - \bar{s}\|} \rangle \leq 0, \ \forall \bar{s} \in \partial f(x).
\]  
In addition, for the first term of right hand side in (4.13), we have obviously from $x_\delta - x = \delta = \delta \frac{s - \bar{s}}{\|s - \bar{s}\|}$ that
\[
\langle s - \bar{s}, x - x_\delta \rangle = -\delta \|s - \bar{s}\|.
\]  
Combining (4.11)-(4.16) gives
\[
-\delta \|s - \bar{s}\| + \frac{\sigma \delta}{2} \geq -\epsilon.
\]  
Noting that $\epsilon \leq \frac{1}{2} \sigma \delta$, hence
\[
\|s - \bar{s}\| \leq \frac{\epsilon}{\delta} + \frac{\sigma}{2} \leq \sigma.
\]  
We complete the proof.

At the end of this section, we want to point out that all these theories on $\epsilon$-subdifferential can go a step further if instead of (4.2) we consider a function that satisfies the rule: $\forall y \in R^n, \forall s \in \partial \phi(x)$,
\[
f(y) \geq f(x) + s^T \phi(x, y) - \epsilon,
\]  
where $\phi(x, y)$ is a function with some properties. It is immediate to see that when $\phi(x, y) = y - x$ we get (4.2). So, this class of functions is a generalization of $\epsilon$-subdifferentiable function. For the sake of limit of space, we won't enter this topic.

5. Approximate Version of Proximal Point Algorithm

The research on $\epsilon$-subgradient method is an attractive direction in nonsmooth optimization. With applications of $\epsilon$-subgradient, $\epsilon$-bundle method, $\epsilon$-feasible direction method and other proximal nonsmooth method are successively presented. In this section, by means of $\epsilon$-subgradient, we establish an approximate version of proximal point algorithm for minimization of DC function and analyze its convergence property. Our analysis resembles the exact case in Section 2 and Section 3, but with the obvious distinction of dealing with $\epsilon$-subgradient. It means, the method consists of increasing the function $h$ in the direction of $\epsilon$-subgradient of $h$, and then decreasing the function $g$ by an $\epsilon$-proximal step.
We first give a definition of $\epsilon$-critical point of DC function $f$. (Note that in this section the function $f$ denotes DC function as in Section 1-3).

Let $\epsilon \geq 0$, the point $x$ is said to be an $\epsilon$-critical point of $f$ if it satisfies
\[
\partial_\epsilon g(x) \cap \partial_\epsilon h(x) \neq \emptyset.
\] (5.1)

Obviously, when $\epsilon = 0$, (5.1) reduces to (1.6).

**Lemma 5.1.** Let $h \in \Gamma_0$ and $x \in \mathbb{R}^n$. Then $\forall w \in \partial_\epsilon h(x)$ with $w \neq 0$ and $\forall c_k > c > 0$, we have
\[
h(x + c_k w) > h(x) - \epsilon.
\]

*Proof.* It follows directly from the $\epsilon$-subgradient inequality:
\[
h(x + c_k w) \geq h(x) + \langle w, c_k w \rangle - \epsilon, \ \forall w \in \partial_\epsilon h(x).
\]

The following result gives a necessary and sufficient condition for $x$ to be an $\epsilon$-critical point of $f$.

**Lemma 5.2.** A necessary and sufficient condition for $x$ to be an $\epsilon$-critical point of $f$ is that
\[
x \in (I + c_k \partial_\epsilon g)^{-1}(x + c_k w)
\] for any $c_k > c > 0$ and $w \in \partial_\epsilon h(x)$.

*Proof.* Let $x$ be an $\epsilon$-critical point of $f$. From (5.1), there is $w \neq 0$ such that $w \in \partial_\epsilon g(x) \cap \partial_\epsilon h(x)$. Then $w \in \partial_\epsilon g(x)$ which is equivalent to
\[
x + c_k w \in x + c_k \partial_\epsilon g(x).
\]

Therefore
\[
x \in (I + c_k \partial_\epsilon g)^{-1}(x + c_k w).
\]

Vice versa.

From the above lemma we obtain an $\epsilon$-proximal point type iteration:
\[
x_{k+1} \in P_{\epsilon,k}(x_k + c_k w_k), \text{ where } P_{\epsilon,k} = (I + c_k \partial_\epsilon g)^{-1}.
\] (5.3)

Now we summarize these ideas and state the following modification of Algorithm 2.3.

**Algorithm 5.3.** ($\epsilon$-Proximal Point Algorithm)

**Step 1.** Given an initial point $x_0$ and $c_0 > c > 0$. Set $k = 0$.

**Step 2.** Compute $w_k \in \partial_\epsilon h(x_k)$ and set $y_k = x_k + c_k w_k$.

**Step 3.** Compute $x_{k+1} = (I + c_k \partial_\epsilon g)^{-1}(y_k)$ from an approximate proximal point algorithm.

**Step 4.** If $x_{k+1} = x_k$, stop. Otherwise $k := k + 1$ and return to Step 2.

In fact, in Algorithm 5.3, finding the $\epsilon$-subgradient of $h$ is an inner iteration; the $\epsilon$-proximal step for $g$ is an outer iteration. The following theorem indicates that the $\epsilon$-proximal point algorithm provides a $2\epsilon$-descent of the objective function for each iteration.

**Theorem 5.4.** If $x_k$ is not an $\epsilon$-critical point of $f$, then $\{f(x_k)\}$ is $2\epsilon$-descent, i.e., $\{f(x_k)\}$ satisfies
\[
f(x_{k+1}) < f(x_k) + 2\epsilon.
\] (5.4)
**Proof.** From $\varepsilon$-PPA iteration (5.3), we have

$$c_k^{-1}(x_k - x_{k+1}) + w_k \in \partial\varepsilon g(x_{k+1})$$

which implies

$$g(x_k) \geq g(x_{k+1}) + \langle c_k^{-1}(x_k - x_{k+1}) + w_k, x_k - x_{k+1} \rangle - \varepsilon. \quad (5.5)$$

Also, since $w_k \in \partial\varepsilon h(x_k)$, we have

$$h(x_{k+1}) \geq h(x_k) + \langle w_k, x_{k+1} - x_k \rangle - \varepsilon. \quad (5.6)$$

Subtracting (5.6) from (5.5) gives

$$f(x_{k+1}) \leq f(x_k) - c_k^{-1}\|x_k - x_{k+1}\|^2 + 2\varepsilon < f(x_k) + 2\varepsilon.$$

Note that the exact PPA method in our present situation is

$$x_{k+1} = P_k(x_k + c_k w_k), \quad P_k = (I + c_k \partial\varepsilon g)^{-1} \quad (5.7)$$

which is equivalent to

$$0 \in \partial\varepsilon g(x_{k+1}) + \frac{1}{c_k}(x_{k+1} - y_k). \quad (5.8)$$

where $y_k = x_k + c_k w_k$. This implies that $x_{k+1}$ is the solution of the subproblem

$$\min \{ g(z) + \frac{1}{2c_k}\|z - y_k\|^2 \}. \quad (5.9)$$

For $\varepsilon$-PPA method,

$$x_{k+1} = P_{\varepsilon_k}(x_k + c_k w_k), \quad P_{\varepsilon_k} = (I + c_k \partial\varepsilon g)^{-1} \quad (5.10)$$

which is equivalent to finding $x_{k+1}$ such that

$$x_{k+1} \approx \arg\min \{ g(z) + \frac{1}{2c_k}\|z - y_k\|^2 \}. \quad (5.11)$$

In fact, let

$$\hat{g}(y_k) := \min \{ g(z) + \frac{1}{2c_k}\|z - y_k\|^2 \}. \quad (5.12)$$

This is the Moreau-Yosida regularization and the inf-convolution of $g$ with the quadratic function $z \mapsto \frac{1}{2c_k}\|z - y_k\|^2$. Taking $\varepsilon$-subgradient and setting $0 \in \partial\hat{g}(y_k)$ yield

$$0 \in \partial\varepsilon g(x_{k+1}) \cap B\left(\frac{1}{c_k}(y_k - x_{k+1}), \sqrt{2\varepsilon/c_k}\right), \quad (5.13)$$

where $B(\cdot, \cdot)$ is a closed ball, $\varepsilon_1, \varepsilon_2 \geq 0$ and $\varepsilon_1 + \varepsilon_2 = \varepsilon$. In particular, setting $\varepsilon_1 = \varepsilon$ and $\varepsilon_2 = 0$, we obtain

$$0 \in \partial\varepsilon g(x_{k+1}) + \frac{1}{c_k}(x_{k+1} - y_k) \quad (5.14)$$

which is just (5.10).

On the other hand, from (5.14) we have

$$\frac{1}{c_k}(y_k - x_{k+1}) \in \partial\varepsilon g(x_{k+1}).$$

Using Theorem 4.1, we deduce that

$$x_{k+1} \in y_k - c_k \partial\varepsilon g(x_{k+1}) \subset y_k - c_k \partial\varepsilon g(B(x_{k+1}, \delta_k)). \quad (5.15)$$
for some $\delta_k > 0$. The above expression indicates that, in the approximate version, $\partial g(x_{k+1})$ is an enlargement of $\partial g(x_{k+1})$, and therefore the value scope of $x_{k+1}$ is also enlarged. This shows that $x_{k+1}$ lies in an enlarged $\sigma$-neighborhood of the exact candidate and satisfies (5.11). Since, from Theorem 4.1, the enlargement is bounded by $\sigma_k$ in each iteration, then if $\sum_{k=0}^{\infty} \sigma_k < \infty$, the Rockafellar’s criteria (A) holds (see [17]). Thus we can use Theorem 1 in [17] to obtain the convergence: the sequence $\{x_k\}$ generated from Algorithm 5.3 converges to $x^\infty$ satisfying

$$0 = w^\infty \in \partial g(x^\infty) \subset \partial g(x^\infty)$$

and

$$0 = w^\infty \in \partial h(x^\infty),$$

where $w^\infty \leftarrow w_k$. So, we have

$$0 \in \partial g(x^\infty) \cap \partial h(x^\infty).$$

To sum up, the $\epsilon$-subgradient method is used in inner iteration, and in outer iteration just an approximate version of PPA is used which satisfies the conditions of Theorem 1 of [17].

According to the above derivation, we now state the convergence theorem.

**Theorem 5.5.** Let $\{x_k\}$ be any sequence generated by $\epsilon$-proximal point algorithm with $c_k > c > 0, \forall k$. Assume that $\{x_k\}$ is bounded. Then $\{x_k\}$ converges weakly to $x^\infty$ satisfying $0 \in \partial g(x^\infty) \cap \partial h(x^\infty)$, i.e., $\{x_k\}$ converges weakly to an $\epsilon$-critical point of $f$.

6. Some Applications

6.1. Application to Concave Programming

Let’s consider the application of Algorithm 2.3 to the following problem

$$\max_{x \in C} h(x),$$

(6.1)

where $h$ is a convex l.s.c. function on a closed convex set $C$ on $\mathbb{R}^n$.

The nonconvex programming (6.1) has received a great attention during the last two decades, from the viewpoint of global optimization or even aiming at some efficient local search of critical points ([13] etc.). We do not intend here to analyze the numerical performance of Algorithm 2.3 in this context but rather to illustrate its behavior.

The problem (6.1) can be written easily as a DC programming problem by introducing an indicator function $\delta_C$ of the set $C$:

$$\min_{x \in \mathbb{R}^n} \{\delta_C(x) - h(x)\}.$$  

(6.2)

Algorithm 2.3 now takes the following form:

**step 1.** Initial step: $x_0 \in C$, $c_0 > c > 0$, $k := 0$.

**step 2.** $k$-th step: $x_{k+1} = \text{Proj}_C(x_k + c_k w_k)$, where $w_k \in \partial h(x_k)$.

The algorithm progress looks like the projected gradient algorithm.

6.2 Application to Maximum Eigenvalue

Let $Q$ be a symmetric positive definite matrix. Each eigenvalue of $Q$ is a positive real number satisfying the following condition:

$$\exists x \in \mathbb{R}^n, x \neq 0, \text{ and a positive real number } \lambda, \text{ such that } Qx = \lambda x.$$ 

Then we have

$$\langle x, \lambda \rangle = \langle x, Qx \rangle \iff \lambda = \frac{x^T}{\| x \|} Q \frac{x}{\| x \|}.$$
and so, the maximum eigenvalue of \( Q \) can be reached by solving the problem
\[
\max_{\|x\| \leq 1} (x, Qx).
\]
Using the same reason and strategy we did in Subsection 6.1, we get how Algorithm 2.3 applies and
\[
x_{k+1} = \frac{(I + cQ)x_k}{\| (I + cQ)x_k \|},
\]
which points out that in this case Algorithm 2.3 behaves like the power iterative method for determining the maximum eigenvalue of the matrix \( Q \), where \( c \) is a suitably small positive number.

7. Conclusion

This paper is aimed at proposing the proximal point algorithm for minimizing DC function in both exact and approximate forms, and making some theoretical investigation of the algorithms. In this paper we don’t discuss the actual computation pattern. Our algorithms above are general and do not rely on the concrete computational scheme for proximal point. In general, to compute a proximal point, one can use cutting plane strategy, bundle method and quasi-Newton method. In any way, this kind of methods, PPA, will be more advantageous and more robust than existing algorithms (e.g., [1] [13] etc.). Especially, if one uses the quasi-Newton-PPA method, the superlinear convergence will be obtained under mild conditions. We will continue this topic in this line, including numerical experiments.
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