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Abstract. The primal-dual hybrid gradient method is a classic way to tackle saddle-point problems. However, its convergence is not guaranteed in general. Some restrictions on the step size parameters, e.g., \( \tau \sigma \leq 1/\|A^TA\| \), are imposed to guarantee the convergence. In this paper, a new convergent method with no restriction on parameters is proposed. Hence the expensive calculation of \( \|A^TA\| \) is avoided. This method produces a predictor like other primal-dual methods but in a parallel fashion, which has the potential to speed up the method. This new iterate is then updated by a simple correction to guarantee the convergence. Moreover, the parameters are adjusted dynamically to enhance the efficiency as well as the robustness of the method. The generated sequence monotonically converges to the solution set. A worst-case \( O(1/t) \) convergence rate in ergodic sense is also established under mild assumptions. The numerical efficiency of the proposed method is verified by applications in LASSO problem and Steiner tree problem.
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1. Introduction

This paper is concerned about solving the following saddle-point problem:

\[
\min_{x \in X} \max_{y \in Y} g(x) + y^T A x - f^*(y),
\]

where \( A \in \mathbb{R}^{m \times n}, X \subset \mathbb{R}^n, Y \subset \mathbb{R}^m \) are closed convex sets, \( g, f^* \) are convex functions and \( f^* \) is the conjugate function of a convex function \( f, f^*(x) = \sup_{y \in \text{dom} f} (y^T x - f(x)) \). Note that this saddle-point problem is a primal-dual formulation of the nonlinear primal problem

\[
\min_{x \in X} g(x) + f(Ax).
\]
The formulation (1.1) has a wide range of applications including image denoising \([6, 24]\), statistical learning \([21]\), compressive sensing \([9]\) etc.

In many problems of practical interest, \(g\) and \(f^*\) do not share common properties, making it difficult to derive numerical schemes for (1.1) that address both terms simultaneously. Fortunately, it frequently occurs in practice that efficient algorithms exist for minimizing \(g\) and \(f^*\) separately. The primal-dual hybrid gradient (PDHG) method was first mentioned in \([24]\) to tackle total variation (TV) minimization problems. This method removes the coupling between \(g\) and \(f^*\), enabling each term to be addressed separately. Because it decouples \(g\) and \(f^*\), the steps of PDHG can often be written explicitly, as opposed to other splitting methods that require expensive minimization sub-problems. As a result PDHG shows high numerical efficiency when applied to total variation (TV) minimization problems. However the convergence of PDHG is highly dependent on the choice of parameters. In \([4]\), Chambolle and Pock’s (CP) method improved PDHG method by a change on dual variable update. Their method is convergent and numerically competitive. CP method was further studied by He and Yuan in \([12]\). They explained the method from the aspect of Proximal Point Algorithm (PPA) and a relaxation factor was also introduced to PPA scheme to accelerate the convergence. More recently, Goldstein et al. introduced the Adaptive Primal-Dual Splitting (APD) method in \([9]\) which tunes the step size parameters automatically for the CP method. The primal-dual decomposition method was proposed by O’Connor and Vandenberghe in \([18]\) which applied the Douglas-Rachford splitting method to various splitting of the primal-dual optimality conditions.

More specifically, a general framework of some existing primal-dual methods solve the saddle-point problems (1.1) by the following procedures:

\[
\begin{aligned}
    x^{k+1} &= \arg \min_{x \in X} \{ g(x) + x^T A^T y^k + \frac{1}{2\tau} \| x - x^k \|^2 \}, \\
    x^k &= x^k + \theta (x^{k+1} - x^k), \\
    y^{k+1} &= \arg \min_{y \in Y} \{ f^*(y) - y^T A x^k + \frac{1}{2\sigma} \| y - y^k \|^2 \}.
\end{aligned}
\]

In (1.3), \(\theta\) is called the combination parameter, \(\sigma > 0\) and \(\tau > 0\) are proximal parameters of the regularization terms, also referred as step size parameters in e.g. \([9]\). In \([4]\), it was shown that the primal-dual procedure (1.3) is closely related to the extrapolational gradient methods in \([15, 20]\), the Douglas-Rachford splitting method in \([8, 16]\) and the alternating direction method of multipliers (ADMM) in \([5]\). With specific choice of parameters in (1.3), some existing primal-dual algorithms for (1.1) are recovered, and their convergence can be guaranteed when certain restriction are imposed on these parameters. Below are some examples.

- When \(\theta = 0\), the primal-dual procedure in (1.3) reduces to the PDHG scheme in \([24]\) which is indeed the Arrow-Hurwicz algorithm in \([1]\). This scheme has shown numerical efficiencies in \([24]\) for TV image restoration problems. In \([6]\), the convergence of the PDHG method has been studied insightfully by imposing additional restrictions ensuring that the parameters \(\sigma > 0\) and \(\tau > 0\) are small. However, a counter example has been given in \([11]\) to show that PDHG method could be divergent even if \(\sigma > 0\) and \(\tau > 0\) are fixed at very small values.
When $\theta \in [0, 1]$, the CP algorithm proposed in [4] is recovered. Note that it could be numerically beneficial to tune the parameters $\sigma$ and $\tau$ as shown in, e.g., [12, 23]; and it is still possible to investigate the convergence of the primal-dual scheme (1.3) with adaptively-adjusting proximal parameters, see, e.g., [2, 6, 9].

When $\theta = 1$, by the analysis in [4], the convergence of (1.3) can be guaranteed under the condition

$$\tau \sigma \leq 1/\|A^T A\|.$$  

In [12], a primal-dual scheme (1.3) with $\theta = 1$ is proved to be an application of the the proximal point algorithm (PPA) in [17], and thus the acceleration scheme in [10] can be immediately used to accelerate the primal-dual procedure (see Algorithm 4 in [12]). Its numerical efficiency has also been verified therein. This PPA revisit has been further studied in [19], in which a preconditioning version of the primal-dual procedure (1.3) was proposed.

When $\theta \in [-1, 1]$, it is shown in [12] (see also Lemma 3.1) that the matrix associated with the proximal regularization terms in (1.3) is not symmetric and thus the scheme (1.3) cannot be categorized as an application of the PPA. Nevertheless, the convergence can be guaranteed if the output of the primal-dual subroutine (1.3) is further corrected by some correction steps (see Algorithms 1 and 2 in [12]).

At the Discussion part of [4], some remaining challenges for the existing primal-dual methods are posed. The first challenge is how to deal with the linear operator $A$ with a large (or unknown) norm. Since most primal-dual methods e.g. PDHG method in [24], CP method in [4] and RPPA in [12], require (1.4) be satisfied to guarantee the convergence, the calculation of the norm must take place before initializing the parameters. This computational load can be huge as the dimension of $A$ grows. Another challenge mentioned is how to automatically determine the smoothness parameters or to locally adapt to the regularity of the objective. It is thus natural to ask whether we can make some improvements on the primal-dual procedure (1.3) so that there are no restrictions on parameter $\sigma$ and $\tau$? In addition, can the parameters be adjusted automatically during the iteration progress?

It is worth mentioning that the primal and dual variables are updated in turns when $\theta \in (-1, 1)$ in (1.3); On the other hand the primal and dual variables are updated in parallel when $\theta = -1$. So one more question is whether we can find a method based on the parallel version of the primal-dual subroutine (1.3).

The Parallel Primal-Dual(PPD) Algorithm studied in this paper provides an affirmative answer to the above questions. Our method comprises of two stages: a parallel version of primal-dual subroutine (1.3) as prediction stage and a simple correction stage. At correction stage, step size $\alpha_k$ is calculated to guarantee the convergence of PPD method. At the end of each iteration, parameters $\tau_k$ and $\sigma_k$ are adjusted by the calculation of residuals (see also [3, 9, 14]). Both size and ratio of $\tau_k$ and $\sigma_k$ are tuned quantitatively. Parameter adjustment by calculation during the iteration makes the method less sensitive to initial parameter choices. In practice it is quite helpful since the optimal parameters are difficult
to determine. The PPD method adjusts the parameters differently from the APD method. In PPD method the aggressiveness of adjustment is based on the ratio of residuals while in APD method, the aggressiveness decreases geometrically with iteration increases. The initial value $\tau_0 \sigma_0$ in PPD method can take any value while they are set to be very large in APD method. The quantitative approach of parameter adjustment in our method is more efficient than APD in [9] by the experiments in later sections.

The major contributions of this paper are listed below.

- The proposed methods compute the primal and dual variables in a parallel fashion, while the other primal-dual methods update the primal and dual variables alternatively. This approach can reduce the computational time greatly if parallel computing is performed.

- The proposed algorithm does not require any prior information about the linear operator $A$. The parameter $\sigma$ and $\tau$ can take any positive values. In fact, as the dimension of the problem grows, it becomes much more expensive to evaluate the spectral norm of $A$ which is essential for the implementation of most primal-dual methods.

- The parameters $\sigma$ and $\tau$ are adjusted dynamically during the iteration progress. This not only speed up the convergence but also make the method more robust to different problem settings. Unlike the non-adaptive primal-dual methods e.g. PDHG method, CP method and RPPA whose convergence speed rely heavily on the precise choice of parameters $\sigma$ and $\tau$, our method performs consistently well for different initial parameters.

The contents of this paper are arranged as follows. The new algorithm is proposed in Section 2 and its convergence and computational complexity are analyzed in Sections 3 and 4 respectively. In Section 5 the new algorithm is tested in some applications and the numerical results are reported. Finally the conclusion of this paper and future works are discussed in Section 6.

2. The parallel primal-dual algorithm

For simplicity primal and dual variables are grouped together and defined as follows:

$$ u = \begin{pmatrix} x \\ y \end{pmatrix}, \quad \theta(u) = g(x) + f^*(y), \quad F(u) = \begin{pmatrix} A^T y \\ -Ax \end{pmatrix}, \quad \Omega = X \times Y. $$

The following notations are also used:

$$ Q_k = \begin{pmatrix} \tau_k^{-1} I_n & -A^T \\ A & \sigma_k^{-1} I_m \end{pmatrix}, \quad M_k = \begin{pmatrix} I_n & -\tau_k A^T \\ \sigma_k A & I_m \end{pmatrix}, \quad H_k = \begin{pmatrix} \tau_k^{-1} I_n & 0 \\ 0 & \sigma_k^{-1} I_m \end{pmatrix}, $$

where $\tau_k, \sigma_k > 0$ are positive. It is clear that

$$ M_k = H_k^{-1} Q_k, \quad Q_k^T + Q_k = 2H_k. $$
Algorithm 2.1 Parallel Primal-Dual Algorithm.

1. Initialize $\tau_0 > 0$, $\sigma_0 > 0$, $\tau > 0$, $\sigma > 0$, $\eta \in (0, 1)$, $x^0 \in X$, $y^0 \in Y$.

2. While $p_k, d_k >$ tolerance do:
   (a) Prediction
   $$\begin{align*}
   \tilde{x}^k &= \arg \min_{x \in X} \left\{ g(x) + x^T A^T y^k + \frac{1}{2\tau_k} \| x - x^k \|^2 \right\}, \\
   \tilde{y}^k &= \arg \min_{y \in Y} \left\{ f^*(y) - y^T A x^k + \frac{1}{2\sigma_k} \| y - y^k \|^2 \right\}.
   \end{align*}$$
   \hfill (2.1)
   
   (b) Compute residual norms
   $$\begin{align*}
   p_k &= \tau_k^{-1} \|(x^k - \tilde{x}^k - \tau_k A^T(y^k - \tilde{y}^k))\|, \\
   d_k &= \sigma_k^{-1} \|(y^k - \tilde{y}^k + \sigma_k A(x^k - \tilde{x}^k))\|.
   \end{align*}$$
   
   (c) Calculate step size
   $$\alpha_k = \left( \|x^k - \tilde{x}^k\|^2 / \tau_k + \|y^k - \tilde{y}^k\|^2 / \sigma_k \right) / \left( \tau_k p_k^2 + \sigma_k d_k^2 \right).$$
   
   (d) Correction
   $$\begin{align*}
   x^{k+1} &= x^k - \alpha_k \left( x^k - \tilde{x}^k - \tau_k A^T(x^k - \tilde{x}^k) \right), \\
   y^{k+1} &= y^k - \alpha_k \left( y^k - \tilde{y}^k + \sigma_k A(y^k - \tilde{y}^k) \right).
   \end{align*}$$
   \hfill (2.2)
   
   (e) Update Parameters (If $p_k \geq 2d_k$ or $p_k \leq \frac{1}{2}d_k$)
   $$\begin{align*}
   \tau_{k+1} &= \min \left\{ \max \left( \sqrt{\alpha_k p_k / (1 - \alpha_k) d_k}, \ 1 - (\eta)^k \tau_k, \frac{\tau}{\tau_k} \right), \ 	au_k \right\}, \\
   \sigma_{k+1} &= \min \left( \max \left( \sqrt{\alpha_k d_k / (1 - \alpha_k) p_k}, \ 1 - (\eta)^k \sigma_k, \frac{\sigma}{\sigma_k} \right) \right). \tag{2.3}
   \end{align*}$$
   
3. End while.

Moreover,
$$Q_k^T + Q_k$$
is positive definite.

The Parallel Primal-Dual (PPD) Algorithm is presented in Algorithm 2.1. The loop in Algorithm 2.1 begins by performing the general framework of primal-dual methods (1.3) with $\theta = -1$ in step 3.

In step 4 we compute the primal and dual residuals and store their norms in $p_k$ and $d_k$ respectively. Since the convergence of the primal-dual methods can be measured by the norm of the residuals (see also [3, 9, 14]), we can use them as the stopping criteria.

Most primal-dual methods require the parameter $\tau \sigma \leq 1 / \|A\|^2_2$ to guarantee the con-
vergence. In this paper we try to deal with issue of not knowing the spectral norm of $A$. When the condition $\tau \sigma \leq 1/\|A\|_2^2$ is not met, a variate step-size is chosen in step 5 to guarantee the convergence. This step size is used in step 6 for correction.

Step 1 to 6 alone is still sensitive to the initial parameter values according to some preliminary numerical experiments. There has to be a way to tune the parameters automatically so that the algorithm fit different type of problems. In addition the tuning should not be intuitive but rather be quantitative. In fact, a simple modification allows the method to be applied when the optimal value of parameters is unavailable.

Without any prior knowledge of the linear operator $A$, assume $\tau_k \sigma_k = c^{-1}/\|A\|_2^2$ for an unknown constant $c$. Lemma 3.2 indicate that $\alpha_k$ is a rough approximation of $c/(1 + c)$ and $\alpha_k \geq c/(1 + c)$, hence $c^{-1} \geq (1 - \alpha_k)/\alpha_k$. In practice we let

$$\tau_{k+1} \sigma_{k+1} = \frac{\alpha_k}{1 - \alpha_k} \tau_k \sigma_k,$$

the value of $\tau_{k+1} \sigma_{k+1}$ will be a bit larger than $1/\|A\|_2^2$, the optimal value for most primal-dual methods.

Moreover, the primal and dual residuals should be of the same scale so that the convergence of primal and dual variables are balanced. The purpose of balancing parameters is also explained in [9] and [3]. In our approach, we set the aggressiveness of balancing direct proportional to the residual ratio, i.e., $\tau_{k+1}/\sigma_{k+1} = p_k/d_k$.

Combining the two goals above, our quantitative parameter upstate scheme is

$$\begin{align*}
\tau_{k+1} &= \max\left(\sqrt{\frac{\alpha_k p_k}{(1 - \alpha_k) d_k}}, 1 - (\eta)^k\right) \tau_k, \\
\sigma_{k+1} &= \max\left(\sqrt{\frac{\alpha_k d_k}{(1 - \alpha_k) p_k}}, 1 - (\eta)^k\right) \sigma_k.
\end{align*}$$

Take note of that $\eta$ measures the aggressiveness bound for parameter adjustment. In practice $\eta$ can be close to 1 so that it does not affect the parameter tuning yet could guarantee the convergence In addition, we set ceilings $\overline{\tau}$ and $\underline{\sigma}$ for the parameters for the convergence purposes. In practice, the value of $\tau$ and $\sigma$ approach to their optimal value fast and vibrate around that value. Therefore we can set the ceilings to be very large so that it hardly has any effect on parameter tuning.

The PPD method and APD method adjust the parameters different in the following ways. In PPD method the aggressiveness of adjustment is based on the ratio of residuals, the large value of $p_k/d_k$, the more aggressive $\tau_k \sigma_k$ changes. In APD method, the aggressiveness decreases geometrically with iteration increases. The initial value $\tau_0 \sigma_0$ in PPD method can take any value while they are set to be very large in APD method. The quantitative approach of parameter adjustment in our method is more efficient than APD in [9] by the experiments in later sections.

3. Convergence analysis

The following assumptions are imposed to guarantee the convergence of the PPD algorithm.
1. The sequences \{\tau_k\} and \{\sigma_k\} are positive and bounded.

2. The sequences \{\phi_k\} is summable, where \phi_k = \max\left\{\frac{\tau_k - \tau_{k+1}}{\tau_k}, \frac{\sigma_k - \sigma_{k+1}}{\sigma_k}, 0\right\}.

Apparently Algorithm 2.1 satisfies Assumption 1 because of the ceilings \(\overline{\tau}\) and \(\overline{\sigma}\). The geometric series \{\eta^k\} = \{(\eta)^k\} in Algorithm 2.1 makes Assumption 2 satisfied as \(\eta < 1\). If the ceilings \(\overline{\tau}\) and \(\overline{\sigma}\) are not reached, (2.3) is equivalent to

\[
\begin{align*}
\tau_{k+1} &= \max \left\{ \sqrt{\alpha_k p_k / (1 - \alpha_k) d_k}, 1 - (\eta)^k \right\} \tau_k, \\
\sigma_{k+1} &= \max \left\{ \sqrt{\alpha_k d_k / (1 - \alpha_k) p_k}, 1 - (\eta)^k \right\} \sigma_k.
\end{align*}
\]

Thus \(\tau_{k+1}/\tau_k \geq 1 - (\eta)^k\) and \((\tau_k - \tau_{k+1})/\tau_k \leq (\eta)^k\). For the same reason, \((\sigma_k - \sigma_{k+1})/\sigma_k \leq (\eta)^k\) hence \(\phi_k \leq (\eta)^k\). If the ceiling is reached, \(\tau_{k+1} = \overline{\tau} \geq \tau_k, \phi_k = 0\). Therefore the sequences \{\phi_k\} is summable.

We first present the following VI reformulation of (1.1): Find \(u^* = (x^*, y^*)\) such that

\[
\text{VI}(\Omega, F, \theta) : \quad u^* \in \Omega, \quad \theta(u) - \theta(u^*) + (u - u^*)^T F(u^*) \geq 0, \quad \forall u \in \Omega = X \times Y.
\]

Obviously, the mapping \(F(u)\) is affine with a skew-symmetric matrix, and it is thus monotone. We denote the solution set of VI \((\Omega, F, \theta)\) by \(\Omega^*\), and assume it is nonempty.

**Lemma 3.1.** For given \(u^k = \begin{pmatrix} x^k \\ y^k \end{pmatrix}\), let \(\bar{u}^k\) be defined by (2.1). Then

\[\bar{u}^k \in \Omega, \quad \theta(u) - \theta(\bar{u}^k) + (u - \bar{u}^k)^T F(\bar{u}^k) \geq (u - \bar{u}^k)^T Q_k (u^k - \bar{u}^k), \quad \forall u \in \Omega.\]

**Proof.** Using the optimal condition of (2.1), we obtain

\[
\begin{align*}
g(x) - g(\bar{x}^k) + (x - \bar{x}^k)^T \{A^T y^k + \tau_k^{-1}(\bar{x}^k - x^k)\} &\geq 0, \quad \forall x \in X, \\
f^*(y) - f^*(\bar{y}^k) + (y - \bar{y}^k)^T \{-A x^k + \sigma_k^{-1}(\bar{y}^k - y^k)\} &\geq 0, \quad \forall y \in Y.
\end{align*}
\]

Combining the above two inequalities yields \(\bar{u}^k = (\bar{x}^k, \bar{y}^k)^T \in \Omega,\) and

\[
\begin{pmatrix}
(g(x) - g(\bar{x}^k)) + \\
(f^*(y) - f^*(\bar{y}^k))
\end{pmatrix} + 
\begin{pmatrix}
 x - \bar{x}^k \\
y - \bar{y}^k
\end{pmatrix}^T 
\begin{pmatrix}
 A^T \bar{y}^k \\
 -A \bar{x}^k
\end{pmatrix} + 
\begin{pmatrix}
 \tau_k^{-1}I & -A^T \\
 -A & \sigma_k^{-1}I
\end{pmatrix} 
\begin{pmatrix}
 \bar{x}^k - x^k \\
 \bar{y}^k - y^k
\end{pmatrix} \geq 0
\]

for all \(u \in \Omega\). The assertion is proved using the notations in previous section. \(\square\)

**Lemma 3.2.** There exists a constant \(c > 0\) such that

\[
\tau_k^{-1} \sigma_k^{-1} \geq c \|A\|^2_2, \quad \forall k > 0,
\]

and the corresponding step size \(\alpha_k \geq \frac{c}{1 + c} \) for all \(k > 0\).
Using Lemma 3.2, the assertion follows immediately.

For given \( u^k \), \( \tau \) and \( \sigma \) are bounded above. Steps 5 and 6 in Algorithm 2.1 are equivalent to

\[
\begin{align*}
\alpha_k &= \|u^k - \bar{u}^k\|_{H_k}^2 / \|M_k(u^k - \bar{u}^k)\|_{H_k}^2, & (3.1a) \\
u^{k+1} &= u^k - \alpha_k M_k(u^k - \bar{u}^k). & (3.1b)
\end{align*}
\]

On the other hand, we have

\[
\begin{align*}
\|M_k(u^k - \bar{u}^k)\|_{H_k}^2 &= \tau_k^{-1} \|x^k - \bar{x}^k\|^2 + \sigma_k \|A(x^k - \bar{x}^k)\|^2 + \tau_k \|A^T(y^k - \bar{y}^k)\|^2 \\
&\leq \tau_k^{-1} \|x^k - \bar{x}^k\|^2 + \sigma_k \|y^k - \bar{y}^k\|^2 + c \tau_k^{-1} \|x^k - \bar{x}^k\|^2 + \sigma_k \|y^k - \bar{y}^k\|^2 \\
&= \left(1 + \frac{1}{c}\right) \left(\tau_k^{-1} \|x^k - \bar{x}^k\|^2 + \sigma_k \|y^k - \bar{y}^k\|^2\right) \\
&= \frac{1 + \frac{1}{c}}{\epsilon} \|u^k - \bar{u}^k\|_{H_k}^2.
\end{align*}
\]

Substituting it in (3.1a), the assertion is proved. \( \square \)

**Lemma 3.3.** For given \( u^k = \begin{pmatrix} x^k \\ y^k \end{pmatrix} \), let \( \bar{u}^k \) and \( u^{k+1} \) be defined by (2.1) and (2.2). If

\[
\tau_k^{-1} \sigma_k^{-1} \geq c \|A\|_{\Omega}^2,
\]

then

\[
\|u^{k+1} - u^*\|_{H_k}^2 \leq \|u^k - u^*\|_{H_k}^2 - \frac{c}{1 + \frac{1}{c}} \|u^k - \bar{u}^k\|_{H_k}^2,
\]

\( \forall u^* \in \Omega^* \). \hspace{1cm} (3.2)

**Proof.** Substituting \( u = u^* \) in (3.1), it follows that

\[
(\bar{u}^k - u^*)^T Q_k (u^k - \bar{u}^k) \geq \theta (\bar{u}^k) - \theta(u^*) + (\bar{u}^k - u^*)^T F(\bar{u}^k), \quad \forall u^* \in \Omega^*.
\]

Note that

\[
(\bar{u}^k - u^*)^T F(\bar{u}^k) = (\bar{u}^k - u^*)^T F(u^*), \quad \theta (\bar{u}^k) - \theta(u^*) + (\bar{u}^k - u^*)^T F(u^*) \geq 0.
\]

Combining the above inequalities yields

\[
(\bar{u}^k - u^*)^T Q_k (u^k - \bar{u}^k) \geq (u^k - \bar{u}^k)^T Q_k (u^k - \bar{u}^k) = \|u^k - \bar{u}^k\|_{H_k}^2.
\]

Using (3.1a) and (3.1b), the inequality below is established.

\[
\begin{align*}
\|u^k - u^*\|_{H_k}^2 &= \|u^{k+1} - u^*\|_{H_k}^2 \\
&= \|u^k - u^*\|_{H_k}^2 - \|(u^k - u^*) - (u^k - u^{k+1})\|_{H_k}^2 \\
&= \|u^k - u^*\|_{H_k}^2 - \|(u^k - u^*) - \alpha_k M_k(u^k - \bar{u}^k)\|_{H_k}^2 \\
&= 2\alpha_k (u^k - u^*)^T Q_k (u^k - \bar{u}^k) - (\alpha_k)^2 (u^k - \bar{u}^k) M_k^T H_k M_k (u^k - \bar{u}^k) \\
&\geq 2\alpha_k \|u^k - \bar{u}^k\|_{H_k}^2 - \alpha_k \left(\alpha_k (u^k - \bar{u}^k) M_k^T H_k M_k (u^k - \bar{u}^k)\right) \\
&= \alpha_k \|u^k - \bar{u}^k\|_{H_k}^2.
\end{align*}
\]

Using Lemma 3.2, the assertion follows immediately. \( \square \)
Lemma 3.4. For all initial $u_0 \in \Omega$, let the sequence $\{u_k\}$ be defined by (2.1). Then

$$\sum_{k=1}^{\infty} \left( \|u^k - u\|_{H_k}^2 - \|u^k - u\|_{H_{k-1}}^2 \right) \leq 2C_{\phi}C_H \|u - u^*\|^2 + 2C_{\phi}C_U \|u^0 - u^*\|_{H_0}^2,$$

(3.3)

where $C_U = \prod_{i=1}^{\infty} (1 - \phi_i)^{-1}$, $C_{\phi} = \sum_{k=0}^{\infty} \phi_k$ and $C_H$ is a constant such that

$$\|u - u^*\|_{H_k} \leq C_H \|u - u^*\|^2, \quad \forall k > 0.$$

Proof. We observe that

$$H_{k+1} = H_k \begin{pmatrix} \tau_k / \tau_{k+1} & 0 \\ 0 & \sigma_k / \sigma_{k+1} \end{pmatrix} \leq H_k (1 - \phi_k)^{-1},$$

(3.4)

Therefore

$$\|u^{k+1} - u^*\|_{H_{k+1}}^2 \leq \|u^{k+1} - u^*\|_{H_k}^2 (1 - \phi_k)^{-1} \leq \|u^k - u^*\|_{H_k}^2 (1 - \phi_k)^{-1}$$

$$\leq \|u^0 - u^*\|_{H_0}^2 \prod_{i=1}^{k} (1 - \phi_i)^{-1} \leq \|u^0 - u^*\|_{H_0}^2 \prod_{i=1}^{\infty} (1 - \phi_i)^{-1}.$$  

(3.5)

Since $\{\phi_k\}$ is summable, the product $C_U = \prod_{i=1}^{\infty} (1 - \phi_i)^{-1}$ is finite, then

$$\|u^{k+1} - u^*\|_{H_k}^2 \leq C_U \|u^0 - u^*\|_{H_0}^2.$$  

(3.6)

We use (3.6) to derive the following inequality.

$$\sum_{k=1}^{\infty} \left( \|u^k - u\|_{H_k}^2 - \|u^k - u\|_{H_{k-1}}^2 \right) \leq \sum_{k=1}^{\infty} \left( \|u^k - u\|_{H_k}^2 - \|u^k - u\|_{H_k}^2 (1 - \phi_{k-1}) \right)$$

$$= \sum_{k=1}^{\infty} \phi_{k-1} \|u^k - u\|_{H_k}^2$$

$$\leq \sum_{k=1}^{\infty} \phi_{k-1} \left( 2\|u - u^*\|_{H_k}^2 + 2\|u^k - u^*\|_{H_k}^2 \right)$$

$$\leq 2\sum_{k=1}^{\infty} \phi_{k-1} \left( C_H \|u - u^*\|_{H_k}^2 + C_U \|u^0 - u^*\|_{H_0}^2 \right)$$

$$\leq 2C_{\phi}C_H \|u - u^*\|^2 + 2C_{\phi}C_U \|u^0 - u^*\|_{H_0}^2.$$

The proof is completed.
Theorem 3.1. The sequence \( \{u^k\} \) generated by Algorithm 2.1 converges to a solution of \( VI(\Omega,F,\theta) \) (3).

Proof. Summing (3.2) for \( 1 \leq k \leq n \) leads to

\[
\sum_{k=1}^{n} \frac{c}{1 + c} \|u^k - \bar{u}^k\|_{H_k}^2 \\
\leq \sum_{k=1}^{n} \left( \|u^k - u^*\|_{H_k}^2 - \|u^k - u^*\|_{H_{k-1}}^2 \right) + \|u^0 - u^*\|_{H_0}^2 - \|u^{n+1} - u^*\|_{H_n}^2.
\]

Letting \( n \to \infty \) and applying (3.3), we obtain

\[
\sum_{k=1}^{\infty} \|u^k - \bar{u}^k\|_{H_k}^2 < +\infty.
\]

It follows that \( \lim_{k \to \infty} \|u^k - \bar{u}^k\|_{H_k}^2 = 0 \). Since

\[
\tau \geq \tau_{k+1} = \tau_0 \prod_{i=0}^{k} (\tau_{i+1}/\tau_i) \geq \tau_0 \prod_{i=0}^{\infty} (1 - \phi_i) \quad \forall k,
\]

the sequences \( \{\tau_k\} \) is bounded. So is \( \{\sigma_k\} \). Therefore \( \|H_k\| \) and \( \|Q_k\| \) are also bounded. Hence

\[
\lim_{k \to \infty} \|u^k - \bar{u}^k\| = 0.
\] (3.7)

Since \( \{u^k\} \) is bounded by (3.6), \( \{\bar{u}^k\} \) is also bounded.

Let \( u^\infty \) be a cluster point of \( \{\bar{u}^k\} \) and \( \{\bar{u}^k\} \) is a subsequence which converges to \( u^\infty \). Let \( \{u^k\} \) and \( \{u^\infty\} \) be the induced sequences by \( \{\bar{u}^k\} \) and \( \{\bar{u}^k\} \), respectively. It follows from lemma 3.1 that

\[
\bar{u}^k \in \Omega, \quad \theta(u) - \theta(\bar{u}^k) + (u - \bar{u}^k)^T F(\bar{u}^k) \geq (u - u^\infty)^T Q_k (u^k - \bar{u}^k), \quad \forall u \in \Omega.
\]

Since \( \|Q_k\| \) is bounded, it follows from the continuity of \( \theta(u) \) and \( F(u) \) that

\[
u^\infty \in \Omega, \quad \theta(u) - \theta(u^\infty) + (u - u^\infty)^T F(u^\infty) \geq 0, \quad \forall u \in \Omega.
\]

The above variational inequality indicates that \( u^\infty \) is a solution of \( VI(\Omega,F) \). By using (3.7) and \( \lim_{j \to \infty} \bar{u}^k = u^\infty \), the subsequence \( \{u^k\} \) converges to \( u^\infty \).

Similar to (3.5), we have

\[
\|u^{n+1} - u^\infty\|_{H_{n+1}} \leq \|u^k_j - u^\infty\|_{H_{k_j}} \prod_{i=k_j}^{n} (1 - \phi_i)^{-1},
\]
where \( k_j \leq n < k_j + 1 \). Let \( n \) approaches infinity, \( \|H_n\| \) converges to a positive value,
\[
\lim_{n \to \infty} \|u^{n+1} - u^\infty\|_{H_{n+1}} \leq \lim_{j \to \infty} \|u^j - u^\infty\|_{H_{k_j}} \cdot 1 = 0.
\]
Consequently,
\[
\lim_{n \to \infty} \|u^{n+1} - u^\infty\| = 0,
\]
i.e., \( \{u^k\} \) converges to \( u^\infty \). The proof is completed. \( \square \)

4. Computational complexity

**Theorem 4.1.** The solution set of VI \( (\Omega, F, \theta) \) is convex and it can be characterized as
\[
\Omega^* = \bigcap_{u \in \Omega} \{ \tilde{u} \in \Omega : (\theta(u) - \theta(\tilde{u})) + (u - \tilde{u})^T F(u) \geq 0 \}.
\]

**Proof.** The proof is an incremental extension of Theorem 2.3.5 in [7], or see the proof of Theorem 2.1 in [13]. \( \square \)

Theorem 4.1 implies that \( \tilde{u} \in \Omega \) is an approximate solution of VI \( (\Omega, F, \theta) \) with the accuracy \( \epsilon > 0 \) if it satisfies
\[
\theta(u) - \theta(\tilde{u}) + (u - \tilde{u})^T F(u) \geq -\epsilon, \quad \forall u \in \Omega \cap \mathcal{D}(\tilde{u}), \quad (4.1)
\]
where \( \mathcal{D}(\tilde{u}) = \{ u \mid \|u - \tilde{u}\| \leq 1 \} \) is a neighborhood of \( \tilde{u} \).

**Theorem 4.2.** The Algorithm 2.1 converges at rate of \( \theta(1/t) \) in ergodic sense. More specifically let the sequence \( \{u^k\} \) be generated by Algorithm 2.1 with arbitrary initial input \( u_0 \), for the sequence \( \{\tilde{u}_t\} \) defined by
\[
\tilde{u}_t = \frac{1}{\sum_{k=0}^{t} \alpha_k} \sum_{k=0}^{t} \alpha_k u^k,
\]
the convergence bound below is satisfied:
\[
\theta(u) - \theta(\tilde{u}_t) + (u - \tilde{u}_t)^T F(u) \geq \frac{(1 + c)/2c}{t} \left( -\|u - u_0\|^2_{H_0} - 2C_F C_U \|u_0 - u^*\|_{H_0}^2 - 2C_F C_H \|u - u^*\|^2 \right). \quad (4.2)
\]

**Proof.** It follows from (3.1a) and (3.1b) that
\[
\theta(u) - \theta(\tilde{u}) + (u - \tilde{u})^T F(u) \\
\geq (u - \tilde{u}^k)^T Q_k (u^k - \tilde{u}^k) \\
= \frac{1}{\alpha_k} (u - \tilde{u}^k)^T H_k (u^k - u^{k+1}) \\
= \frac{1}{2\alpha_k} \left( \|u - u^{k+1}\|^2_{H_k} - \|u - u^k\|^2_{H_k} + \|u^k - \tilde{u}^k\|^2_{H_k} + \|u^{k+1} - \tilde{u}^k\|^2_{H_k} \right), \quad (4.3)
\]
where the last equality uses the polar identity for normed vector spaces, i.e.,

\[(a - b)^T H(c - d) = \frac{1}{2} \left\{ \|a - d\|^2_{H^*} - \|a - c\|^2_{H^*} \right\} + \frac{1}{2} \left\{ \|c - b\|^2_{H^*} - \|d - b\|^2_{H^*} \right\}.\]

Consider the last term of (4.3) and take note that $Q_k^T + Q_k = 2H_k$. We obtain

\[
\|u^{k+1} - \tilde{u}^k\|_{H_k}^2
= \|u^k - \tilde{u}^k\|_{H_k}^2 - \alpha_k M_k (u^k - \tilde{u}^k)\|_{H_k}^2
= \|u^k - \tilde{u}^k\|_{H_k}^2 - \alpha_k \|u^k - \tilde{u}^k\|_{Q+Q'}^2 + \alpha_k^2 \|M_k (u^k - \tilde{u}^k)\|_{H_k}^2
= \|u^k - \tilde{u}^k\|_{H_k}^2 - 2\alpha_k \|u^k - \tilde{u}^k\|_{H_k}^2 + \alpha_k \|u^k - \tilde{u}^k\|_{H_k}^2
= \|u^k - \tilde{u}^k\|_{H_k}^2 - \alpha_k \|u^k - \tilde{u}^k\|_{H_k}^2.
\]

(4.4)

Substitute (4.4) into (4.3) leads to

\[
\theta(u) - \theta(\tilde{u}) + (u - \tilde{u})^T F(u)
\geq \frac{1}{2\alpha_k} \left( \|u - u^{k+1}\|_{H_k}^2 - \|u - u^k\|_{H_k}^2 + \frac{1}{2} \|u^k - \tilde{u}^k\|_{H_k}^2 \right).
\]

Due to the monotonicity of $F(\cdot)$, we have

\[
\alpha_k \left[ \theta(u) - \theta(\tilde{u}) + (u - \tilde{u})^T F(u) \right]
\geq \frac{1}{2} \left( \|u - u^{k+1}\|_{H_k}^2 - \|u - u^k\|_{H_k}^2 \right).
\]

(4.5)

Summing (4.5) for $0 \leq k \leq t - 1$ and using Lemma 3.3, we obtain

\[
\sum_{k=0}^{t-1} \alpha_k \left[ \theta(u) - \theta(\tilde{u}) + (u - \tilde{u})^T F(u) \right]
\geq \frac{1}{2} \sum_{k=1}^{t-1} \left( \|u - u^{k+1}\|_{H_k}^2 - \|u - u^k\|_{H_k}^2 \right)
\geq \frac{1}{2} \left( \|u - u^t\|_{H_{t-1}}^2 - \|u - u^0\|_{H_0}^2 \right) - \frac{1}{2} \sum_{k=1}^{t-1} \left( \|u^k - u\|_{H_k}^2 - \|u^k - u\|_{H_{k-1}}^2 \right)
\geq \frac{1}{2} \left( \|u - u^t\|_{H_{t-1}}^2 - \|u - u^0\|_{H_0}^2 - C_\phi C_H \|u - u^\star\|_{H_0}^2 - C_\phi C_{U} \|u^0 - u^\star\|_{H_0}^2 \right).
\]

(4.6)

Let $\sum_{k=0}^{t-1} \alpha_k = \alpha$. It is easy to verify that $\alpha \geq \frac{\epsilon}{1 + c} t$. By the definition of $\tilde{u}_t$ and the convexity of $\theta(u)$, we can get

\[
\alpha \theta(\tilde{u}_t) \leq \sum_{k=0}^{t-1} \alpha_k \theta(\tilde{u}_k).
\]
Consequently,
\[
\alpha \left[ \theta(u) - \theta(\tilde{u}_t) + (u - \tilde{u})^T F(u) \right] \geq \sum_{k=0}^{t-1} \alpha_k \left[ \theta(u) - \theta(\tilde{u}_k) + (u - \tilde{u}_k)^T F(u) \right].
\] (4.7)

Combining (4.6) and (4.7) yields the bound
\[
\theta(u) - \theta(\tilde{u}_t) + (u - \tilde{u}_t)^T F(u) \geq \frac{1}{2\alpha} \left( \|u - u^*\|_{H_{t-1}}^2 - \|u - u^*\|_{H_0}^2 - 2C_\phi C_H \|u - u^*\|_{H_0}^2 - 2C_\phi C_U \|u^0 - u^*\|_{H_0}^2 \right)
\geq \frac{(1+c)/2c}{t} \left( -\|u - u_0\|_{H_0}^2 - 2C_\phi C_U \|u_0 - u^*\|_{H_0}^2 - 2C_\phi C_H \|u - u^*\|_{H_0}^2 \right).
\]

By (4.1), Algorithm 2.1 produces an $\theta(1/t)$ approximate solution after $t$ iterations.

5. Numerical experiments

In the literature, the PDHG method in [24] as well as the other primal-dual methods, see, e.g., [4, 9, 12] have exhibited good numerical performance. The aim of this section is to verify the acceleration of the proposed parallel primal-dual algorithm over other primal-dual methods. Moreover different parameters and problem settings are chosen to prove the robustness of the new methods.

Algorithm 2.1 is applied to LASSO model and Steiner tree problem to show its numerical advantage over other primal-dual methods. We compares its performances with other four primal-dual methods mentioned in this paper, namely the primal-dual hybrid gradient method (PDHG) in [24], the first-order primal-dual method (CP) in [4], the relaxed proximal-point method (RPPA) in [12] and the adaptive primal-dual splitting method (APD) in [9]. The relaxation factor in RPPA is set to be 1.5 which is an estimation of optimal value because the true optimal value varies from case to case. As stated in the conclusion in [9], the backtracking APD method shows no consistently better performance over the non-backtracking version if the ideal step size parameters are known, we omit the backtracking step in the algorithmic comparisons. The APD method is thus simplified by taking the ideal parameter magnitude $\tau_0 = 1/\|A\|_{\infty}^2$.

All codes were written and implemented in Matlab 2014a, and all experiments were carried out on a computer with a 2.21 GHz AMD Athlon Dual Core processor and 2 GB of memory.

5.1. LASSO

In this subsection, the parallel primal-dual algorithm are applied to solve the LASSO model. The LASSO model was first mentioned in [21] to solve variable selection regression problems. Given a sample matrix $A$ and the response $b$, the LASSO model learns the linear regression coefficient $x$ by solving
\[
\min_{x \in \mathcal{X}} \beta \|x\|_1 + \frac{1}{2} \|Ax - b\|_2^2
\] (5.1)
for some scaling parameter $\beta$. By the definition of conjugate function, (5.1) can be reformulated as the following minmax problem:

$$\min_{x \in X} \max_{y \in Y} \beta \|x\|_1 + y^T Ax - \frac{1}{2} \|y + b\|_2^2. \quad (5.2)$$

The data for our test is generated in the same fashion as that in Section 11.1 in [3]. Each element of the sample matrix $A$ is drawn from an $N(0, 1)$ distribution. A true value $x_{true}$ is generated with a certain number of non-zero entries, each sampled from an $N(0, 1)$ distribution. The label $b$ are computed as $b = Ax_{true} + v$ where $v$ is a gaussian noise.

The columns of sample matrices $A$ are not normalized as in [3]. This modification is reasonable because in some applications, such as portfolio optimization, the magnitude of each column stands for the stock prize hence should not be normalized. The default setting of LASSO problem in this subsection use $\tau_0 = \sigma_0 = 1/\|A\|_2$ (except for PPD method), sample size is 1000, feature number is 10000, $\beta = 0.1 \beta_{max}$, number of non-zero element in $x_{true}$ is 100. Here $\beta_{max} = \|A^T b\|_\infty$ is the minimum value of $\beta$ that any value leads to a trife solution zero.

It is important to point out that $\tau_0 \sigma_0$ is not known for PPD method. We draw a random number from interval $(0, 10/\|A\|_2)$ for both $\tau_0$ and $\sigma_0$ in PPD for all the LASSO problem unless the initial value is specified otherwise.

To show the numerical results of LASSO problems in this subsection, we run all the methods for 500 iterations and use both figure and table to illustrate the error against iteration number and runtime. Here we define error in the following way: We run both CP method and RPPA method for 2000 iterations to ensure the objective value of both methods differs by less than $10^{-10}$. We use this value as the approximate optimal value of the objective function value $objval^*$. Then the error is calculated by $\|objval^k - objval^*\|/\|objval^*\|$, where $objval^k$ is the current objective function value. This error is plotted against both iteration number and runtime in all figures and is listed in all tables in this subsection. In the tables, we use NA to show a result if the value of error is not reached within 500 iterations. The runtime is presented in the parenthesis with unit in second.

The PDHG, CP and RPPA methods all require prior knowledge of $\|A\|_2$ which is difficult to calculate. In the test, the function "normest" in Matlab is used to estimate $\|A\|_2$. It is the reason that the plot of the above methods does not start from 0 second.

Fig. 1 and Table 5.1 illustrate the performances of all five methods with equal parameters. However the value of $\tau_0 \sigma_0$ takes various magnitude. Apparently CP and RPPA do not guarantee the convergence when the magnitude of $\tau_0 \sigma_0$ exceed its upper bound $1/\|A\|_2^2$ (see also (1.4)). The same occurs to PDHG if the magnitude of $\tau_0 \sigma_0$ further increases. On the other hand all methods suffer from the magnitude decrease of parameters except PPD and APD. This phenomenon was also mentioned and verified in [9].

Fig. 2 and Table 5.1 show the performance of the tested methods with parameter $\tau$ and $\sigma$ of optimal magnitude but different ratio. Two examples are chosen as the ratio between parameters are 0.25 and 4. The impact of different ratio on the algorithmic performance is obvious. This is possibly because the optimal choice of ratio is indeed close to $\tau/\sigma = 0.25$. 
When the ratio between parameters are closer to optimal, PDHG, CP and RPPA methods are much more efficient. However when the ratio is far away from optimal setting, APD and PPD work better since the ratio is balanced during iteration progress. This result is not
\[ \tau_0 = \frac{0.5}{\|A\|_2}, \sigma_0 = \frac{2}{\|A\|_2}. \]

\[(b) \quad \tau_0 = \frac{2}{\|A\|_2}, \sigma_0 = \frac{0.5}{\|A\|_2}. \]

\[(c) \quad \tau_0 = \frac{0.5}{\|A\|_2}, \sigma_0 = \frac{2}{\|A\|_2}. \]

\[(d) \quad \tau_0 = \frac{2}{\|A\|_2}, \sigma_0 = \frac{0.5}{\|A\|_2}. \]

Figure 2: LASSO problem with different \( \tau_0\sigma_0 \) ratio.

Fig. 3 and Table 3 illustrate the performances of all five methods with different problem scales, i.e., all other parameters take the default setting except the scale of \( A \). We can see that our method is the fastest for all problem scales especially the large ones. The advantage of PPD method become more and more obvious as the problem scale increases, since the computation of \( \|A\|_2 \) is getting too expensive.

Fig. 4 and Table 4 demonstrate the performance of the test methods with different type of data input. As the ratio between feature number and sample size grows, PPD method and AP method remains the best ones but the other three methods become more and more efficient. The performance of methods are similar to that Fig. 2 and Table 5.1. This could be explained as different data leads to different optimal parameter \( \sigma_0\tau_0 \) ratio. When the ratio between feature number and sample size grows, the optimal \( \tau_0\sigma_0 \) ratio approaches 1 in this case.
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Figure 3: LASSO problem with different size.

Table 3: Iteration counts and runtime for LASSO problem with different size.

<table>
<thead>
<tr>
<th></th>
<th>PDHG</th>
<th>CP</th>
<th>RPPA</th>
<th>APD</th>
<th>PPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{200\times2000}$</td>
<td>($10^{-4}$)</td>
<td>($10^{-5}$)</td>
<td>($10^{-6}$)</td>
<td>($10^{-7}$)</td>
<td>($10^{-8}$)</td>
</tr>
<tr>
<td></td>
<td>118(0.173)</td>
<td>38(0.113)</td>
<td>26(0.105)</td>
<td>28(0.0503)</td>
<td>28(0.0503)</td>
</tr>
<tr>
<td>$A_{500\times5000}$</td>
<td>($10^{-4}$)</td>
<td>($10^{-5}$)</td>
<td>($10^{-6}$)</td>
<td>($10^{-7}$)</td>
<td>($10^{-8}$)</td>
</tr>
<tr>
<td></td>
<td>308(0.309)</td>
<td>105(0.158)</td>
<td>106(0.164)</td>
<td>105(0.139)</td>
<td>80(0.107)</td>
</tr>
<tr>
<td>$A_{2000\times20000}$</td>
<td>($10^{-4}$)</td>
<td>($10^{-5}$)</td>
<td>($10^{-6}$)</td>
<td>($10^{-7}$)</td>
<td>($10^{-8}$)</td>
</tr>
<tr>
<td></td>
<td>238(49.1)</td>
<td>90(41.5)</td>
<td>74(39.3)</td>
<td>90(10.8)</td>
<td>33(3.21)</td>
</tr>
</tbody>
</table>

All the above experiments proved that our PPD method works the best for various problem settings. To further show the robustness of our method, we conduct the LASSO experiment for different balancing parameter $\beta$ and sparsity level of $x^{true}$. The result are
Table 4: Iteration counts and runtime for LASSO problem with different sample size to feature number ratio.

<table>
<thead>
<tr>
<th></th>
<th>PDHG</th>
<th>CP</th>
<th>RPPA</th>
<th>APD</th>
<th>PPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{2000\times10000} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( &lt; 10^{-1} )</td>
<td>192(22.4)</td>
<td>72(18.6)</td>
<td>54(18.1)</td>
<td>72(4.3)</td>
<td>30(1.46)</td>
</tr>
<tr>
<td>( &lt; 10^{-2} )</td>
<td>NA</td>
<td>104(21.6)</td>
<td>123(20.3)</td>
<td>162(10.4)</td>
<td>75(5.57)</td>
</tr>
<tr>
<td>( &lt; 10^{-3} )</td>
<td>133(2.69)</td>
<td>80(2.29)</td>
<td>66(2.16)</td>
<td>80(1.38)</td>
<td>28(0.372)</td>
</tr>
<tr>
<td>( A_{500\times10000} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( &lt; 10^{-1} )</td>
<td>432(5.16)</td>
<td>219(3.98)</td>
<td>176(3.10)</td>
<td>219(3.69)</td>
<td>118(1.58)</td>
</tr>
<tr>
<td>( &lt; 10^{-2} )</td>
<td>NA</td>
<td>439(5.60)</td>
<td>436(4.69)</td>
<td>439(7.35)</td>
<td>197(2.61)</td>
</tr>
<tr>
<td>( &lt; 10^{-3} )</td>
<td>131(5.74)</td>
<td>95(5.14)</td>
<td>74(4.74)</td>
<td>95(3.11)</td>
<td>21(0.535)</td>
</tr>
<tr>
<td>( A_{500\times20000} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( &lt; 10^{-1} )</td>
<td>458(2.66)</td>
<td>305(8.65)</td>
<td>239(7.52)</td>
<td>365(10.0)</td>
<td>206(5.26)</td>
</tr>
<tr>
<td>( &lt; 10^{-2} )</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

shown in the following figures. PPD method is robust to various problem settings.

To show the important role of tuning parameters, we use PPDn to denote the PPD method without tuning parameters. We compare the APD, PPDn and PPD methods for
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$$\beta = 0.05 \beta_{\text{max}}.$$  

$$\beta = 0.5 \beta_{\text{max}}.$$  

$$\beta = 0.9 \beta_{\text{max}}.$$  

Figure 5: LASSO problem with different balancing parameter $\beta$.

$$A_{500 \times 5000},$$ the initial proximal parameter value are $\tau_0 = 0.5/\|A\|_2$, $\sigma_0 = 2/\|A\|_2$ and $\tau_0 = 2/\|A\|_2$, $\sigma_0 = 0.5/\|A\|_2$ respectively. Fig. 7 illustrate the trend of proximal parameter $\tau^k$ and $\sigma^k$. Fig. 8 shows the convergence of the objective function value and $x^k$ for APD, PPDn and PPD method. We observe that $x^k$ converges to the solution $x^{\text{true}}$ as $\text{objval}^k$ converge to $\text{objval}^*$, and their speed is positively related. The role of parameter tuning is significant as PPD method is much faster than PPDn method in Fig. 8. In addition our quantitative way of tuning parameters performs better than the empirical way of APD method from the results of all the experiments above.

5.2. Steiner tree

The primal-dual methods are further tested on Steiner tree problem. The Steiner tree problem requires to find the shortest interconnection for a given set of objects. A typical example is

$$\min_{x_j \in X_j} \left\{ c\|x_1 - b_1\|_2 + \|x_1 - b_2\|_2 + \|x_2 - b_3\|_2 + \|x_3 - b_4\|_2 + \|x_3 - b_5\|_2 + \|x_1 - x_2\|_2 + \|x_2 - x_3\|_2 \right\}. \tag{5.3}$$

Apparently (5.3) is equivalent to

$$\min_{x_j \in X_j} \max_{y_j \in B_2} \left\{ y_1^T(x_1 - b_1) + y_2^T(x_1 - b_2) + y_3^T(x_2 - b_3) + y_4^T(x_3 - b_4) + y_5^T(x_3 - b_5) + y_6^T(x_1 - x_2) + y_7^T(x_2 - x_3) \right\}. \tag{5.4}$$
which is indeed a saddle-point problem of form (1.1).

The tested problem is from example 1 of [22]. The coordinates of 10 regular points and their tree topology can be found in Tables 7.1 and 7.2 in [22]. The approximate optimal location was obtained by running the CP method and PPD method until both the primal and the dual variable are differed by less than $10^{-10}$ in all elements. This approximation is used as $x^\ast$. The error in our experiment is calculated by $\|x^k - x^\ast\|$ and plotted against the iteration number.

Fig. 9 illustrates the performances of primal-dual methods when $\tau_0$ and $\sigma_0$ take equal value but different magnitude. Fig. 10 shows the performance of all methods when $\tau_0$ and
\( \tau_0 = 0.5/\|A\|_2, \sigma_0 = 2/\|A\|_2 \).
\( \tau_0 = 2/\|A\|_2, \sigma_0 = 0.5/\|A\|_2 \).

Figure 8: Convergence of objective value and \( x^k \) in LASSO problem.

\( \tau_0 = \sigma_0 = 2/\|A\|_2 \).
\( \tau_0 = \sigma_0 = 1/\|A\|_2 \).
\( \tau_0 = \sigma_0 = 0.5/\|A\|_2 \).

Figure 9: Steiner tree with different \( \tau_0, \sigma_0 \) size.

Table 5: Iteration counts and runtime for Steiner tree problem.

<table>
<thead>
<tr>
<th>error</th>
<th>PDHG</th>
<th>CP</th>
<th>RPPA</th>
<th>APD</th>
<th>PPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 10^{-5}</td>
<td>NA</td>
<td>98(0.0426)</td>
<td>120(0.0538)</td>
<td>125(0.0411)</td>
<td>97(0.0302)</td>
</tr>
</tbody>
</table>

\( \sigma_0 \) take optimal magnitude but different ratio. In order to present the numerical result clearly, the error is bounded by the ceiling of \( 10^1 \) hence a greater error is not shown in figures.

The trend of proximal parameters \( \tau^k \) and \( \sigma^k \) is similar with that in last subsection. We only show one of the results for \( \tau = 1/\|A\|_2, \sigma = 1/\|A\|_2 \) in Fig. 11. The iteration count and runtime for \( \tau = 1/\|A\|_2, \sigma = 1/\|A\|_2 \) is listed in Table 5.
The results are consistent with that in the previous subsection. PPD method is fastest and most robust among all five methods. Take note that the performance of PPD and APD can be matched by other three methods if the parameters are close to optimal value.

In general, APD and PPD are more robust than the other three methods. The average convergence speed is ranked as PPD > APD > RPPA > CP > PDHG with various problem settings. Two factors contribute the most for the high speed of PPD method. First, it avoid the calculation of \( \|A\|_2 \) which is compulsory for all primal-dual methods expect APD and PPD methods. Second, it tune the parameters dynamically and quantitatively. The parallel property of PPD method makes it potential to be even more efficient, especially in multi-core environment. It remains a topic to be further studied.
6. Conclusions

In this paper, the parallel primal-dual (PPD) algorithm are proposed to solve the saddle-point problem. This method update the primal and dual variable at the same time to speed up the convergence. Unlike most other primal-dual methods, it does not require the estimate of $\|A\|$ to determine the parameters. In addition the parameters and step size are adjusted during each iteration.

In the numerical experiments, the new method is compared with primal-dual hybrid gradient method (PDHG), chambolle and Pock’s primal-dual method (CP), relaxed proximal point algorithm (RPPA) and adaptive primal-dual method (APD). Our methods perform consistently the best in all applications. One advantage of PPD method over the other methods is that it does not calculate the norm $\|A\|$. This is particularly important in large-scale applications where the norm of the linear operators is hard to estimate. Moreover, the automatic tuning of parameters and step size also make the parallel primal-dual method not only faster but also more robust than other primal-dual methods.

It should be mentioned that the calculation to tune the parameters and step size can be non-negligible if the subproblems are relatively easy to solve. In the future it is possible to reduce the frequency of tuning yet keep the method convergent.
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