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1 Introduction and preliminary

The matrix exponential formulae have applications in diverse fields in mathematical
physics. For example, one can apply it to prove the famous strong subadditivity of the
von Neumann entropy, and the Bessis-Moussa-Villani conjecture [16]. We use these re-
sults to study also some interesting quantum informational problems [24–29]. In this pa-
per, we present a detailed survey, where some emphasis is put on the Lie-Trotter-Suzuki
product formulae, Thompson formula, Wasin-So formula, Stahl’s theorem, Peierls- Bo-
goliubov inequality, Golden-Thompson inequality, reverse inequality to Golden-Thompson
type inequalities, trace inequality in quantum information theory, Itzykson-Zuber inte-
gral formula, etc. We just collect similar results from various places and put together. Al-
though there are no new results in this article, but some detailed and elementary proofs
of partial results are still included for completeness. Firstly, we state some fundamental
knowledge of matrix exponential map, which is based on [11].
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1.1 One-parameter groups of linear transformations

In this section, we show how one-parameter groups of linear transformation of a vector
space can be described using the exponential map on matrices. Let V be a finite di-
mensional vector space, End(V) denote the algebra of linear maps from V to itself, and
GL(V) denote the group of invertible linear maps from V to itself. The usual name for
GL(V) is the general linear group of V. If V=Kn, then End(V)=Mn(K), the n×n matrices
over field K, where K=R or C, and GL(V)=GLn(K), the matrices with non-vanishing
determinants. Let (V,‖∗‖) be a normed space, where the norm is defined by

‖A‖ def
=sup

{‖Av‖
‖v‖ : 0 6=v∈V

}
, A∈End(V). (1.1)

Definition 1.1. A one-parameter group of linear transformations of V is a continuous homo-
morphism

M :R−→GL(V).

That is, M(t) is a collection of linear maps such that

(i) M(0)=1V ,

(ii) M(s)M(t)=M(s+t) ∀s,t∈R,

(iii) M(t) depends continuously on t.

Remark 1.1. (a) For A∈End(V) and r>0, set

Br(A)
def
=
{

X∈End(V) :‖X−A‖< r
}

.

The Neumann formula:

(1V−A)−1=
∞

∑
n=0

An (1.2)

valid for A∈B1(0) shows that

(Br(1V))
−1⊆Bα(1V) (1.3)

with α= r
1−r . Similarly, the formula

(1V+A)(1V+B)=1V+A+B+AB (1.4)

shows
Br(1V)Bs(1V)⊆Br+s+rs(1V).

(b) For A∈L(V), define

exp(A)
def
=

∞

∑
n=0

An

n!
. (1.5)
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Since ‖An‖6‖A‖n, we see, by the standard estimates in the exponential series, that the
series defining exp(A) converges absolutely for all A and uniformly on Br(0). Hence exp
defines a smooth, in fact analytic, map from End(V) to itself. We will see shortly that in
fact exp(A)∈GL(V).

Proposition 1.1. ([11])If A,B∈End(V) such that [A,B]=AB−BA=0, then

exp(A+B)=exp(A)exp(B). (1.6)

Proof. Computing formally, we have

exp(A)exp(B)=

(
∞

∑
i=0

Ai

i!

)(
∞

∑
j=0

Bj

j!

)
=

∞

∑
i,j=0

AiBj

i!j!

=
∞

∑
n=0

1

n!

(

∑
i+j=n

n!

i!j!
AiBj

)
=

∞

∑
n=0

1

n!

(
n

∑
k=0

(
n

k

)
AkBn−k

)
.

If A and B commute, the familiar binomial formula applies and says

(A+B)n=
n

∑
k=0

(
n

k

)
AkBn−k.

Substituting this in our formula for exp(A)exp(B), and noting that all manipulations are
valid because the series converge absolutely, we see the proposition follows.

Corollary 1.1. ([11]) For any A∈End(V), the map t 7→ exp(tA) is a one-parameter group of
linear transformations on V. In particular,

exp(A)∈GL(V) and (exp(A))−1=exp(−A).

Proof. Since for any real numbers s and t, the matrices sA and tA commute with one
another, this corollary follows immediately from the above Proposition 1.1

In what follows, Theorem 1.1 is the converse of Corollary 1.1. Since for v∈V, we have

exp(tA)v=v+tAv+
∞

∑
n=2

tn Anv

n!
.

Therefore, we have

Av= lim
t→0

M(t)v−v

t
=

d

dt
(M(t)v)

∣∣
t=0

. (1.7)

Proposition 1.2. ([11]) For sufficiently small r>0, the map exp takes Br(0) bijectively onto an
open neighborhood of 1V in GL(V). One has exp(Br(0))⊆Bs(1V), where s= er−1.
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Proof. Let DexpA be the differential of exp at A. It is a linear map from End(V) to End(V)
defined by

DexpA(B)= lim
t→0

exp(A+tB)−exp(A)

t
.

From the definition of exp, it is easy to compute that

Dexp0(B)=B.

That is Dexp0 is the identity map on End(V). In particular Dexp0 is invertible. There-
fore the first statement of the proposition follows from the Inverse Function Theorem. The
inclusion exp(Br(0))⊆Bs(1V) follows from the obvious termwise estimation of exp(A)−
1V .

Remark 1.2. If one defines

log(1V−A)=−
∞

∑
n=1

An

n
, (1.8)

then just as for real numbers, one sees this series converges absolutely for ‖A‖<1. Fur-
ther, for all B∈B1(1V), one has

exp(logB)=B. (1.9)

This formula is known in the scalar case, and this implies that in fact it is an identity in
absolutely convergent power series, whence it follows in the matrix case.

Proposition 1.3. ([11]) Choose an r< log2, and let T∈exp(Br(0)), say T=exp(A). Then the
transformation S=exp( A

2 ) is a square root of T; that is, S2=T. Moreover, S is the unique square
root of T contained in exp(Br(0)).

Proof. That S2 = T follows directly from Proposition 1.1. It is only necessary to prove
the uniqueness of S. From Proposition 1.2, we see that our restriction on r implies
exp(Br(0))⊆ B1(1V). Hence it will suffice to show that if A,B are distinct linear maps
of norm less than 1, then (1V+A)2 6=(1V+B)2. Suppose the contrary. Then expanding
the squares, canceling the 1V’s and transposing, we find the equation:

2(A−B)=B2−A2=B(B−A)+(B−A)A.

Taking norms yields

2‖A−B‖6‖B‖‖B−A‖+‖B−A‖‖A‖=
(
‖B‖+‖A‖

)
‖B−A‖.

This implies either ‖A−B‖=0, which is false since A 6=B, or ‖A‖+‖B‖>2, which is false
since both ‖A‖ and ‖B‖ are less than 1. This contradiction establishes the uniqueness of
S.
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Theorem 1.1. ([11]) Every one-parameter group M of linear transformations of V has the form:

M(t)=exp(tA) (1.10)

for some A∈End(V).

The transformation A is called the infinitesimal generator of the group t 7→exp(tA).

Proof. Let t 7→ M(t) be a continuous one-parameter group in GL(V). Since M(0) = 1V ,
if we specify r> 0, we may, by continuity, find an ε> 0 such that M(t)∈ exp(Br(0)) for
|t|6 ε. We take r< log2. Write

M(ε)=exp(A1)

for appropriate A1∈Br(0). If we set

A=
1

ε
A1,

then M(ε) = exp(εA). The transformations M(ε/2) and exp(εA/2) are the both square
roots of M(t) lying in exp(Br(0)). By Proposition 1.3 we conclude

M(ε/2)=exp(εA/2).

An obvious induction using Proposition 1.3 shows that

M(2−nε)=exp(2−nεA)

for all positive integers n. Taking mth powers, we conclude

M(m2−nε)=exp(m2−nεA)

for all integers m and n. Since the numbers m2−nε are dense in R, the Theorem follows
by continuity.

Proposition 1.4. ([24]) For every T∈GL(Cd), there exists M∈End(Cd) such that T= eM.

Proof. It is easy to show that if T is a diagonalizable matrix, then the conclusion is true.
For a general case, we prove it in the following two steps:

Case 1. There is a sequence of diagonalizable matrices Tk satisfying that

(i) limk Tk =T,

(ii) If Tk = eMk , then there is a constant c>0 such that ‖Mk‖6 c holds for every k.

Now we show that the existence of Tk. Consider the Jordan decomposition of T for T =
PJP−1. Let ti be the diagonal entries of J. Note that T is an invertible matrix, so ti 6=0 for
every 16 i6d. Let

Tk :=P(J+Λk)P−1,

where Λk :=diag(λk
1,. . .,λk

d). Then Tk meets the conditions (i) and (ii) in Case 1 if
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(a) limk λk
i =0 for i=1,.. . ,d;

(b) ti+λk
i are all different when i runs from 1 to d for every given k. Thus Tk has d

different eigenvalues ti+λk
i , and of course Tk is diagonalizable;

(c) there is a constant c such that
∣∣ln(ti+λk

i )
∣∣6 c for every k and i. Note that if (b) is

true, then ‖Mk‖=maxi

∣∣ln(ti+λk
i )
∣∣.

The construction of λk
i satisfying (a)–(c) is described as follows: For any given k, let λk

1=
t1
k ,

and λk
j be one of

tj

k ,
tj

k+1 ,. . .,
tj

k+j such that ti+λk
i 6=tj+λk

j whenever i< j. Apparently (a) and

(b) are satisfied. To check (c), we have
∣∣∣ln(ti+λk

i )
∣∣∣=
∣∣∣ln(ti)+ln(1+λk

i /ti)
∣∣∣6 |ln(ti)|+

∣∣∣ln(1+λk
i /ti)

∣∣∣,

taking c=maxi |ln(ti)|+ln2 is enough. That is ‖Mk‖=maxi

∣∣ln(ti+λk
i )
∣∣6 c for all k.

Case 2. When Case 1 holds, since the exponential function is a smooth and continuous
function, so the image of the compact set, exp(B(0,c)) must be closed, where B(0,c) is the
closed ball with radius c, thus the limit T of eMk is also in exp(B(0,c)). This means that
there exists M∈B(0,c) such that T= eM.

The second proof. We note also that for arbitrary T∈GL(Cd), there is a M∈End(Cd) such
that T = eM. In fact, a matrix A∈End(Cd) is called nilpotent if Ak = 0 for some positive
integer k. A nilpotent matrix has trace zero, since zero is its only eigenvalue. A matrix
X∈End(Cd) is called unipotent if X−1 is nilpotent. Note that a unipotent transformation
is nonsingular and has determinant 1, since 1 is its only eigenvalue.

Let A∈End(Cd) be nilpotent. Then Ad=0 and for z∈C, we have

ezA =1+Y,

where

Y= zA+
z2

2!
A2+···+ zn−1

(n−1)!
An−1

is also nilpotent. Hence the matrix ezA is unipotent and z 7→ ezA is a regular homomor-
phism from the additive group C to GL(Cd). Conversely, if X=1+Y∈GL(Cd) is unipo-
tent, then Yd=0 and we define

lnX=
n−1

∑
k=1

(−1)k+1 1

k
Yk.

By the fact that any equation involving power series in a complex variable x that holds
as an identity of absolutely convergent series when |x|< r also holds as an identity of
matrix power series in a matrix variable X, and these series converge absolutely in the
matrix norm when ‖X‖< r, we have

exp(ln(1+A))=1+A.
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Thus the exponential function is a bijective polynomial map from the nilpotent elements
in End(Cd) onto the unipotent elements in GL(Cd), with inverse X 7→ lnX.

1.2 Properties of the exponential map

The map exp is the basic link between the linear structure on End(V) and the multiplica-
tive structure on GL(V). We will describe some salient properties of this link.

Choose r∈ (0, 1
2 ] such that exp is one-to-one on Br(0). Choose r1 < r so that if A,B∈

Br1
(0), then exp(A)exp(B) is contained in exp(Br(0)). Then we can write

exp(A)exp(B)=exp(C) (1.11)

for some C ∈ Br(0). The Inverse Function Theorem guarantees that C is a smooth (in
fact analytic) function of A and B. There is a beautiful formula, the Campbell-Hausdorff
formula, which expresses C as a universal power series in A and B. To develop this
completely would take too long. We will just give the first two terms in the expression
for C. These suffice for most purposes.

Proposition 1.5. ([11]) Suppose A,B,C have norm at most 1
2 and satisfy Eq. (1.11). Then we

have

C=A+B+
1

2
[A,B]+S, (1.12)

where the remainder term S satisfies

‖S‖665(‖A‖+‖B‖)3. (1.13)

Proof. We have

exp(C)=1V+C+R1(C), (1.14)

where the remainder R1(C) is

R1(C)=
∞

∑
n=2

Cn

n!

and satisfies the obvious estimate

‖R1(C)‖6
∥∥C2

∥∥
(

∞

∑
n=2

‖C‖n−2

n!

)
6‖C‖2

when ‖C‖61, hence certainty when ‖C‖6 1
2 . Similarly, we have

exp(A)exp(B)=1V+A+B+R1(A,B), (1.15)
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where by rearrangement of the double sum

R1(A,B)=
∞

∑
n=2

1

n!

(
n

∑
k=0

(
n

k

)
AkBn−k

)
.

Hence we have the estimate

‖R1(A,B)‖6 (‖A‖+‖B‖)2

(
∞

∑
n=2

(‖A‖+‖B‖)n−2

n!

)
6 (‖A‖+‖B‖)2

when ‖A‖+‖B‖61. Comparison Eq. (1.14) and Eq. (1.15), we see that Eq. (1.11) implies

C=A+B+R1(A,B)−R1(C). (1.16)

Hence

‖C‖6‖A‖+‖B‖+(‖A‖+‖B‖)2+‖C‖2
62(‖A‖+‖B‖)+ 1

2
‖C‖

when A,B and C all have norm at most 1
2 . Thus

‖C‖64(‖A‖+‖B‖). (1.17)

Returning to Eq. (1.16), we further find

‖C−(A+B)‖6 ‖R1(A,B)‖+‖R1(C)‖
6 (‖A‖+‖B‖)2+[4(‖A‖+‖B‖)]2
= 17(‖A‖+‖B‖)2. (1.18)

We now refine these estimates to second order. In analogy with Eq. (1.14), we have

exp(C)=1V+C+
C2

2
+R2(C), (1.19)

where

R2(C)=
∞

∑
n=3

Cn

n!

is easily estimated by

‖R2(C)‖6
1

3
‖C‖3 (1.20)

when ‖C‖61. If we substitute Eq. (1.12) for C in Eq. (1.19), we obtain

exp(C)= 1V+A+B+
1

2
[A,B]+S+

1

2
C2+R2(C)

= 1V+A+B+
1

2
[A,B]+

1

2
(A+B)2+T

= 1V+A+B+
1

2
(A2+2AB+B2)+T, (1.21)
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where

T=S+
1

2

(
C2−(A+B)2

)
+R2(C).

On the other hand, we have

exp(A)exp(B)=1V+A+B+
1

2
(A2+2AB+B2)+R2(A,B), (1.22)

where

R2(A,B)=
∞

∑
n=3

1

n!

(
∞

∑
k=0

(
n

k

)
AkBn−k

)

satisfies

‖R2(A,B)‖6 1

3
(‖A‖+‖B‖)3

when ‖A‖+‖B‖6 1. Comparison of Eq. (1.21) and Eq. (1.22) in the light of Eq. (1.11)
yields

S=R2(A,B)+
1

2

(
(A+B)2−C2

)
−R2(C).

Taking norms, we find

‖S‖6 ‖R2(A,B)‖+‖R2(C)‖+
1

2

(
‖(A+B)(A+B−C)+(A+B−C)C‖

)

6
1

3
(‖A‖+‖B‖)3+

1

2
(‖A‖+‖B‖+‖C‖)‖A+B−C‖+ 1

3
‖C‖3

6
1

3
(‖A‖+‖B‖)3+

5

2
(‖A‖+‖B‖)·17(‖A‖+‖B‖)2

+
1

3
(4(‖A‖+‖B‖))3

665(‖A‖+‖B‖)3, (1.23)

as was to be shown.

2 The Lie-Trotter-Suzuki product formulae

We will derive two main consequences of Proposition 1.5 in this section. These relate
group operations in GL(V) to the linear operations in End(V), and are crucial ingredients
in the proof of the main theorem that relates Lie algebras to Lie groups. Theorem 2.1
relates group multiplication in GL(V) to addition in End(V).

Theorem 2.1 (The Lie-Trotter product formula, [10]). For any two matrices A and B,

lim
n→∞

[
exp

(
A

n

)
exp

(
B

n

)]n

=exp(A+B). (2.1)
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Proof. For n large enough, A
n and B

n will be close enough to the origin that formula
Eq. (1.12) applies. We then have

exp

(
A

n

)
exp

(
B

n

)
=exp(Cn),

where by estimate Eq. (1.18)

∥∥∥∥Cn−
A+B

n

∥∥∥∥6
17

n2
(‖A‖+‖B‖).

Hence as n→∞, we have nCn→A+B. Since exp(nCn)=[exp(Cn)]n, Eq. (2.1) follows.

The second proof is given by Bhatia [4].

Proof. For any two matrices X,Y, and for n=1,2,.. ., we have

Xn−Yn =
n−1

∑
j=0

Xn−1−j(X−Y)Y j. (2.2)

Using this, we obtain

‖Xn−Yn‖6nMn−1‖X−Y‖, (2.3)

where M
def
=max{‖X‖,‖Y‖}. Now let

Xn =exp

(
A+B

n

)
, Yn =exp

(
A

n

)
exp

(
B

n

)
.

Then

exp

(‖A‖+‖B‖
n

)
>max{‖Xm‖,‖Ym‖}.

From the power series expansion for the exponential function, we see that

Xn−Yn = 1+
A+B

n
+

1

2

(
A+B

n

)2

+···

−
{[

1+
A

n
+

1

2

(
A

n

)2

+···
][

1+
B

n
+

1

2

(
B

n

)2

+···
]}

= O

(
1

n2

)
(2.4)

for large n. Hence, using the inequality Eq. (2.3), we see that

‖Xn
n−Yn

n ‖6nexp(‖A‖+‖B‖)O

(
1

n2

)
.
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This goes to zero as n→∞. But Xn
n =exp(A+B) for all n. Hence,

lim
n→∞

Yn
n =exp(A+B).

This proves the theorem.

Remark 2.1. For any two matrices X and Y, we have

⊗nX−⊗nY=
n−1

∑
j=0

(⊗n−1−jX)⊗(X−Y)⊗(⊗jY). (2.5)

Hence,

‖⊗nX−⊗nY‖6nMn−1‖X−Y‖, (2.6)

where M
def
=max{‖X‖ ,‖Y‖}.

Theorem 2.2. ([10]) For any two matrices A and B,

lim
n→∞

[
exp

(
A

2n

)
exp

(
B

n

)
exp

(
A

2n

)]n

=exp(A+B). (2.7)

Proof. Since

[
exp

(
A

2n

)
exp

(
B

n

)
exp

(
A

2n

)]n

= exp

(
− A

2n

)[
exp

(
A

n

)
exp

(
B

n

)]n

exp

(
A

2n

)
,

it follows from taking the limit n→∞ that

lim
n→∞

[
exp

(
A

2n

)
exp

(
B

n

)
exp

(
A

2n

)]n

= lim
n→∞

exp

(
− A

2n

)
lim

n→∞

[
exp

(
A

n

)
exp

(
B

n

)]n

lim
n→∞

exp

(
A

2n

)

= exp(A+B).

Thus the desired conclusion is proved.

As is well-known, an exponential function ex is expressed by

ex = lim
n→∞

(
1+

x

n

)n
, (2.8)

or

ex =
∞

∑
k=0

xk

k!
. (2.9)
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The above two formulae give methods to calculate ex numerically. The second expression
is more convenient for such a purpose, because the convergence of the latter is better than
the former.

Clearly

ex =
(

exp
( x

n

))n
=

[
∞

∑
k=0

1

k!

( x

n

)k
]n

.

Let

en,m(x)=

[
m

∑
k=0

1

k!

( x

n

)k
]n

.

This indicates that
ex = lim

n→∞
en,m(x)= lim

m→∞
en,m(x). (2.10)

The case m=1 corresponds to the first expression and n=1 to the second one.
Is there a much more rapidly convergent expression for ex? To answer this question,

we try to unify or combine the above two formulae as follows. It is easy to evaluate (the
upper bound of) the remainder rn,m(x) defined by rn,m(x) = ex−en,m(x). In fact, using
the generalized mean value theorem or Taylor’s theorem, Suzuki obtained the following
result:

Proposition 2.1. ([20]) With the above notation, it holds that

|ex−en,m(x)|6 1

nm

|x|m+1

(m+1)!
e|x |.

Proof. Let a=exp(x/n)=∑
∞
k=0

1
k!

(
x
n

)k
and b=∑

m
k=0

1
k!

(
x
n

)k
. Then

|ex−en,m(x)|= |an−bn |6n|a−b|(max{|a|,|b|})n−1

6 n|a−b|
(

exp

( |x|
n

))n−1

. (2.11)

In what follows, we give an upper bound for |a−b|. Apparently,

|a−b|=
∣∣∣∣∣

∞

∑
k=m+1

1

k!

( x

n

)k
∣∣∣∣∣=

1

(m+1)!

( |x|
n

)m+1
∣∣∣∣∣

∞

∑
k=m+1

(m+1)!

k!

( x

n

)k−m−1
∣∣∣∣∣

6
1

(m+1)!

( |x|
n

)m+1 ∞

∑
k=m+1

(m+1)!

k!

( |x|
n

)k−m−1

6
1

(m+1)!

( |x|
n

)m+1

exp

( |x|
n

)
. (2.12)

The desired inequality is proven.
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Proposition 2.2. ([20]) For any set of operators {Aj : 1,. . . ,k} in a Banach algebra, we have

∥∥∥∥∥exp

(
k

∑
j=1

Aj

)
−
(

k

∏
j=1

exp

(
1

n
Aj

))n∥∥∥∥∥6
1

n

(
k

∑
j=1

∥∥Aj

∥∥
)2

exp

(
k

∑
j=1

∥∥Aj

∥∥
)

. (2.13)

Proof. It will be instructive to give here a brief proof of the present Proposition. If we set

X=exp

(
1

n

k

∑
j=1

Aj

)
and Y=

k

∏
j=1

exp

(
1

n
Aj

)
, (2.14)

hence

‖X‖,‖Y‖6exp

(
1

n

k

∑
j=1

∥∥Aj

∥∥
)

. (2.15)

This implies that

‖X‖n−1−i‖Y‖i
6exp

(
n−1

n

k

∑
j=1

∥∥Aj

∥∥
)

, i=0,.. . ,n−1.

Since ex =∑
∞
m=0

1
m! x

m, it follows that, for x>0,

2(ex−x−1)=
∞

∑
m=2

2

m!
xm = x2

∞

∑
m=2

2

m!
xm−2

6x2
∞

∑
m=2

1

(m−2)!
xm−2= x2ex. (2.16)

Then we obtain

‖Xn−Yn‖6 ‖X−Y‖
(
‖X‖n−1+‖X‖n−2‖Y‖+···+‖X‖‖Y‖n−2+‖Y‖n−1

)

6 n‖X−Y‖exp

(
n−1

n

k

∑
j=1

∥∥Aj

∥∥
)

.

Next it is easy to show that

‖X−Y‖6 2

[
exp

(
1

n

k

∑
j=1

∥∥Aj

∥∥
)
−
(

1+
1

n

k

∑
j=1

∥∥Aj

∥∥
)]

6
1

n2

(
k

∑
j=1

∥∥Aj

∥∥
)2

exp

(
1

n

k

∑
j=1

∥∥Aj

∥∥
)

, (2.17)

where we have used the mean value theorem, implying the desired inequality.
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This yields the following theorem:

Theorem 2.3 (A generalized Lie-Trotter-Suzuki product formula, [4]). For any k matrices
A1,. . .,Ak,

lim
n→∞

[
exp

(
A1

n

)
···exp

(
Ak

n

)]n

=exp(A1+···+Ak). (2.18)

Corollary 2.1. If A,B are positive define matrices, then

lim
n→∞

(
A

1
2n B

1
n A

1
2n

)n
=exp(log A+logB). (2.19)

Proof. In fact, replacing A,B with log A,logB, respectively, in Eq. (2.7) gives the desired
conclusion.

Proposition 2.3. For any two matrices A and B,

lim
t→0

[
exp

(
tA

2

)
exp(tB)exp

(
tA

2

)] 1
t

=exp(A+B). (2.20)

Proposition 2.4. ([20]) For any two matrices A and B, define a function f as follows:

f (n) :=Tr
((

eA/neB/n
)n)

. (2.21)

Then the function f is an even function of n.

Proof. We have

f (−n)= Tr

((
e−A/ne−B/n

)−n
)
=Tr

((
(e−A/ne−B/n)−1

)n)

= Tr
((

eB/neA/n
)n)

=Tr
((

eA/neB/n
)n)

= f (n),

completing the proof.

Proposition 2.5. ([20]) For any matrices A and B, we have
∥∥∥eA+B−

(
eA/2neB/neA/2n

)n∥∥∥6 1

3n2
(‖A‖+‖B‖)3exp(‖A‖+‖B‖). (2.22)

Proof. By noting that
∥∥∥eA+B−

(
eA/2neB/neA/2n

)n∥∥∥

6 2

[
exp

(‖A‖+‖B‖
n

)
−
(

1+
‖A‖+‖B‖

n
+
(‖A‖+‖B‖)2

2n2

)]

6
1

3n3
(‖A‖+‖B‖)3exp

(‖A‖+‖B‖
n

)
. (2.23)

This indicates that the desired conclusion.
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The following lemma is the direct consequence of the above proposition.

Proposition 2.6. ([20]) For any matrices A and B, we have
∣∣∣Tr
(

eA+B
)
−Tr

((
eA/neB/n

)n)∣∣∣6 d

3n2
(‖A‖+‖B‖)3exp(‖A‖+‖B‖), (2.24)

where d denotes the dimensionality of the matrices A and B.

Note that Tr
((

eA/neB/n
)n
)
=Tr

((
eA/2neB/neA/2n

)n
)

.

Proposition 2.7. ([20]) The symmetrized function fs(n), defined by

fs(n)=Tr

([
exp

(
A1

2n

)
···exp

(
Ak−1

2n

)
exp

(
Ak

n

)
exp

(
Ak−1

2n

)
···exp

(
A1

2n

)]n)
,

is an even function of n.

Proposition 2.8. ([20]) For any set of matrices {Aj : j=1,.. . ,k}, we have
∥∥∥∥∥exp

(
k

∑
j=1

Aj

)
−
[

exp

(
A1

2n

)
···exp

(
Ak−1

2n

)
exp

(
Ak

n

)
exp

(
Ak−1

2n

)
···exp

(
A1

2n

)]n
∥∥∥∥∥

6
1

3n2

(
k

∑
j=1

∥∥Aj

∥∥
)2

exp

(
k

∑
j=1

∥∥Aj

∥∥
)

and
∣∣∣∣∣Tr

(
exp

(
k

∑
j=1

Aj

))
− fs(n)

∣∣∣∣∣6
d

3n2

(
k

∑
j=1

∥∥Aj

∥∥
)2

exp

(
k

∑
j=1

∥∥Aj

∥∥
)

.

Proposition 2.9. ([20]) For any matrices A and B, we have
∥∥∥eA+B−

(
eA/neB/n

)n∥∥∥6 1

2n
‖[A,B]‖exp(‖A‖+‖B‖).

Proof. If we set

F(x)= ex(A+B)−exAexB,

then we obtain the following expression:

F(x)=
∫ x

0
dt
∫ t

0
ds
(

etAe(t−s)B[B,A]esBe(x−t)(A+B)
)

(2.25)

using Kubo’s identity,

[A,etB]=
∫ t

0
e(t−s)B[A,B]esBds.

Therefore, we obtain the following inequality:

‖F(x)‖6 x2

2
‖[A,B]‖ex(‖A‖+‖B‖).

Letting x=1/n, gives the desired inequality.
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3 Thompson formula

In 1986, Thompson obtained the following result:

Theorem 3.1. ([21]) Let A,B be two n×n Hermitian matrices. Then there exist two n×n unitary
matrices U and V such that

exp(iA)exp(iB)=exp
(

iUAU†+iVBV†
)

. (3.1)

Later, in 2012, Antezana et al. have made extensions of this result to compact operators
as well as to operators in an embeddable II1 factor [1], and use it to study the optimal path
in unitary group [2].

4 Matrix spectra

Theorem 4.1. ([13]) Let σi(i=1,.. . ,N) and σ all be n-tuples with positive components in non-
increasing order. The following statements are equivalent:

(i) There exist matrices Ai∈GLn(C) with singular spectra σi=σ↓(Ai) and σ=σ↓(A1 ···AN).

(i1) There exist Hermitian n×n matrices Hi with spectra λ↓(Hi) = logσi and λ↓(H1+···+
HN)= logσ.

Corollary 4.1. ([23]) Let α,β,γ be three n-tuples of non-increasingly ordered real numbers.
Then the following statements are equivalent:

(i) There exist n×n Hermitian matrices H,K with λ↓(H)=α,λ↓(K)=β and λ↓(H+K)=γ.

(ii) There exist n×n positive definite matrices A,B with λ↓(A)=eα,λ↓(B)=eβ and λ↓(AB)=
eγ.

5 Wasin-So formula

Theorem 5.1. ([23]) Let A,B be two n×n Hermitian matrices. Then there exist two n×n unitary
matrices U and V such that

exp

(
A

2

)
exp(B)exp

(
A

2

)
=exp

(
UAU†+VBV†

)
. (5.1)

By taking trace on both sides on the above equation, we get

Tr
(

eAeB
)
=Tr

(
eUAU†+VBV†

)
=Tr

(
eA+WBW†

)
, (5.2)



B. Zheng, L. Zhang, M. Cho et al. / J. Math. Study, 49 (2016), pp. 393-428 409

where W=U†V. We conclude that for given Hermitian matrices A,B, there always exists
unitary W such that

Tr
(

eAeB
)
=Tr

(
eA+WBW†

)
. (5.3)

We can further study, based on this result, the following problem: Let A=diag(a1,. . .,an)
with a1>···>an and B=diag(b1,. . .,bn) with b1>···>bn. Consider the following function,
defined over the unitary group U(n),

f (U) :=Tr
(

eA+UBU†
)

. (5.4)

The following optimization problems are very interesting to be considered.

max
U∈U(n)

Tr
(

eA+UBU†
)

and min
U∈U(n)

Tr
(

eA+UBU†
)

. (5.5)

6 The Stahl’s theorem

In 1975, Bessis, Moussa and Villani conjectured a way of rewritting the partition function
of a broad class of statistical systems. In 2013, Stahl confirmed this conjecture. The precise
statement can be formulated as follows:

Theorem 6.1 (Stahl’s Theorem, [17]). Let A and B be two n×n Hermitian matrices, where B
is positive semi-definite. Then the function

Tr
(

eA−sB
)

, s>0 (6.1)

can be represented as the Laplace transform of a non-negative measure µA,B on [0,∞). That is,

Tr
(

eA−sB
)
=
∫ ∞

0
e−stdµA,B(t). (6.2)

7 Peierls-Bogoliubov inequality

Theorem 7.1 (Peierls-Bogoliubov inequality, [3]). For two Hermitian matrices H and K, it
holds that

Tr
(
eH+K

)

Tr(eH)
>exp

[
Tr
(
eHK

)

Tr(eH)

]
. (7.1)

The equality occurs in the Peierls-Bogoliubov inequality if and only if K is a scalar matrix, i.e.,
K= r1 for some real r∈R.

The Peierls-Bogoliubov inequality is used to give reminder terms for some entropy
inequalities [7, 27, 29].
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8 Golden-Thompson inequality

Theorem 8.1 (Golden-Thompson inequality, [21]). For arbitrary Hermitian matrices A and
B, we have

Tr
(

eA+B
)
6Tr

(
eAeB

)
. (8.1)

Moreover, Tr
(
eA+B

)
=Tr

(
eAeB

)
if and only if [A,B]=0.

Proof. The proof of Golden-Thompson inequality based on Lie-Trotter product formula
is presented as follows: Fix a natural number n and consider

X=exp(2−n A), Y=exp(2−nB).

To prove Golden-Thompson inequality, it suffices to show that

Tr
(
(XY)2n

)
6Tr

(
X2n

Y2n
)

. (8.2)

Indeed, if this inequality holds then, taking limit as n→∞, we see that the left hand side
of the above inequality converges to Tr

(
eA+B

)
by Lie-Trotter product formula, while the

right hand side equals Tr
(
eAeB

)
. To prove Eq. (8.2), we need the following inequality:

|Tr(Tm)|6Tr
(
|T |m

)
(8.3)

for arbitrary matrix T and a positive integer m. Note that |XY |2 =(XY)∗(XY)=YX2Y.
We have

Tr
(
(XY)2n

)
6 Tr

(
|XY |2n

)
=Tr

((
YX2Y

)2n−1
)
=Tr

(
(X2Y2)2n−1

)

6 Tr
(
(X4Y4)2n−2

)
6 ···6Tr

(
X2n

Y2n
)

(8.4)

After n steps, we arrive at Eq. (8.2). This proves Golden-Thompson inequality.

Remark 8.1. In order to show Eq. (8.3), we use the following Weyl’s majorization theorem
(See below). Setting f (t)= tm in Theorem 8.2:

|Tr(Tm)|=
∣∣∣∣∣

n

∑
i=1

λm
i

∣∣∣∣∣6
n

∑
i=1

|λi |m6

n

∑
i=1

sm
i =Tr

(
|T |m

)
.

Theorem 8.2 (Weyl’s majorization theorem, [4]). Let A be an n×n matrix with singular
values s1> ···>sn and eigenvalues λ1,. . .,λn arranged so that |λ1 |> ···> |λn |. Let f :R+→R+

be a function such that f (t) is convex and increasing in t. Then

n

∑
i=1

f (|λi |)6
n

∑
i=1

f (si).
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Proposition 8.1.
∣∣Tr
(
X2n

)∣∣6Tr
((

XX†
)n
)

Proposition 8.2 (Thompson’s lemma, [21]). If X and Y are Hermitian matrices, we have

Tr
(
(XY)2m

)
6Tr

((
X2Y2

)m
)

(8.5)

for any positive integer m.

Theorem 8.3. If A and B are Hermitian matrices, we have

Tr
(

eA+B
)
6Tr

((
eA/neB/n

)n)
(8.6)

for any nonzero integer n.

Proof. Now let

αj :=Tr

([
exp

(
A

2jn

)
exp

(
B

2jn

)]2jn
)

(8.7)

for any nonzero integer n, where j=0,1,2,.. .. Then Thompson’s lemma yields

αj>αj+1> ···>α∞.

Here the equality that α∞ =Tr
(
eA+B

)
is assured by Lie-Trotter product formula. In par-

ticular, we obtain that
α0>α∞.

The case n=1 is the Golden-Thompson-Symanzik inequality.

The well-known Golden-Thompson inequality and its saturation is used in studying
some mathematical problems in quantum informational theory [28]. It is also useful in
random matrix theory [8, 22]. More extensions can be found in [9].

9 Reverse inequality to Golden-Thompson type inequalities

Recently Bourin and Seo [6] considered the comparison between eA+B and eAeB, where
A and B are n×n Hermitian matrices. They have obtained the following result:

Theorem 9.1. ([6]) Let A and B be n×n Hermitian matrices. Then

Tr
(

eAeB
)
6S(κA)Tr

(
eA+B

)
, (9.1)

where κA is the condition number of eA and

S(r) :=
(r−1)r

1
r−1

elogr
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is the Specht ratio of the reverse arithmetic-geometric mean inequality. It is a sharp reverse result
to the Golden-Thompson inequality. This can be extended to each eigenvalue. Equivalently there
exists a unitary V such that

exp

(
A

2

)
exp(B)exp

(
A

2

)
6S(κA)Vexp(A+B)V†. (9.2)

There also exists a unitary W such that

Wexp(A+B)W†
6S(κA)exp

(
A

2

)
exp(B)exp

(
A

2

)
. (9.3)

Proof. Note that exp
(

A
2

)
exp(B)exp

(
A
2

)
is unitarily equivalent to exp

(
B
2

)
exp(A)exp

(
B
2

)

and for p>1,

exp

(
B

2

)
exp(A)exp

(
B

2

)
=

[
exp

(
B

2p

)]p[
exp

(
A

p

)]p[
exp

(
B

2p

)]p

.

Then we need the following result, which is a reverse inequality of Araki’s inequality:

1

K(z,p)
U(AZA)pU†

6ApZpAp
6K(z,p)V(AZA)pV†. (9.4)

The constant

K(z,p) :=
zp−z

(p−1)(z−1)

((
1− 1

p

)
zp−1

zp−z

)p

and its inverse are optimal. By this result, it follows that

exp

(
B

2

)
exp(A)exp

(
B

2

)
6K(κ

1
p

A,p)Vp

[
exp

(
B

2p

)
exp

(
A

p

)
exp

(
B

2p

)]p

V†
p

for some unitary Vp(p>1). Now limp→∞ K(κ
1
p

A,p)=S(κA), via Lie-Trotter product formula
Eq. (2.7) (Theorem 2.2), we can get that Eq. (9.2) holds. Next by taking trace on both sides
gives Eq. (9.1). The first inequality of Eq. (9.4) implies

[
exp

(
B

2p

)
exp

(
A

p

)
exp

(
B

2p

)]p

6 K(κ
1
p

A,p)Upexp

(
B

2

)
exp(A)exp

(
B

2

)
U†

p (9.5)

for some unitaries Up(p>1). Hence, the remaining part of proof goes similarly as above.
Hence Eq. (9.3). This proves all results. We are done.
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Remark 9.1. In summary, we have

1

S(κA)
Uexp(A+B)U†

6exp

(
A

2

)
exp(B)exp

(
A

2

)
6S(κA)Vexp(A+B)V† (9.6)

for some unitaries U and V. Moreover,

1

S(κ)
Tr
(

eA+B
)
6Tr

(
eAeB

)
6S(κ)Tr

(
eA+B

)
. (9.7)

Of course, we see from Eq. (9.7) by the symmetry of A and B, that

max

{
1

S(κA)
,

1

S(κB)

}
6

Tr
(
eAeB

)

Tr(eA+B)
6min{S(κA),S(κB)} (9.8)

Later, Forrester and Thompson [8] investigated this trace inequality of matrix expo-
nential from the view of random matrix theory, they have obtained in the 2×2 case that

ETr
(
eAeB

)

ETr(eA+B)
=

4

3
. (9.9)

There is a naturally question: what is the analytical value of E

[
Tr(eAeB)
Tr(eA+B)

]
(e.g. in the 2×2

case)?

Remark 9.2. There is an reverse inequality for the arithmetic and geometric means of
positive numbers: Let x1> ···>xn >0 and set r= x1/xn. Then


 n

√√√√
n

∏
j=1

xj6


 1

n

n

∑
j=1

xj6S(r) n

√√√√
n

∏
j=1

xj, (9.10)

where S(r) := (r−1)r
1

r−1

elogr is called the Specht ratio at r, in particular S(1) = 1. Specht’s

inequality is a ratio type reverse inequality of the classical arithmetic-geometric mean
inequality.

10 The bipolar decomposition

Recently, Bhatia have shown the following theorem:

Theorem 10.1 (The bipolar decomposition, [5]). Every n×n invertible complex matrix M
can be factored as

M= eLeiCL eiCR eR

where R and CL are real symmetric matrices, and L and CR are real skew-symmetric matri-
ces.
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Proof. Firstly, we employ the Mostow decomposition theorem (see Theorem 10.3), M=
UeiCR eR, where U is unitary, R is real and symmetric, and CR is real and skew-symmetric.
Secondly, we use Theorem 10.4 to decompose U=eLeiTCL where L is real skew-symmetric
matrix, and CL is real symmetric matrix. Putting them together completes the proof.

In order to get this result, we need to make some observations. If A and B are two
positive definite matrices, denoted by A,B>0, then the equation

XA−1X=B (10.1)

has a unique positive definite solution given by

X=
√

A

√
A− 1

2 BA− 1
2

√
A := g(A,B)>0. (10.2)

This is called the geometric mean of A and B. Thus

X= g(A,B)⇐⇒XA−1X=B.

Clearly X is also the solution of XB−1X= A, and hence g(A,B)= g(B,A). Also we have
g(A−1,B−1)= g(A,B)−1. In what follows, we show that

g(A,B)= g(A,B). (10.3)

A consequence of this is that g(A,A) is a real matrix, and g(A−1,A) is a circular matrix.
Indeed, The matrix X = g(A,B) is the unique positive definite solution of XA−1X = B.
Taking complex conjugates changes this equation to X(A)−1X=B. So, X= g(A,B). This
completes the proof. If Y = g(A,A), then Y = g(A,A) = Y, thus Y is real. Similarly, if
Y= g(A−1,A), then we have Y= g((A)−1,A)= g(A,(A)−1). Thus

(Y)−1= g(A,(A)−1)−1= g(A−1,A)=Y,

that is, YY=1, it is circular. We summarize the above discussion into a proposition.

Proposition 10.1. Given A,B>0. It holds that

(i) g(A,B)= g(B,A).

(ii) g(A−1,B−1)= g(A,B)−1.

(iii) g(A,B)= g(A,B).

(iv) g(A,A) is a real matrix.

(v) g(A−1,A) is a circular matrix.
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Theorem 10.2. ([5]) (i). Every complex positive definite matrix M can be factored as

M= eDeiCeD, (10.4)

where D is a real symmetric matrix, and C a real skew-symmetric matrix. Both C and D are
uniquely determined.

(ii). Every complex positive definite matrix N can also be factored as

N= eiSeTeiS, (10.5)

where S and T are real skew-symmetric and symmetric matrices, respectively. Both are uniquely
determined by these conditions.

Proof. (i). Since g(M,M) is a real positive definite matrix, there exists a unique real sym-
metric matrix D such that g(M,M)= e2D . Let Y= e−D Me−D. Then Y is positive definite
and

YY= e−D Me−2D Me−D.

Clearly g(M,M)= e2D can be expressed as M= e2D M−1e2D. In view of this, we see that
YY = 1. Thus Y is positive definite and circular. So Y = eiC, where C is a real skew-
symmetric matrix. Hence the result.

The uniqueness can be obtained by

M−1= e−De−iCe−D, M= eDe−iCeD.

In fact, M= e2D M−1e2D, and therefore, D is uniquely determined. Then it is easy to see
that C is unique also.

(ii). We express the circular matrix g(N−1,N) as g(N−1,N) = e−2iS, where S is real
and skew-symmetric. Let X = e−iSNe−iS . Then X is positive definite, and X = eiS NeiS.
Thus we have N= e−2iSNe−2iS. So X is a real positive definite matrix. Hence there exists
a real symmetric matrix T such that X = eT. Then N = eiSeTeiS. It is easily to check the
uniqueness of S and T. We are done.

Theorem 10.3 (The Mostow decomposition theorem, [5]). (i). Let M be an invertible complex
matrix. Then M can be factored as

M=UeiCeR, (10.6)

where U is unitary, R is real and symmetric, and C is real and skew-symmetric. Such a factoriza-
tion is unique.

(ii). Let N be an invertible complex matrix. Then N can be factored as

N=VeSeiT , (10.7)

where V is unitary, S real symmetric, and T real skew-symmetric. Such a factorization is unique.
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Proof. (i). Let A = M†M. Since g(A,A) is a real positive definite matrix, there exists a
unique real symmetric matrix R such that g(A,A) = e2R. Let Y = e−R Ae−R. Thus Y is
positive definite and circular. Let C be a real skew-symmetric matrix such that Y= e2iC.
Then let U=Me−Re−iC. Since e−R and e−iC both are Hermitian, we have

U†U= e−iCe−RM†Me−Re−iC = e−iCe−R Ae−Re−iC

= e−iCYe−iC = e−iCe2iCe−iC =1. (10.8)

Thus U is unitary, and hence the result. To arrive at the uniqueness of this decomposition,
we see that

A :=M†M= eRe2iCeR. (10.9)

Since R and C are real, it follows that

A= eRe−2iCeR = eR
(

e−R Ae−R
)−1

eR = e2R A−1e2R. (10.10)

Thus g(A,A)= e2R. The uniqueness is proved.
(ii). We denote B :=N†N. Then g(B−1,B) is a circular matrix, which can be expressed

as g(B−1,B)= e−2iT , where T is real and skew-symmetric. Let X= e−iT Be−iT. Let S be the
real symmetric matrix such that X=2S. Let V=Ne−iTe−S. Then

V†V= e−Se−iTBe−iTe−Se−SXe−S =1. (10.11)

So V is unitary, and the decomposition holds. It can be checked that this decomposition
is unique.

Theorem 10.4. ([5]) (i). Every complex unitary matrix U can be factored as

U= eLeiT , (10.12)

where L is real skew-symmetric matrix, and T is real symmetric matrix.
(ii). Every complex unitary matrix V can be factored as

V= eiSeR, (10.13)

where S is real symmetric matrix, and R is real skew-symmetric matrix.

Proof. (i). Assume that W is a unitary matrix that is also symmetric, i.e., WT =W. Then
there exists a Hermitian matrix H such that W = eiH. This H is unique if its spectrum is
in (0,2π]. The condition WT =W means HT = H. Thus H is real and symmetric. Now
let U be any unitary matrix. Then UT is also unitary, and UTU is unitary and symmetric.
Hence there exists a real and symmetric matrix T such that UTU = e2iT . Let Q=Ue−iT.
Then

Q†Q=1, QTQ=1.
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So Q is unitary and Q†=QT. Thus Q is real and orthogonal matrix. So we have U=QeiT ,
where Q is a real orthogonal, and T a real symmetric matrix. Thus det(Q) = ±1. If
det(Q) = 1, then there exists a real skew-symmetric matrix L such that Q = eL, and we
get the desired proof. If det(Q)=−1, for the real symmetric matrix T, there exists a real
orthogonal matrix G such that

GTGT=diag(λ1,. . .,λn).

Let K be the matrix given by GKGT=diag(π,0,. . . ,0). Then K is a real symmetric matrix
that commutes with T. Let J = e−iK. Then GJGT =diag(−1,1,.. . ,1). Then the matrix J is
real orthogonal, det(J)=−1, J2 =1, and J commutes with eiT . From U=QeiT, we see that

U=QJJeiT =QJei(K+T).

Then QJ is a real orthogonal matrix with det(QJ)=1 if det(Q)=−1. So QJ= eL for some
real skew-symmetric matrix L. In this case, K+T in the position of T.

(ii). The proof of the second result goes similarly. That is, we start with VVT.

11 The integral representation of pinching maps

Any Hermitian matrix H has a spectral decomposition H=∑j λjΠj, where λj∈Spec(H)⊂
R are unique eigenvalues and Πj are mutually orthogonal projections. The spectral pinch-
ing map with respect to H is

PH(X)=∑
j

ΠjXΠj.

Theorem 11.1. ([19]) Let M be positive definite matrix. There exists a probability measure µ on
R such that

PM(X)=
∫ ∞

−∞
dµ(t)MitXM−it (11.1)

for all X>0.

Proof. By the spectral decomposition of M, we find

Mit=∑
j

λit
j Πj. (11.2)

Then

MitXM−it=∑
i,j

λit
i λ−it

j ΠiXΠj. (11.3)

Denote

c0=
1

2
min

{∣∣logλi−logλj

∣∣ : λi,λj ∈ Spec(M), λi 6=λj

}
. (11.4)
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Let

dµ(t)=
1−cos(c0t)

πc0t2
dt.

Note that

∫

R

e−itsdµ(t)=
∫

R

e−its 1−cos(c0t)

πc0t2
dt=δ(s), (11.5a)

1−cos(c0t)

πc0t2
=

1

2π

∫

R

ds

(
1− s

c0

)
χ(−c0,c0)(s)e

its. (11.5b)

It is easily to check that µ is a probability distribution on R, i.e., nonnegative and normal-
ized. Indeed, µ(t)>0 for any t∈R; and

∫

R

dµ(t)=
∫

R

1−cos(c0t)

πc0t2
dt=

1

π

∫ ∞

−∞

1−cos(t)

t2
dt

= − 1

π

∫ ∞

−∞
(1−cost)d

(
1

t

)

= − 1

π

[
1−cos(t)

t

∣∣∣∣
∞

−∞

−
∫ ∞

−∞

1

t
d(1−cost)

]
, (11.6)

implying ∫

R

dµ(t)=
1

π

∫ ∞

−∞

sint

t
dt=1.

This completes the proof.

Based on the pinching inequality PM(X)> 1
|Spec(M) |X, combining with the fact that

∣∣Spec(M⊗n)
∣∣6O(Poly(n)),

where Poly(n) denotes any polynomial in n, the authors of [19] present a very fast track
to the Golden-Thompson inequality: for any n∈N

logTr(exp(logA+logB))=
1

n
logTr

(
exp

(
log A⊗n+logB⊗n

))

6
1

n
logTr

(
exp

(
logPB⊗n

(
A⊗n

)
+logB⊗n

))
+

logPoly(n)

n
1

n
logTr

(
PB⊗n

(
A⊗n

)
B⊗n

)
+

logPoly(n)

n

= logTr(AB)+
logPoly(n)

n
.
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Here we used several properties of pinching map, for instance, [PM(X),M] = 0, and
Tr(PM(X)M)=Tr(XM) for any X>0. By taking the limit of n→∞, we get that

logTr(exp(log A+logB))6 logTr(AB)

because limn→∞
logPoly(n)

n =0. Therefore

Tr(exp(log A+logB))6Tr(AB)=Tr(exp(log A)exp(logB)). (11.7)

Replacement of (log A,logB) by (H,K) give rises the desired Golden-Thompson inequal-
ity.

12 Matrix integrals

Proposition 12.1. ([14]) Let H be an n×n real symmetric positive matrix. Then

∫

Rn
dxe−〈x|H|x〉=

√
πn

det(H)
, (12.1)

where dx=∏
n
j=1dxj denotes the Lebesgue volume element.

Proof. Let |y〉=
√

H|x〉. Then 〈x|H|x〉= 〈y|y〉 and dy=det(
√

H)dx =
√

det(H)dx [25].
The mentioned integral can be rewritten as

∫

Rn
dxe−〈x|H|x〉=

∫

Rn

(
1√

det(H)
dy

)
e−〈y,y〉

=
1√

det(H)

∫

Rn
dye−〈y,y〉=

1√
det(H)

n

∏
j=1

∫ ∞

−∞
dyje

−y2
j =

√
πn

det(H)
, (12.2)

via
∫ ∞

−∞
dye−y2

=
√

π, implying the proof.

Theorem 12.1. ([14]) Let A and B be real symmetric positive n×n matrices. Then for all λ∈
[0,1],

det(λA+(1−λ)B)>detλ(A)det1−λ(B). (12.3)

Proof. If λ=0,1, then the result follows trivially. Let H=λA+(1−λ)B, in Eq. (12.1), for
λ∈ (0,1), where A,B are as mentioned in Proposition 12.1. Then

√
πn

det(λA+(1−λ)B)

=
∫

Rn
dxe−〈x|λA+(1−λ)B|x〉=

∫

Rn
dxe−λ〈x|A|x〉e−(1−λ)〈x|B|x〉. (12.4)
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By employing Hölder’s inequality

∣∣∣∣
∫

Rn
dx f (x)g(x)

∣∣∣∣6
(∫

Rn
dx| f (x)|p

) 1
p
(∫

Rn
dx|g(x)|q

) 1
q

(12.5)

for

f (x)= e−λ〈x|A|x〉, g(x)= e−(1−λ)〈x|B|x〉,

and p= 1
λ ,q= 1

1−λ , we get

∫

Rn
dxe−λ〈x|A|x〉e−(1−λ)〈x|B|x〉6

(∫

Rn
dxe−〈x|A|x〉

)λ(∫

Rn
dxe−〈x|B|x〉

)1−λ

=

√
πn

det(A)

λ√
πn

det(B)

1−λ

=

√
πn

detλ(A)det1−λ(B)
. (12.6)

Hence √
πn

det(λA+(1−λ)B)
6

√
πn

detλ(A)det1−λ(B)
,

that is,

det(λA+(1−λ)B)>detλ(A)det1−λ(B).

This completes the proof.

The above results can be easily generalized to the complex Hermitian positive matri-
ces.

Proposition 12.2. ([14]) Let H be a complex Hermitian positive matrix. Then

∫

Cn
dze−〈z|H|z〉=

πn

det(H)
, (12.7)

where dz=dxdy for z= x+
√
−1y,x,y∈Rn.

Proof. Now 〈z|H|z〉 for z= x+
√
−1y, where x,y∈Rn, can be realized as follows

〈z|H|z〉=
〈

ẑ
∣∣∣Ĥ
∣∣∣ ẑ
〉

, (12.8a)

where

ẑ=

[
x
y

]
, Ĥ=

[
Re(H) −Im(H)
Im(H) Re(H)

]
. (12.8b)
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Indeed, denote H=Re(H)+
√
−1Im(H) with Re(H),Im(H) being real matrix, so Re(H)

is real symmetric and Im(H) is real skew-symmetric, then

〈
ẑ
∣∣∣Ĥ
∣∣∣ ẑ
〉
= 〈x,Re(H)x−Im(H)y〉+〈y,Im(H)x+Re(H)y〉 , (12.9)

〈z|H|z〉= 〈x,Re(H)x−Im(H)y〉+〈y,Im(H)x+Re(H)y〉

+
√
−1(〈x|Im(H)|x〉+〈y|Im(H)|y〉+〈x|Re(H)|y〉−〈y|Re(H)|x〉). (12.10)

Now that Re(H)T=Re(H) and Im(H)T=−Im(H), it follows that

〈x|Im(H)|x〉= 〈y|Im(H)|y〉=0, 〈x|Re(H)|y〉= 〈y|Re(H)|x〉. (12.11)

That is, 〈z|H|z〉=
〈

ẑ
∣∣∣Ĥ
∣∣∣ ẑ
〉

. Thus we can rewrite the integral above into the following

form:

∫

R2n
dẑe−〈ẑ|Ĥ|ẑ〉=

√
π2n

det(Ĥ)
=

πn

det(H)
, (12.12)

where we used the fact that
√

det(Ĥ)=det(H) [25] since det(H)>0.

Theorem 12.2. ([14]) Let A and B be complex Hermitian positive n×n matrices. Then for all
λ∈ [0,1],

det(λA+(1−λ)B)>detλ(A)det1−λ(B). (12.13)

Proof. Note that, for H=λA+(1−λ)B, Ĥ=λÂ+(1−λ)B̂. The proof goes similar to that
of Theorem 12.1.

13 Trace inequality in quantum information theory

Theorem 13.1. ([18, 26]) Let ρ and σ be two density matrices in D(Cn), and Φ be a quantum
channel. Then

Tr
(

exp
(

logσ+Φ†(logΦ(ρ)−logΦ(σ))
))

61. (13.1)

14 Fréchet differential calculus

We will review very quickly some basic concepts of the Fréchet differential calculus, with
special emphasis on matrix analysis. The proofs are given in [4].

Let X ,Y be real Banach spaces, and let L(X ,Y) be the space of bounded linear opera-
tors from X to Y .
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Definition 14.1. Let U be an open subset of X . A continuous map f from U to Y is said
to be differentiable at a point u of U if there exists T∈L(X ,Y) such that

lim
v→0

‖ f (u+v)− f (u)−Tv‖
‖v‖ =0, (14.1)

where v→0 means that v
‖·‖−→0. It is easy to see that such a T, if it exists, is unique.

If f is differentiable at u, the operator T above is called the derivative of f at u. We
will use for it the notation D f (u). This is sometimes called the Fréchet derivative. If f is
differentiable at every point of U , we say that it is differentiable on U .

One can see that, if f is differentiable at u, then for every v∈X ,

D f (u)(v)=
d

dt

∣∣∣∣
t=0

f (u+tv). (14.2)

This is also called the directional derivative of f at u in the direction v.
We will recall from elementary calculus of functions of two variables that, the exis-

tence of directional derivatives in all directions does not ensure differentiability.
Let f (A)= eA. Use the formula

eA+B−eA =
∫ 1

0
e(1−t)ABet(A+B)dt

(called Dyson’s expansion) to show that

D f (A)(B)=
∫ 1

0
e(1−t)ABetAdt.

Indeed, since

eA =
∞

∑
n=0

1

n!
An,

it follows from (ii) that

D(eA)(B)=
∞

∑
n=0

1

n!
D(An)(B)

=
∞

∑
n=0

1

n!

n−1

∑
m=0

LAm RAn−m−1(B)=
∞

∑
n=0

1

n!

n−1

∑
m=0

AmBAn−m−1

=
∞

∑
n=0

m!(n−m−1)!

n!

n−1

∑
m=0

Am

m!
B

An−m−1

(n−m−1)!

=
∞

∑
m=0

∞

∑
p=0

m!p!

(m+p+1)!

Am

m!
B

Ap

p!
.
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Because
m!p!

(m+p+1)!
=
∫ 1

0 (1−t)mtpdt, the above equation becomes:

D(eA)(B)=
∞

∑
m=0

∞

∑
p=0

∫ 1

0
(1−t)mtpdt

Am

m!
B

Ap

p!

=
∞

∑
m=0

∞

∑
p=0

∫ 1

0

[(1−t)A]m

m!
B
(tA)p

p!
dt

=
∫ 1

0

∞

∑
m=0

∞

∑
p=0

[(1−t)A]m

m!
B
(tA)p

p!
dt

=
∫ 1

0

(
∞

∑
m=0

[(1−t)A]m

m!

)
B

(
∞

∑
p=0

(tA)p

p!

)
dt

=
∫ 1

0
e(1−t)ABetAdt.

Example 14.1. ([10]) Let B(t)= e−tρBe−tρ and L=2
∫ ∞

0
e−tρBe−tρdt. Then there is an iden-

tity
d

dt
B(t)=−ρB(t)−B(t)ρ,

which implies that

ρL+Lρ= 2
∫ ∞

0
(ρB(t)+B(t)ρ)dt=−2

∫ ∞

0

d

dt
B(t)dt

= −2
∫ ∞

0
dB(t)=−2[B(+∞)−B(0)]=2B.

Example 14.2. ([10]) Let

ρθ
def
=

eH+θB

Tr(eH+θB)

be a Gibbsian family of states, where H† = H,B† = B. Assume that ρ0 = eH is a density
matrix and Tr(ρ0B)=0. In what follows, we compute the Fréchet derivative of ρθ at θ=0.

In fact,

dρθ

dθ
=

d

dθ

(
1

Tr(eH+θB)

)
eH+θB+

1

Tr(eH+θB)

d

dθ
eH+θB,

i.e.,

dρθ

dθ

∣∣∣∣
θ=0

=
d

dθ

∣∣∣∣
θ=0

eH+θB.

Set f (x)= ex. It is seen that

dρθ

dθ

∣∣∣∣
θ=0

=
d

dt

∣∣∣∣
θ=0

f (H+θB).
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Let the spectral decomposition of H is given by H=∑i hi|hi〉〈hi|. Then

〈
hi

∣∣∣∣
dρθ

dθ

∣∣∣∣
θ=0

∣∣∣∣hj

〉
=

〈
hi

∣∣∣∣
d

dt

∣∣∣∣
θ=0

f (H+θB)

∣∣∣∣hj

〉

=
f (hi)− f (hj)

hi−hj

〈
hi |B|hj

〉
.

Since ∫ 1

0
atb1−tdt=

a−b

lna−lnb
(a,b>0),

it follows from putting a= f (hi),b= f (hj) in the above equation that

f (hi)− f (hj)

hi−hj
=
∫ 1

0
ethi e(1−t)hjdt.

This indicates that
〈

hi

∣∣∣∣
dρθ

dθ

∣∣∣∣
θ=0

∣∣∣∣hj

〉
=
∫ 1

0
ethi e(1−t)hjdt

〈
hi |B|hj

〉

=

〈
hi

∣∣∣∣
∫ 1

0
etHBe(1−t)Hdt

∣∣∣∣hj

〉
,

which implies that
dρθ

dθ

∣∣∣∣
θ=0

=
∫ 1

0
etHBe(1−t)Hdt.

Example 14.3. ([10]) Let ρ be a state and Kρ(X)
def
=
∫ 1

0 ρtXρ1−tdt defined for Hermite ma-

trices. Recall that if ρ =∑i λi|λi〉〈λi|, then ρ−1 =∑i
1
λi
|λi〉〈λi|. For a super-operator, the

spectral projection is L|λi〉〈λi|R|λj〉〈λj| for which its action is given by

L|λi〉〈λi|R|λj〉〈λj|Kρ(X)=

〈
λi

∣∣∣∣
∫ 1

0
ρtXρ1−tdt

∣∣∣∣λj

〉
|λi〉〈λj|

=
∫ 1

0
λt

iλ
1−t
j dt

〈
λi |X|λj

〉
|λi〉〈λj|=

λi−λj

lnλi−lnλj
L|λi〉〈λi|R|λj〉〈λj|(X),

that is

L|λi〉〈λi|R|λj〉〈λj|Kρ=KρL|λi〉〈λi|R|λj〉〈λj|=
λi−λj

lnλi−lnλj
L|λi〉〈λi|R|λj〉〈λj|.

This gives that

L|λi〉〈λi|R|λj〉〈λj|K−1
ρ =K−1

ρ L|λi〉〈λi|R|λj〉〈λj|=
lnλi−lnλj

λi−λj
L|λi〉〈λi|R|λj〉〈λj|.
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Using the integral representation of lnx:

lnx=
∫ ∞

0

(
1

1+t
− 1

x+t

)
dt,

it follows that

lnλi−lnλj

λi−λj
=

1

λi−λj

[∫ ∞

0

(
1

1+t
− 1

λi+t

)
dt−

∫ ∞

0

(
1

1+t
− 1

λj+t

)
dt

]

=
1

λi−λj

[∫ ∞

0

(
1

λj+t
− 1

λi+t

)
dt

]

=
∫ ∞

0

1

(λi+t)(λj+t)
dt.

Thus

L|λi〉〈λi|R|λj〉〈λj|K−1
ρ =

∫ ∞

0

1

(λi+t)(λj+t)
dtL|λi〉〈λi|R|λj〉〈λj|.

Furthermore,

L|λi〉〈λi|R|λj〉〈λj|K−1
ρ (X)=

∫ ∞

0

1

(λi+t)(λj+t)
dtL|λi〉〈λi|R|λj〉〈λj|(X)

=
∫ ∞

0

1

(λi+t)(λj+t)
dt|λi〉〈λi|X|λj〉〈λj|

=
∫ ∞

0
(λi+t)−1|λi〉〈λi|X(λj+t)−1|λj〉〈λj|dt.

Finally,

K−1
ρ (X)= ∑

i,j

L|λi〉〈λi|R|λj〉〈λj|K−1
ρ (X)

= ∑
i,j

∫ ∞

0
(λi+t)−1|λi〉〈λi|X(λj+t)−1|λj〉〈λj|dt

=
∫ ∞

0

(

∑
i

(λi+t)−1|λi〉〈λi|
)

X

(

∑
j

(λj+t)−1|λj〉〈λj|
)

dt

=
∫ ∞

0
(ρ+t)−1X(ρ+t)−1dt.

In what follows, we show that

Kρ

{
C†=C :Tr(ρC)=0

}
=
{

B†=B :Tr(B)=0
}

.

Since Tr
(
Kρ(C)

)
=Tr(ρC), it follows that

Kρ

{
C†=C :Tr(ρC)=0

}
⊆
{

B†=B :Tr(B)=0
}

.
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Now let B ∈
{

B†=B :Tr(B)=0
}

. Since Kρ is invertible, the equation B =Kρ(X) has a
unique solution: X=K−1

ρ (B). It suffice to show Tr(ρX)=0. Clearly

Tr(ρX)= Tr
(

ρK−1
ρ (B)

)
=Tr

(
ρ

∫ ∞

0
(ρ+t)−1B(ρ+t)−1dt

)

=
∫ ∞

0
Tr
(
ρ(ρ+t)−2B

)
dt=∑

i

∫ ∞

0

λi

(λi+t)2
dt〈λi |B|λi〉

= ∑
i

〈λi |B|λi〉=Tr(B)=0.

Theorem 14.1. ([4]) Let A and B be operators whose spectra are contained in the open right half-
plane and the open left half-plane, respectively. Then the solution of the equation AX−XB=Y
can be expressed as

X=
∫ ∞

0
e−tAYetBdt. (14.3)

Proof. It is easy to see that the hypotheses ensure that the integral given above is conver-
gent. If X is the operator defined by this integral, then

AX−XB=
∫ ∞

0

(
Ae−tAYetB−e−tAYetBB

)
dt=−e−tAYetB

∣∣∞
0
=Y.

So X is indeed the solution of the equation.

Theorem 14.2. ([4]) Let A,B be Hermitian operators whose spectra are disjoint from each other.

Let f be any function in L1(R) such that f̂ (λ)= 1
λ whenever λ∈Spec(A)−Spec(B). Then the

solution of the equation AX−XB=Y can be expressed as

X=
∫ +∞

−∞
e−itAYeitB f (t)dt. (14.4)

Proof. Let a and b be eigenvalues of A and B with eigenvectors |a〉 and |b〉, respectively.
Then, using the fact that eitA is unitary and its adjoint is e−itA, we see that

〈
a,Ae−itAYeitBb

〉
=
〈

eitA Aa,YeitBb
〉
= eit(b−a)a〈a,Yb〉. (14.5)

A similar consideration shows that
〈

a,e−itAYeitBBb
〉
= eit(b−a)b〈a,Yb〉. (14.6)

Hence, if X is given by (14.4), we have

〈a,(AX−XB)b〉= (a−b)〈a,Yb〉
∫ +∞

−∞
eit(b−a) f (t)dt

= (a−b)〈a,Yb〉 f̂ (a−b)= 〈a,Yb〉. (14.7)

Since eigenvectors of A and B both span the whole space, this shows that AX−XB =
Y.
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15 Itzykson-Züber integral formula

Theorem 15.1 (Itzykson-Züber [12]). Given two n×n Hermitian matrices A and B. Let a=
{a1,. . .,an} and b={b1,. . .,bn} be spectrum of A and B, respectively. It holds that

∫
dµHaar(U)eiTr(AUBU†)= i−(n

2)
n−1

∏
k=1

k!

det
(

eiaibj

)
16i,j6n

∆(a)∆(b)
, (15.1)

where ∆(a)=∏16i<j6n(aj−ai), and similar for ∆(b).

Theorem 15.2 (Mehta [15]). Given two n×n Hermitian matrices A and B. Let a={a1,. . .,an}
and b={b1,. . .,bn} be spectrum of A and B, respectively. It holds that

∫
dµHaar(U)e−

1
2t Tr((A−UBU†)2)= t(

n
2)

n

∏
k=1

k!

det
(

e−
1
2t (ai−bj)

2
)

16i,j6n

∆(a)∆(b)
, (15.2)

where ∆(a)=∏16i<j6n(aj−ai), and similar for ∆(b).
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