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Abstract

This paper is concerned with the problem of scattering of time-harmonic electromag-

netic waves from penetrable diffraction gratings in the 2D polarization case. We propose

a new, weakly singular, integral equation formulation for the scattering problem which

is proved to be uniquely solvable. A main feature of the new integral equation formula-

tion is that it avoids the computation of the normal derivative of double-layer potentials

which is difficult and time consuming. A fast numerical algorithm is also developed for

the scattering problem, based on the Nyström method for the new integral equation. Nu-

merical examples are also shown to illustrate the applicability of the new integral equation

formulation.
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1. Introduction

The integral equation method plays an important role in both the theoretical analysis and

the numerical solution of wave scattering problems (see, e.g., [10, 11, 20]). For example, the

integral equation methods have been developed and studied for the scattering problems by

bounded obstacles (sound-soft, sound-hard, and impedance cases) in [10, 11, 15], by periodic

structures (called diffraction gratings in the physical and engineering sciences) in [2,17,18,22,23],

and by unbounded rough surfaces in [6–8,25,26].

When the scattering obstacles or surfaces are penetrable, the scattering solution satisfies

the transmission boundary conditions on the interfaces. In this case, the mostly used inte-

gral equations involve combined single- and double-layer boundary operators and their normal

derivatives; see, e.g., [10, 12] for the bounded obstacle case and [23,24] for the periodic surface

case. In [19], several single integral equation formulations were developed for the transmission

scattering problem, and in [9, 14], the multiple traces boundary integral equation formulations

have been proposed for acoustic scattering by composite structures. It is remarked that spectral

methods have also been developed in [13] for the periodic case, with the help of the form of
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quasi-periodic Green’s functions. In all the above works, the integral equation formulations con-

tain the hypersingular normal derivatives of double-layer boundary operators which are difficult

and time consuming to be computed numerically.

Recently in [1], different from the classical integral equation approach for the scattering

problem with a bounded penetrable obstacle, the scattered field is represented by a single-

layer potential, leading to a new integral equation formulation which involves only single-layer

boundary operators and their normal derivatives and therefore is weakly singular. The unique

solvability of the new integral equation is established in [1] by employing the invertibility of the

single-layer boundary operator.

Motivated by this, in this paper, we consider the problem of scattering of time-harmonic

plane waves by a C2-smooth periodic penetrable interface in R2. We use only single-layer

potentials to represent the solution of the scattering problem, and then derive a new boundary

integral equation formulation for the scattering problem by using the transmission boundary

conditions on the interface. This new integral equation has a simpler form than the classical

one and leads to a new, fast numerical method to solve the scattering problem. This numerical

method avoids the computation of the normal derivatives of double-layer boundary operators,

which occur in the classical boundary integral equation formulations and are difficult and time-

consuming to be computed numerically. This new integral equation is proved to be equivalent

to the scattering problem and also uniquely solvable. We will also show by numerical examples

that the numerical algorithm based on this new integral equation is convergent.

This paper is organized as follows. In Section 2, we first introduce the scattering problem

and then recall its existence and uniqueness results. We study some properties of the single-

and double-layer boundary operators in periodic surfaces in Section 3 and review the classical

boundary integral equations in Section 4. In Section 5, we present the new integral equation

for the scattering problem and prove its equivalence to the scattering problem as well as its

unique solvability. In Section 6, we discuss the Nyström method for the new integral equation

in detail, and in Section 7, some numerical examples are given to show the convergence of the

Nyström method. The final section 8 gives some conclusions.

2. The Scattering Problem

Suppose the penetrable diffraction grating Γ in R2 is given by

Γ = {x ∈ R2 : x = (x1, γ(x1))}

with a 2π-periodic function γ ∈ C2. Then the whole space is divided by Γ into two parts:

Ω0 := {x ∈ R2 : x2 > γ(x1)} and Ω1 := {x ∈ R2 : x2 < γ(x1)}

which are filled with different homogeneous materials described by two different refractive in-

dices k2
0 > 0 and k2

1 > 0, respectively.

Assume that a plane wave, which is given by

ui = exp(ik0x · d) = exp[ik0(x1 cos θ − x2 sin θ)], θ ∈ (0, π),

is incident onto the penetrable grating from the top region Ω0, where d = (cos θ,− sin θ) is the

incident direction, θ is the incident angle, α = k0 cos θ and β = k0 sin θ. Then the problem
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of scattering of time-harmonic electromagnetic waves by the diffraction grating Γ in the 2D

polarization case can be modeled by the Helmholtz equations

∆u+ k2
0u = 0 in Ω0

∆u+ k2
1u = 0 in Ω1

with the transmission conditions

u|+ = u|− on Γ and
∂u

∂ν

∣∣∣
+

= λ
∂u

∂ν

∣∣∣
−

on Γ,

where u is the total field which is the sum of the incident wave ui and the scattered wave us

in Ω0, that is, u = ui + us in Ω0, ν is the normal vector at Γ directed into Ω0, |+ and |−
indicate the limits obtained by approaching the boundary Γ from the top domain Ω0 and the

bottom domain Ω1, respectively, and λ is the transmission constant on the grating Γ (note that

λ = k2
0/k

2
1 in the TM-polarization case and λ = 1 in the TE-polarization case). See Figure 2.1

for the physical configuration of the scattering problem.
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Fig. 2.1. The physical configuration of the scattering problem

In this paper we assume that λ satisfies one of the following three conditions: (i) 1 < λ 6
k2

0/k
2
1, (ii) 1 > λ > k2

0/k
2
1 and (iii) λ = 1. These conditions guarantee the uniqueness of

solutions to the above scattering problem (see, e.g., [24]).

Since the incident wave ui is α-quasiperiodic in x1-direction, that is,

ui(x1 + 2π, x2) = exp(2iπα)ui(x1, x2) in R2

and the grating Γ is periodic, the total field u is also required to be α-quasiperiodic:

u(x1 + 2π, x2) = exp(2iπα)u(x1, x2) in R2. (2.1)

Further, the scattered field us = u − ui in Ω0 and the transmitted field u in Ω1 are assumed

to be bounded, which together with the quasi-periodicity of u implies that us and u satisfy the
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Rayleigh expansion conditions (RECs):

us(x) =
∑
n∈Z

u(0)
n exp{iαnx1 + iβ(0)

n x2}, x2 > γM := max
t∈R

γ(t) (2.2)

u(x) =
∑
n∈Z

u(1)
n exp{iαnx1 − iβ(1)

n x2}, x2 < γm := min
t∈R

γ(t) (2.3)

with the Rayleigh coefficients u
(j)
n ∈ C, j = 0, 1, αn = n+ α and

β(j)
n =


√
k2
j − α2

n, |αn| < kj ,

i
√
α2
n − k2

j , |αn| ≥ kj
(2.4)

for j = 0, 1. In this paper, we always assume that β
(j)
n 6= 0 for all n ∈ Z, j = 0, 1.

We remark that our approach also works for the case when the bottom layer Ω1 may have

a complex wavenumber k1. In this case, β
(1)
n should be defined as β

(1)
n =

√
k2

1 − α2
n with the

branch cut being taken so that Re(β
(1)
n ) ≥ 0 and Im(β

(1)
n ) ≥ 0.

For simplicity, hereafter, we use Ωj (j = 0, 1) and Γ again to denote the same sets restricted

to one period 0 < x1 < 2π.

In this paper, the solution of the scattering problem will be studied in suitable Sobolev

spaces. To this end, for any p ∈ R we introduce the following Sobolev spaces of α-quasi-periodic

functions:

Hp
α(Γ) = {φ ∈ Hp(Γ) : φ is α-quasi-periodic},

Hp
α,loc(Ω0) = {φ ∈ Hp(Ω0h) ∀h > γM : φ is α-quasi-periodic},

Hp
α,loc(Ω1) = {φ ∈ Hp(Ω1h) ∀h < γm : φ is α-quasi-periodic},

where Ω0h := {x ∈ Ω0 : γ(x1) < x2 < h} for h > γM , Ω1h := {x ∈ Ω1 : h < x2 < γ(x1)} for

h < γm and Hp(Γ) and Hp(Ωjh) are the standard Sobolev spaces of functions defined on Γ and

Ωjh, respectively (j = 0, 1).

Let v = us in Ω0, f = −ui|Γ, g = −∂ui/∂ν
∣∣
Γ
. Then f ∈ H

1/2
α (Γ), g ∈ H

−1/2
α (Γ) and

the scattering problem can be rewritten as the transmission problem: For f ∈ H
1/2
α (Γ) and

g ∈ H−1/2
α (Γ), find v ∈ H1

α,loc(Ω0) and u ∈ H1
α,loc(Ω1) such that

∆v + k2
0v = 0 in Ω0, (2.5)

∆u+ k2
1u = 0 in Ω1, (2.6)

v|+ − u|− = f on Γ (2.7)

∂u

∂ν

∣∣∣
+
− λ∂u

∂ν

∣∣∣
−

= g on Γ (2.8)

v, u satisfy (2.2) and (2.3), respectively. (2.9)

Arguing similarly as in the proof of Theorem 2.2 in [24], we can obtain the following unique-

ness and existence results of solutions to the transmission problem (2.5)-(2.9).

Theorem 2.1. Assume that β
(j)
n 6= 0 for all n ∈ Z, j = 0, 1. For any (f, g) ∈ H

1/2
α (Γ) ×

H
−1/2
α (Γ), the transmission problem (2.5)-(2.9) has a unique solution (v, u) ∈ H1

α,loc(Ω0) ×
H1
α,loc(Ω1) depending continuously on the boundary data.
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3. Layer Operators on Periodic Surfaces

We now study properties of single- and double-layer operators on the periodic surface Γ. To

this end, for arbitrarily fixed wave number k > 0 let Φ(x, y) = (i/2)H
(1)
0 (k|x− y|), x 6= y, and

let

G(x, y) =
i

4π

∑
n∈Z

1

βn
exp[iαn(x1 − y1) + iβn|x2 − y2|], x 6= y

with βn 6= 0, where βn is defined as β
(0)
n in (2.4) with k0 replaced by k. Then Φ and G

are the free-space Green’s function and the free-space α-quasiperiodic Green’s function in

R2\{(2nπ, 0) : n ∈ Z} of the Helmholtz equation ∆w + k2w = 0, respectively. Note that

a(x, y) := G(x, y)− Φ(x, y) is analytic in [(−π, π)× R]× [(−π, π)× R] (see [17]).

Define the single- and double-layer operators:

(Sφ)(x) =

∫
Γ

G(x, y)φ(y)ds(y), φ ∈ H−1/2
α (Γ), (3.1)

(Kφ)(x) =

∫
Γ

∂G(x, y)

∂ν(y)
φ(y)ds(y), φ ∈ H1/2

α (Γ), (3.2)

and their normal derivatives:

(K ′φ)(x) =

∫
Γ

∂G(x, y)

∂ν(x)
φ(y)ds(y), φ ∈ H−1/2

α (Γ), (3.3)

(Tφ)(x) =
∂

∂ν(x)

∫
Γ

∂G(x, y)

∂ν(y)
φ(y)ds(y), φ ∈ H1/2

α (Γ). (3.4)

The properties of the layer operators S, K and K ′ are similar to the corresponding operators

defined on a closed smooth curve with the kernel Φ(x, y), so we have the following two theorems

(cf. Theorems 8.22 and 8.25 in [20]).

Theorem 3.1. The operators K : H
1/2
α (Γ) → H

1/2
α (Γ) and K ′ : H

−1/2
α (Γ) → H

−1/2
α (Γ) are

compact and adjoint with respect to the dual system < ·, · >L2(Γ), that is,

< Kφ,ψ >L2(Γ)=< φ,K ′ψ >L2(Γ)

for all φ ∈ H1/2
α (Γ) and ψ ∈ H−1/2

α (Γ).

Theorem 3.2. The operator S : H
−1/2
α (Γ)→ H

1/2
α (Γ) is bounded and self-adjoint with respect

to the dual system < ·, · >L2(Γ), that is,

< Sφ, ψ >L2(Γ)=< φ, Sψ >L2(Γ)

for all φ, ψ ∈ H−1/2
α (Γ).

For the single-layer boundary operator defined on a closed smooth curve C with the kernel

Φ(x, y), it is well known that it is invertible in the Sobolev space H−1/2(C) if k is not an

interior Dirichlet eigenvalue (see [10] for a proof). However, the single-layer boundary operator

S defined by (3.1) on the periodic curve Γ has a better property that it is invertible in the

Sobolev space H
−1/2
α (Γ) for all wave numbers k satisfying βn 6= 0 for all n ∈ Z, since no

Dirichlet eigenvalues exist in either the upper domain Ω0 or the lower domain Ω1, as presented

in the following theorem.
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Theorem 3.3. The single-layer boundary operator S : H
−1/2
α (Γ)→ H

1/2
α (Γ) is invertible with

its inverse S−1 being a bounded linear operator from H
1/2
α (Γ) to H

−1/2
α (Γ).

To prove Theorem 3.3, we need the following result on the well-posedness of the boundary

value problem in Ω0 or Ω1 with a Dirichlet boundary condition on Γ. This result is proved in

the classical spaces in [17] (see Theorem 5 in [17]) and can be easily extended to the case of

Sobolev spaces.

Lemma 3.1. For any f ∈ H1/2
α (Γ) the boundary value problem

Find w ∈ H1
α,loc(Ωj) such that

∆w + k2w = 0 in Ωj , w = f on Γ

w satisfies (2.2) with j = 0 or (2.3) with j = 1

has a unique solution w which depends continuously on the boundary data, where j = 0, 1.

Further, the normal derivative ∂w/∂ν on Γ satisfies the estimate∥∥∥∂w
∂ν

∥∥∥
H−1/2(Γ)

≤ C‖f‖H1/2(Γ).

We now prove Theorem 3.3 with the help of Lemma 3.1.

Proof of Theorem 3.3. We first prove that S is injective. Assume that Sφ = 0 for some

φ ∈ H−1/2
α (Γ). Define

w(x) =

∫
Γ

G(x, y)φ(y)ds(y), x ∈ R2
π\Γ,

where R2
π := {x ∈ R2 : 0 < x1 < 2π}. Then w is α-quasiperiodic and satisfies the Helmholtz

equation ∆w + k2w = 0 in Ωj (j = 0, 1) and the RECs (2.2) and (2.3). By the jump property

of the single-layer potential, we have w|+ = w|− = Sφ = 0 on Γ. Thus, by Lemma 3.1 w = 0

in Ωj with j = 0, 1. By the jump property of the single-layer potential again we have

0 =
∂w

∂ν

∣∣∣
+
− ∂w

∂ν

∣∣∣
−

= −2φ on Γ.

Then the operator S is injective, so its inverse S−1 exists.

We now show that S−1 is a bounded linear operator from H
1/2
α (Γ) to H

−1/2
α (Γ). To this

end, we prove that for any f ∈ H1/2
α (Γ) there exists a function φ ∈ H−1/2

α (Γ) such that Sφ = f

with φ depending continuously on f .

By Lemma 3.1, for any f ∈ H1/2
α (Γ) there exists a unique function wj ∈ H1

α,loc(Ωj) such

that ∆wj + k2wj = 0 in Ωj and wj = f on Γ, where wj satisfies (2.2) with j = 0 or (2.3) with

j = 1, where j = 0, 1. By Lemma 3.1 again, the normal derivative ∂wj/∂ν ∈ H−1/2
α (Γ) satisfies∥∥∥∂wj

∂ν

∥∥∥
H−1/2(Γ)

≤ C‖f‖H1/2(Γ), j = 0, 1.

From Green’s formula we have

2w0(x) =

∫
Γ

[∂G(x, y)

∂ν(y)
w0(y)

∣∣∣
+
−G(x, y)

∂w0(y)

∂ν(y)

∣∣∣
+

]
ds(y), x ∈ Ω0,

2w1(x) =

∫
Γ

[
− ∂G(x, y)

∂ν(y)
w1(y)

∣∣∣
−

+G(x, y)
∂w1(y)

∂ν(y)

∣∣∣
−

]
ds(y), x ∈ Ω1.
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Then, letting x→ Γ from Ω0 and Ω1, respectively, we have

2f = 2w0|Γ = (K + I)f − S ∂w0

∂ν

∣∣∣
Γ
,

2f = 2w1|Γ = −(K − I)f + S
∂w1

∂ν

∣∣∣
Γ
.

Summing up the above two equations gives

2f = S

(
∂w1

∂ν

∣∣∣
Γ
− ∂w0

∂ν

∣∣∣
Γ

)
.

Define

φ =
1

2

(
∂w1

∂ν

∣∣∣
Γ
− ∂w0

∂ν

∣∣∣
Γ

)
.

Then φ ∈ H−1/2
α (Γ) satisfies that Sφ = f and

‖φ‖H−1/2(Γ) ≤
1

2

(∥∥∥∂w1

∂ν

∥∥∥
H−1/2(Γ)

+
∥∥∥∂w0

∂ν

∥∥∥
H−1/2(Γ)

)
≤ C‖f‖H1/2(Γ).

The proof is thus completed. �

The invertibility of S plays a key role in deriving our new integral equation.

4. Classical Boundary Integral Equations

We now review the classical formulation of boundary integral equations for the scattering

problem (2.5)-(2.9). Seek a solution (v, u) ∈ H1
α,loc(Ω0)×H1

α,loc(Ω1) of the scattering problem

(2.5)-(2.9) in the form

v(x) =

∫
Γ

G0(x, y)ψ0(y)ds(y) + λ

∫
Γ

∂G0(x, y)

∂ν(y)
ψ1(y)ds(y), x ∈ Ω0, (4.1)

u(x) =

∫
Γ

G1(x, y)ψ0(y)ds(y) +

∫
Γ

∂G1(x, y)

∂ν(y)
ψ1(y)ds(y), x ∈ Ω1, (4.2)

where ψ0 ∈ H−1/2
α (Γ), ψ1 ∈ H1/2

α (Γ), and Gj(x, y) stands for the quasi-periodic Green’s func-

tion defined as G with k replaced by kj , j = 0, 1. Then this leads to the classical boundary

integral equation:(
S0 − S1 λK0 −K1 + (λ+ 1)I

K ′0 − λK ′1 − (λ+ 1)I λ(T0 − T1)

)(
ψ0

ψ1

)
=

(
f

g

)
. (4.3)

Here, Sj , Kj , K
′
j , and Tj are defined as S, K, K ′, and T with G replaced by Gj , j = 0, 1. It

was proved in [24] that the integral equation (4.3) is uniquely solvable.

This kind of integral equations is widely used in the numerical solutions of the scattering

problems by bounded penetrable obstacles (see, e.g., [12,16,19]). The numerical discretization

of single- and double-layer boundary operators is discussed in [20], and that of their normal

derivatives is presented in [21]. The integral equation (4.3) contains two single-layer boundary

operators Sj , two double-layer boundary operators Kj , and their normal derivatives K ′j and Tj ,

j = 0, 1. In these integral operators, T0 and T1 are hypersingular operators whose numerical

computation is very difficult and time-consuming.

In the next section, we will derive a new boundary integral equation which only involves

single-layer boundary operators and their normal derivatives whose numerical computation is

easier and faster.
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5. A New Integral Equation Formulation

In this section, we will propose a new boundary integral equation formulation for the scat-

tering problem (2.5)-(2.9) and prove its equivalency to the scattering problem as well as its

unique solvability.

We now seek a solution (v, u) ∈ H1
α,loc(Ω0)×H1

α,loc(Ω1) of the scattering problem (2.5)-(2.9)

in the form

v(x) =

∫
Γ

G0(x, y)φ0(y)ds(y), x ∈ Ω0, (5.1)

u(x) =

∫
Γ

G1(x, y)φ1(y)ds(y), x ∈ Ω1, (5.2)

where φ0, φ1 ∈ H−1/2
α (Γ). Then v and u are α-quasiperiodic and satisfy the Helmholtz equations

(2.5) and (2.6) and the Rayleigh expansion conditions (2.2) and (2.3), respectively. From the

jump properties of the single-layer potentials and their derivatives, the Cauchy data of v and u

on Γ can be written in the forms:

v|+ = S0φ0,
∂v

∂ν

∣∣∣
+

= (K ′0 − I)φ0,

u|− = S1φ1,
∂u

∂ν

∣∣∣
−

= (K ′1 + I)φ1.

From the transmission boundary conditions (2.7)-(2.8), we arrive at the following integral equa-

tion formulation: (
S0 −S1

K ′0 − I −λK ′1 − λI

)(
φ0

φ1

)
=

(
f

g

)
. (5.3)

We now show that the scattering problem (2.5)-(2.9) is equivalent to the integral equation

(5.3).

Theorem 5.1. If (v, u) ∈ H1
α,loc(Ω0)×H1

α,loc(Ω1) is a solution of the scattering problem (2.5)-

(2.9), then there exists (φ0, φ1) ∈ H−1/2
α (Γ) ×H−1/2

α (Γ) satisfying the integral equation (5.3),

and v and u can be represented in terms of φ0 and φ1 in the form of (5.1)-(5.2). Conversely,

if (φ0, φ1) ∈ H−1/2
α (Γ)×H−1/2

α (Γ) satisfies the integral equation (5.3) and v and u are defined

by (5.1)-(5.2), then (v, u) ∈ H1
α,loc(Ω0) × H1

α,loc(Ω1) is a solution of the scattering problem

(2.5)-(2.9).

Proof. First, assume that (v, u) ∈ H1
α,loc(Ω0) × H1

α,loc(Ω1) satisfies (2.5)-(2.9). Then

v|+, u|− ∈ H
1/2
α (Γ) and ∂v/∂ν|+, ∂u/∂ν|− ∈ H

−1/2
α (Γ). From Green’s theorem, it follows

that v and u satisfy the following equations:

2v(x) =

∫
Γ

[∂G0(x, y)

∂ν(y)
v(y)

∣∣∣
+
−G0(x, y)

∂v(y)

∂ν(y)

∣∣∣
+

]
ds(y) , x ∈ Ω0,

2u(x) =

∫
Γ

[
− ∂G1(x, y)

∂ν(y)
u(y)

∣∣∣
−

+G1(x, y)
∂u(y)

∂ν(y)

∣∣∣
−

]
ds(y) , x ∈ Ω1.

Letting x approach Γ from Ω0 and Ω1, respectively, we have

2v|+ = (K0 + I)v|+ − S0
∂v

∂ν

∣∣∣
+
,

2u|− = −(K1 − I)u|− + S1
∂u

∂ν

∣∣∣
−
,
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that is,

v|+ = K0v|+ − S0
∂v

∂ν

∣∣∣
+
, u|− = −K1u|− + S1

∂u

∂ν

∣∣∣
−
.

Define

φ0 = S−1
0 K0v|+ −

∂v

∂ν

∣∣∣
+
, φ1 = −S−1

1 K1u|− +
∂u

∂ν

∣∣∣
−
.

Then φ0, φ1 ∈ H−1/2
α (Γ) and satisfy that v|+ = S0φ0 and u|− = S1φ1 on Γ. Let

ṽ(x) =

∫
Γ

G0(x, y)φ0(y)ds(y), ũ(x) =

∫
Γ

G1(x, y)φ1(y)ds(y).

Then ṽ|+ = v|+ = S0φ0 on Γ. Since ṽ satisfies the Helmholtz equation (2.5) and the Rayleigh

expansion condition (2.2), then we have by Lemma 3.1 that ṽ = v in Ω0. Similarly, we have

ũ = u in Ω1. Then v and u can be written in the form of (5.1) and (5.2). Eq. (5.3) follows

directly from the jump properties of layer potentials and the transmission boundary conditions

(2.7)-(2.8).

Conversely, if (φ0, φ1) ∈ H−1/2
α (Γ)×H−1/2

α (Γ) satisfies (5.3) and v, u are defined by (5.1)-

(5.2), then it is straightforward to verify that (v, u) satisfies (2.5)-(2.9). �

Denote by A the matrix operator in (5.3). Then A is a linear operator from the space

H
−1/2
α (Γ)×H−1/2

α (Γ) to H
1/2
α (Γ)×H−1/2

α (Γ). Further, A is invertible with a bounded inverse.

We first show that A is injective.

Theorem 5.2. Assume that β
(j)
n 6= 0 for all n ∈ Z, j = 0, 1. Then A : H

−1/2
α (Γ)×H−1/2

α (Γ)→
H

1/2
α (Γ)×H−1/2

α (Γ) is injective.

Proof. Suppose there exist φ0, φ1 ∈ H−1/2
α (Γ) such that

A

(
φ0

φ1

)
=

(
0

0

)
.

Define

v(x) :=

∫
Γ

G0(x, y)φ0(y)ds(y), x ∈ Ω0

u(x) :=

∫
Γ

G1(x, y)φ1(y)ds(y), x ∈ Ω1

Then (v|Ω0
, u|Ω1

) satisfies the problem (2.5)-(2.9) with f = g = 0. Then it follows from Theorem

2.1 that v = 0 in Ω0 and u = 0 in Ω1. By the continuity of the single-layer potentials, we obtain

that v|+ = S0φ0 = 0 and u|− = S1φ1 = 0. By Theorem 3.2, φ0 = 0, φ1 = 0. This means that

A is injective, and the proof is thus complete. �

We have shown that A is injective, so its inverse A−1 exists. In fact, A−1 is also bounded,

as proved in the following result.

Theorem 5.3. Assume that β
(j)
n 6= 0 for all n ∈ Z, j = 0, 1. Then A is invertible, and its

inverse A−1 is a bounded operator from H
1/2
α (Γ)×H−1/2

α (Γ) to H
−1/2
α (Γ)×H−1/2

α (Γ).
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Proof. Define the operator B as

B =

(
S−1

0 0

0 I

)
A =

(
I −S−1

0 S1

K ′0 − I −λK ′1 − λI

)
.

Then B is an operator from the space H
−1/2
α (Γ) × H−1/2

α (Γ) to itself. By Theorem 5.2 A is

injective, so B is also injective. Write B = B1 +B2 with

B1 =

(
I −S−1

0 S1

−I −(λ+ 1)I + S−1
0 S1

)
,

B2 =

(
0 0

K ′0 −λK ′1 − S−1
0 (S1 − S0)

)
.

It is easy to prove that B1 is invertible with its inverse

B−1
1 =

1

λ+ 1

(
(λ+ 1)I − S−1

0 S1 −S−1
0 S1

−I −I

)
.

We now consider B2. By Theorem 3.1 K ′0 and K ′1 are compact operators from H
−1/2
α (Γ) to

H
−1/2
α (Γ). Arguing similarly as in the proof of Lemma 2.1 in [5] for the case of a closed

Lipschitz surface Γ, we can obtain that S1−S0 is compact from H
−1/2
α (Γ) to H12

α (Γ). Thus, by

the boundedness of S−1
0 , S−1

0 (S1 − S0) is compact from H
−1/2
α (Γ) to H

−1/2
α (Γ). This implies

that B2 is compact. Therefore, B is a Fredholm operator with index zero, so, by the Fredholm

alternative B is invertible with the inverse B−1 being bounded from H
−1/2
α (Γ)×H−1/2

α (Γ) to

H
−1/2
α (Γ)×H−1/2

α (Γ). Hence,

A =

(
S0 0

0 I

)
B

is invertible, and its inverse

A−1 = B−1

(
S−1

0 0

0 I

)

is bounded from H
1/2
α (Γ)×H−1/2

α (Γ) to H
−1/2
α (Γ)×H−1/2

α (Γ). �

Theorem 5.3 implies that the integral equation (5.3) is uniquely solvable in H
1/2
α (Γ) ×

H
−1/2
α (Γ). In the next section, we develop a fast Nyström method to solve the integral equation

(5.3).

6. The Nyström Method

We now use the Nyström method to solve the integral equation (5.3). The Nyström method

was presented in [11] for a weakly singular integral equation of the second kind over a closed

smooth curve. The method is a little different for the periodic curve case.

Suppose the points on Γ have the parametric representation of the following forms:

x(t) = (t, γ(t)), 0 6 t 6 2π,
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and let y = x(τ). Then the boundary integral operators (3.1) and (3.3) can be written as

(Sφ)(x(t)) =

∫ 2π

0

G(x(t), x(τ))φ(x(τ))
√

1 + [γ′(τ)]2dτ

= eiαt
∫ 2π

0

G(x(t), x(τ))e−iα(t−τ)φ(x(τ))e−iατ
√

1 + [γ′(τ)]2dτ,

(K ′φ)(x(t)) =

∫ 2π

0

(−γ′(t), 1) · ∇G(x(t), x(τ))φ(x(τ))

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
dτ

= eiαt
∫ 2π

0

(−γ′(t), 1) · ∇G(x(t), x(τ))e−iα(t−τ)φ(x(τ))e−iατ

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
dτ.

Write S(t) = (Sφ)(x(t))e−iαt, K(t) = (K ′φ)(x(t))e−iαt and ψ(τ) = φ(x(τ))e−iατ . Then ψ is

periodic, and the integral operators S(t) and K(t) have the following forms

S(t) =

∫ 2π

0

G(x(t), x(τ))e−iα(t−τ)
√

1 + [γ′(τ)]2ψ(τ)dτ,

K(t) =

∫ 2π

0

(−γ′(t), 1) · ∇G(x(t), x(τ))e−iα(t−τ)

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
ψ(τ)dτ.

Since G(x, y) is α-quasi-periodic, G(x(t), x(τ))e−iα(t−τ) and ∇G(x(t), x(τ))e−iα(t−τ) are peri-

odic. So the integrands of S(t) and K(t) are 2π-periodic with respect to t and τ . Thus, the

integration interval [0, 2π] can be translated into [t− τ, t+ τ ]. Define the transformation F by

F (τ ; t) = τ + 2π
[ t− τ

2π
+

1

2

]
,

where the square brackets mean rounding towards minus infinity. Then the interval [0, 2π]

is transformed into [t − π, t + π] by F . The purpose of this transformation is to move the

singularity at τ = t to the middle of the integration interval for convenience when dealing with

the singular integration. So the integral operators S(t) and K(t) can be written in the following

forms:

S(t) =

∫ 2π

0

G(x(t), x(F (τ ; t)))e−iα(t−F(τ ;t))
√

1 + [γ′(τ)]2ψ(τ)dτ,

K(t) =

∫ 2π

0

(−γ′(t), 1) · ∇G(x(t), x(F (τ ; t)))e−iα(t−F(τ ;t))

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
ψ(τ)dτ.

The quasi-periodic Green’s function G is defined in terms of an infinite series which converges

very slowly, so its numerical computation is time consuming, especially for large wave numbers

k. Many efficient numerical methods have been developed to compute the quasi-periodic Green’s

functions. Recently, we have developed a fast FFT-based algorithm for efficient computation

of the quasi-periodic Green’s functions [27], which will be used in this paper. To this end, we

rewrite the Green’s function and its gradient as the sum of a regular and a singular functions:

G(x, y)e−iα(x1−y1) = g1(x, y) + h1(x− y),

∇G(x, y)e−iα(x1−y1) = g2(x, y) + h2(x− y)(x− y),
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where g1, g2 are Cµ functions (0 < µ < 2)and h1, h2 are singular functions with the singularity

at 0. The singular functions h1 and h2 are defined by

h1(x) =
X (x1)

2π
(1− iαx1) ln r,

h2(x) =
X (x1)

2π

[1− iαx1 − 1
2α

2x2
1

r2
− k2

2
ln r
]
,

where x = (x1, x2), r =
√
x2

1 + x2
2 and X (r) is a smooth cutoff function supported in [−1, 1].

Let

G1(t, τ) = g1(x(t), x(F (τ ; t)))
√

1 + [γ′(τ)]2,

G2(t, τ) = (−γ′(t), 1) · g2(x(t), x(F (τ ; t)))

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
,

H1(t, τ) = h1(x(t)− x(F (τ ; t)))
√

1 + [γ′(τ)]2,

H2(t, τ) = (−γ′(t), 1) · (x(t)− x(F (τ ; t)))h2(x(t)− x(F (τ ; t)))

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
,

Then we have

S(t) =

∫ 2π

0

G1(t, τ)ψ(τ)dτ +

∫ 2π

0

H1(t, τ)ψ(τ)dτ,

K(t) =

∫ 2π

0

G2(t, τ)ψ(τ)dτ +

∫ 2π

0

H2(t, τ)ψ(τ)dτ.

The kernel functions G1 and G2 are regular, so the first terms can be calculated by the classical

quadrature rules. Now consider the second terms. Let r(t, τ) =
√

(t− τ)2 + (γ(t)− γ(τ))2.

Then, similarly as in [11], we split the kernels up into the two sums:

H1(t, τ) = M1(t, τ) ln
(

4 sin2 t−F (τ ; t)

2

)
+M2(t, τ),

H2(t, τ) = L1(t, τ) ln
(

4 sin2 t−F (τ ; t)

2

)
+ L2(t, τ),

where

M1(t, τ) = − 1

2π
J0(kr(t,F (τ ; t)))

√
1 + [γ′(τ)]2X (t−F (τ ; t)),

M2(t, τ) = H1(t, τ)−M1(t, τ) ln
(

4 sin2 t−F (τ ; t)

2

)
,

L1(t, τ) =
k

2π

J1(kr(t,F (τ ; t)))

r(t,F (τ ; t))
{[γ(t)− γ(F (τ ; t))]

−γ′(t)[t−F (τ ; t)]}

√
1 + [γ′(τ)]2

1 + [γ′(t)]2
X (t−F (τ ; t)),

L2(t, τ) = H2(t, τ)− L1(t, τ) ln
(

4 sin2 t−F (τ ; t)

2

)
,
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with

M2(t, t) = (2π)−1
√

1 + [γ′(t)]2 ln
√

1 + [γ′(t)]2,

L2(t, t) = −γ′′(t)/[4π(1 + [γ′(t)]2)].

To apply the Nyström method, the functions M1 and L1 are required to be periodic. To

this end, we need to introduce a cutoff function into the representation of these two functions.

Choose the set of knots: tj = (j/n)π, j = 0, . . . , 2n− 1, and use the quadrature rule∫ 2π

0

ln
(

4 sin2 t− τ
2

)
f(τ)dτ ≈

2n−1∑
j=0

Rnj (t)f(tj), 0 6 t 6 2π

with the quadrature weights given by

Rnj (t) = −2π

n

n−1∑
m=1

1

m
cosm(t− tj)−

π

n2
cosn(t− tj), j = 0, . . . , 2n− 1

and the trapezoidal rule ∫ 2π

0

f(τ)dτ ≈ π

n

2n−1∑
j=0

f(tj).

Then the integral operators S(t) and K(t) can be approximated as follows:

S(t) ≈
2n−1∑
j=0

{
Rnj (t)M1(t, tj) +

π

n
(G1(t, tj) +M2(t, tj))

}
ψ(tj),

K(t) ≈
2n−1∑
j=0

{
Rnj (t)L1(t, tj) +

π

n
(G2(t, tj) + L2(t, tj))

}
ψ(tj).

Let rnj = Rnj (0). For the points tl, l = 0, . . . , 2n− 1, we have

Rnj (tl) = −2π

n

n−1∑
m=1

1

m
cosm(tl − tj)−

π

n2
cosn(tl − tj)

= −2π

n

n−1∑
m=1

1

m
cosm

π(l − j)
n

− π

n2
cosn

π(l − j)
n

= Rn|l−j|(0).

Let rn|l−j| = Rn|l−j|(0) and let

P (l, j) = rn|l−j|M1(tl, tj) +
π

n
(G1(tl, tj) +M2(tl, tj)),

Q(l, j) = rn|l−j|L1(tl, tj) +
π

n
(G2(tl, tj) + L2(tl, tj)).

Then

S(tl) ≈
2n−1∑
j=0

P (l, j)ψ
(n)
j , (6.1)

K(tl) ≈
2n−1∑
j=0

Q(l, j)ψ
(n)
j . (6.2)
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We now apply the above discretization method to the integral equation (5.3). Multiply

the integral equation (5.3) by the factor e−iαt and define ψj(t) = e−iαtφj(x(t)), j = 0, 1,

f̂(t) = e−iαtf(x(t)) and ĝ(t) = e−iαtg(x(t)). Then the integral equation (5.3) can be rewritten

as (
S0 −S1

K0 − I −λK1 − λI

)(
ψ0

ψ1

)
=

(
f̂

ĝ

)
. (6.3)

Denote ψ
(n)
0j = ψ0(tj), ψ

(n)
1j = ψ1(tj), f

(n)
l = f̂(tl) and g

(n)
l = ĝ(tl). Apply the discretization

formulas (6.1) and (6.2) to the integral operators Sm and Km, respectively, and denote by

Pm(l, j) and Qm(l, j) the corresponding kernels P (l, j) and Q(l, j), respectively, with m = 0, 1.

Then the discrete form of the integral equation (6.3) becomes

2n−1∑
j=0

P 0(l, j)ψ
(n)
0j −

2n−1∑
j=0

P 1(l, j)ψ
(n)
1j = f

(n)
l , (6.4)

2n−1∑
j=0

Q̃0(l, j)ψ
(n)
0j −

2n−1∑
j=0

Q̃1(l, j)ψ
(n)
1j = g

(n)
l , (6.5)

where

Q̃0(l, j) =

Q0(l, j) , if l 6= j,

Q0(l, j)− 1 , if l = j,

Q̃1(l, j) =

λQ1(l, j) , if l 6= j,

λQ1(l, j) + λ , if l = j.

The linear system (6.4)-(6.5) can be solved by many numerical methods, such as the GMRES

method, the conjugate gradient method and the multi-grid methods.

7. Numerical Results

In this section, we will present some numerical examples to show that the Nyström method

derived from the new integral equation (5.3) is effective.

We first present two examples for a flat interface, that is, Γ = Γ0 := {x ∈ R2 : x = (x1, 1)},
to show the convergence of our numerical scheme. In this case, if the incident field is a plane

wave, that is, ui(x) = exp(iαx1− iβ(0)
0 x2), then the scattered field us and the total field u have

the following explicit presentations:

us(x) =
β

(0)
0 − λβ(1)

0

β
(0)
0 + λβ

(1)
0

exp(−2iβ
(0)
0 ) exp(iαx1 + iβ

(0)
0 x2),

u(x) =
2β

(0)
0

β
(0)
0 + λβ

(1)
0

exp(iβ
(1)
0 − iβ(0)

0 ) exp(iαx1 − iβ(1)
0 x2).

The first example is for the TM-polarization case with k0 = 2, k1 = 4, λ = k2
0/k

2
1 and the

incident angle θ = π
4 , and the second one is for the TE-polarization case with k0 = 50, k1 =



124 R.M. ZHANG AND B. ZHANG

Table 7.1: Numerical results for the flat profile (λ = k20/k
2
1): k0 = 2, k1 = 4, θ = π

4
, Γ = Γ0.

N u(P1) u(P2) u(P3) u(P4)

4 −0.018516−0.822593i −0.787970+0.236868i 1.014435−0.649189i −0.895853−0.804967i

8 −0.053822−0.807661i −0.764176+0.266914i 0.979253−0.700087i −0.935547−0.757503i

16 −0.055667−0.806757i −0.762813+0.268461i 0.977450−0.702617i −0.937505−0.755091i

32 −0.055873−0.806655i −0.762660+0.268632i 0.977247−0.702900i −0.937723−0.754820i

64 −0.055898−0.806642i −0.762642+0.268653i 0.977222−0.702933i −0.937749−0.754788i

128 −0.055901−0.806641i −0.762640+0.268655i 0.977220−0.702937i −0.937752−0.754784i

exact −0.055902−0.806641i −0.762638+0.268657i 0.977218−0.702939i −0.937754−0.754782i

Table 7.2: Numerical results for the flat profile (λ = 1): k0 = 50, k1 = 50
√

3, θ = π
90

, Γ = Γ0.

N u(P1) u(P2) u(P3) u(P4)

128 −0.384212−1.883127i −0.562373−1.837804i −0.009491−0.047208i −0.013958−0.046085i

256 −0.386321−1.883080i −0.564469−1.837556i −0.009542−0.047198i −0.014008−0.046070i

512 −0.386509−1.883076i −0.564655−1.837533i −0.009546−0.047197i −0.014012−0.046069i

1024 −0.386508−1.883076i −0.564654−1.837534i −0.009546−0.047197i −0.014012−0.046069i

exact −0.386508−1.883076i −0.564654−1.837534i −0.009546−0.047197i −0.014012−0.046069i

Table 7.3: Numerical results for the TM case (λ = k20/k
2
1): k0 = 2, k1 = 4, θ = π

4
, Γ = Γ1.

N u(P1) u(P2) u(P3) u(P4)

4 −0.984914−0.399884i −0.948620−0.323269i −0.547915+0.531961i −0.251525+0.651509i

8 −1.068199−0.289020i −1.060215−0.280058i −0.761333+0.537676i −0.416556+0.745354i

16 −1.068553−0.289523i −1.056802−0.280541i −0.774413+0.542352i −0.44005+0.740624i

32 −1.068559−0.289337i −1.056790−0.280364i −0.774233+0.542594i −0.439990+0.740606i

64 −1.068560−0.289315i −1.056789−0.280343i −0.774212+0.542621i −0.439982+0.740603i

128 −1.068560−0.289312i −1.056789−0.280340i −0.774209+0.542624i −0.439981+0.740603i

Table 7.4: Numerical results for the TM case (λ = k20/k
2
1): k0 = 2, k1 = 4, θ = π

90
, Γ = Γ1.

N u(P1) u(P2) u(P3) u(P4)

4 0.114214−0.131731i 0.111317−0.122239i −0.050224−0.040273i −0.032345−0.005530i

8 0.096391−0.134704i 0.098208−0.132684i −0.092893−0.054574i −0.089468−0.003980i

16 0.097255−0.133250i 0.098903−0.130788i −0.092797−0.055131i −0.089061−0.001961i

32 0.097242−0.133152i 0.098895−0.130693i −0.092761−0.055112i −0.089014−0.001963i

64 0.097240−0.133140i 0.098894−0.130681i −0.092757−0.055110i −0.089010−0.001963i

128 0.097240−0.133139i 0.098894−0.130680i −0.092757−0.055110i −0.089009−0.001963i

50
√

3, λ = 1 and the incident angle θ = π
90 . The interval [0, 2π] is divided uniformly for any

positive integer N : tj = jπ/N, j = 0, 1, . . . , 2N − 1. We choose two points P1 = (π4 , 2), P2 =

( 5π
4 , 2) above Γ and two points P3 = (3π

4 , 0), P4 = ( 7π
4 , 0) below Γ, and compute the total field

u at these four points with different N .

The numerical solutions are listed in the following tables, where the exact values are shown

in the last line denoted by “exact”.

We next present eight numerical examples for periodic profiles: four for the TM-polarization
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Table 7.5: Numerical results for the TM case (λ = k20/k
2
1): k0 = 50, k1 = 50

√
3, θ = π

4
, Γ = Γ2.

N u(P1) u(P2) u(P3) u(P4)

128 −0.097034−1.119799i −0.167712−1.212785i 0.088002−0.796250i −0.805637−0.212324i

256 −0.102483−1.115569i −0.176737−1.206154i 0.081493−0.796791i −0.806921−0.206078i

512 −0.102907−1.115214i −0.177469−1.205598i 0.081001−0.796823i −0.807000−0.205634i

1024 −0.102864−1.115190i −0.177450−1.205580i 0.081071−0.796820i −0.806983−0.205720i

Table 7.6: Numerical results for the TM case (λ = k20/k
2
1): k0 = 50, k1 = 50

√
3, θ = π

90
, Γ = Γ2.

N u(P1) u(P2) u(P3) u(P4)

128 −1.682832+0.478725i −1.611389+0.604255i −0.039742−0.027628i −0.012424−0.022195i

256 −1.683438+0.482549i −1.608884+0.606089i −0.039754−0.027963i −0.012641−0.022528i

512 −1.683473+0.482879i −1.608669+0.606248i −0.039754−0.027993i −0.012660−0.022557i

1024 −1.683464+0.482884i −1.608681+0.606255i −0.039750−0.027994i −0.012659−0.022556i

Table 7.7: Numerical results for the TE case (λ = 1): k0 = 2, k1 = 4, θ = π
4

, Γ = Γ1.

N u(P1) u(P2) u(P3) u(P4)

4 −0.810702−0.477550i −0.906885−0.484267i −0.282323+0.181167i −0.116825+0.251700i

8 −0.751113−0.451986i −0.869105−0.488917i −0.374337+0.245366i −0.172844+0.336883i

16 −0.746570−0.448667i −0.862258−0.488053i −0.385146+0.235132i −0.191868+0.324371i

32 −0.746557−0.448689i −0.862238−0.487971i −0.385113+0.235187i −0.191853+0.324295i

64 −0.746555−0.448692i −0.862236−0.487961i −0.385109+0.235194i −0.191850+0.324287i

128 −0.746555−0.448692i −0.862236−0.487960i −0.385109+0.235195i −0.191850+0.324285i

Table 7.8: Numerical results for the TE case (λ = 1): k0 = 2, k1 = 4, θ = π
90

, Γ = Γ1.

N u(P1) u(P2) u(P3) u(P4)

4 1.155021−0.126414i 1.147679−0.132520i −0.014545−0.020530i −0.009546−0.006770i

8 0.961779−0.204560i 0.958190−0.210979i −0.030670−0.017289i −0.025319−0.002865i

16 0.956675−0.203385i 0.953066−0.209401i −0.030397−0.017575i −0.024978−0.003814i

32 0.956662−0.203404i 0.953050−0.209415i −0.030391−0.017588i −0.024967−0.003837i

64 0.956659−0.203404i 0.953046−0.209415i −0.030391−0.017590i −0.024966−0.003840i

128 0.956659−0.203404i 0.953046−0.209415i −0.030391−0.017590i −0.024966−0.003840i

case (i.e., λ = k2
0/k

2
1) and four for the TE-polarization case (i.e., λ = 1). In each polarization

case, we use two groups of wave numbers: k0 = 2, k1 = 4 and k0 = 50, k1 = 50
√

3 and two

incident angles: θ = π
4 and θ = π

90 . We will also evaluate the values of the total field at the

points P1, P2, P3, P4 with different N .

In the numerical examples, we consider two grating profiles Γ1 and Γ2 given by

Γ1 := {(t, 1 + 0.15 cos 2t+ 0.1 sin t) : t ∈ R},

Γ2 := {(t, 1 + 0.1 sin t+ 0.1 cos 6t) : t ∈ R}.

From the numerical results in the above tables it can be concluded that the Nyström method

is convergent even for large wave numbers. However, when the wave numbers are getting larger,

a much finer mesh grid is needed for a better numerical accuracy.
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Table 7.9: Numerical results for the TE case (λ = 1): k0 = 50, k1 = 50
√

3, θ = π
4

, Γ = Γ2.

N u(P1) u(P2) u(P3) u(P4)

128 −0.050074−0.777549i 0.202379−0.941029i 0.044722−0.438809i −0.456017−0.115797i

256 −0.047475−0.777410i 0.202866−0.943509i 0.042104−0.438937i −0.456497−0.113193i

512 −0.047262−0.777401i 0.202898−0.943702i 0.041890−0.438943i −0.456531−0.112988i

1024 −0.047310−0.777407i 0.202886−0.943648i 0.041890−0.438946i −0.456531−0.113001i

Table 7.10: Numerical results for the TE case (λ = 1): k0 = 50, k1 = 50
√

3, θ = π
90

, Γ = Γ2.

N u(P1) u(P2) u(P3) u(P4)

128 −0.931555+0.347199i −0.937437+0.346692i −0.012011−0.009864i −0.002162−0.009203i

256 −0.931532+0.347231i −0.937383+0.346765i −0.012005−0.009891i −0.002197−0.009252i

512 −0.931530+0.347233i −0.937378+0.346772i −0.012004−0.009894i −0.002200−0.009256i

1024 −0.931531+0.347234i −0.937379+0.346771i −0.012003−0.009893i −0.002201−0.009256i

8. Conclusion

We introduced a new integral equation for the scattering problem from penetrable diffraction

gratings (periodic interfaces), which was proved to be equivalent to the scattering problem and

uniquely solvable for all but a discrete set of wave numbers. Different from the classical integral

equation formulation, the new equation involves only single-layer boundary operators and their

normal derivatives which are weakly singular and easy to compute numerically. The Nyström

method was then developed for solving the new integral equation effectively, leading to an

efficient numerical algorithm for solutions of the scattering problem. Numerical results have

also been provided to illustrate the effectiveness of the method. It is remarked that the fast

numerical algorithm developed in this paper for the direct scattering problem can be applied

to solve the inverse problem of reconstructing the penetrable grating profile from the measured

near-field data (see, e.g., [3, 4]).
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