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#### Abstract

We establish some explicit expressions for norm-wise, mixed and componentwise condition numbers for the weighted Moore-Penrose inverse of a matrix $A \otimes B$ and more general matrix function compositions involving Kronecker products. The condition number for the weighted least squares problem (WLS) involving a Kronecker product is also discussed.


AMS subject classifications: 65F10
Key words: (Weighted) Moore-Penrose inverse, weighted least squares, Kronecker product, condition number.

## 1. Introduction

Consider the weighted least squares problem (WLS) involving Kronecker products [6, 25]

$$
\begin{equation*}
\min _{\mathbf{v}}\|(A \otimes B) \mathbf{v}-\mathbf{c}\|_{C} \tag{1.1}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q}, A \otimes B \in \mathbb{R}_{n q}^{m p \times n q}, \mathbf{c} \in \mathbb{R}^{m p}, C=M \otimes P, M \in \mathbb{R}^{m \times m}$ and $P \in \mathbb{R}^{p \times p}$ are two symmetric positive definite matrices, with $\mathbb{R}^{m \times n}$ and $\mathbb{R}_{r}^{m \times n}$ respectively denoting the set of all $m \times n$ real matrices and the set of all $m \times n$ real matrices with rank $r$, and $\mathbb{R}^{m}=\mathbb{R}^{m \times 1}$. The solution of (1.1) is relevant to the weighted Moore-Penrose inverse involving a Kronecker product. Kronecker products are widely used in system and control theory [7, 8, 26], signal processing [9], image processing [23], computing Markov chains [16], and play an important role in computing the solution of Sylvester matrix equations [14].

[^0]Here we study the condition numbers of the weighted Moore-Penrose inverse and the WLS problem (1.1) involving Kronecker products, important for sensitivity in some computational problems as first discussed by Rice [20]. To take into account the relative scaling of data components or possible sparseness, two kinds of condition numbers have increasingly been considered - viz. mixed condition numbers and component-wise condition numbers [11]. Mixed condition numbers measure errors in the output with norms but the input perturbation component-wise, and component-wise condition numbers measure both the error in the output and the perturbation in the input component-wise.

There are some earlier publications on the condition numbers of the weighted MoorePenrose inverse involving a Kronecker product and the WLS problem (1.1). Perturbation analysis for the LS problem is discussed in Refs. [2,3,5,21]) for example, and related results on mixed and component-wise condition numbers of the WLS problem in Ref. [17]. Recently, Diao et al. [10] presented explicit expression for condition numbers for the linear least squares problem involving Kronecker products.

The rest of this paper is organized as follows. In Section 2, some basic notation and preliminaries are provided. In Section 3, we investigate the norm-wise, mixed, and component-wise condition numbers for the weighted Moore-Penrose inverse involving Kronecker products. In Section 4, we discuss the condition numbers for the associated WLS problem (1.1), and in Section 5 we report some numerical comparisons.

## 2. Preliminaries

For $A \in \mathbb{R}^{m \times n}$, we denote the transpose of $A$ by $A^{T}$, the rank of $A$ by $\operatorname{rank}(A)$, and the identity matrix of order $n$ by $I_{n}$, respectively. The symbols $\|\cdot\|_{F}$ and $\|\cdot\|_{2}$ stand for the Frobenius norm and the spectral norm (or the Euclidean vector norm). For a vector $\mathbf{a}=\left(a_{1}, a_{2}, \cdots, a_{n}\right),\|\mathbf{a}\|_{\infty}$ denotes the infinity norm and $D_{\mathbf{a}}=\operatorname{diag}\left(a_{1}, a_{2}, \cdots, a_{n}\right)$. Let $A=\left[\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{n}\right] \in \mathbb{R}^{m \times n}, \operatorname{vec}(A)=\left[\mathbf{a}_{1}^{T} \mathbf{a}_{2}^{T} \cdots \mathbf{a}_{n}^{T}\right]^{T}$, and $D_{A}=D_{\operatorname{vec}(A)}$.

In order to define mixed and component-wise condition numbers, the following form of component-wise distance will be useful - for any $c \in \mathbb{R}$,

$$
c^{\ddagger}= \begin{cases}1 / c, & \text { if } c \neq 0 \\ 1, & \text { otherwise }\end{cases}
$$

Furthermore, for any $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}$ we define component-wise division by

$$
\begin{equation*}
\frac{\mathbf{a}}{\mathbf{b}}=D_{\mathbf{b}}^{\dagger} \mathbf{a} \tag{2.1}
\end{equation*}
$$

where $D_{\mathrm{b}}^{\ddagger}=\operatorname{diag}\left(b_{1}^{\ddagger}, b_{2}^{\ddagger}, \cdots, b_{n}^{\ddagger}\right)$. The component-wise distance between $\mathbf{a}$ and $\mathbf{b}$ is then defined by

$$
\begin{equation*}
d(\mathbf{a}, \mathbf{b})=\left\|\frac{\mathbf{a}-\mathbf{b}}{\mathbf{b}}\right\|_{\infty}=\max _{1 \leqslant i \leqslant n}\left\{\left|b_{i}^{ \pm}\right|\left|a_{i}-b_{i}\right|\right\} . \tag{2.2}
\end{equation*}
$$

Moreover, we can extend the function $d$ to the matrix case in the following manner. For $A, B \in \mathbb{R}^{m \times n}$, we define $A / B$ by

$$
\left(\frac{A}{B}\right)_{i j}=b_{i j}^{\ddagger} a_{i j}
$$

and the component-wise distance between $A$ and $B$ by

$$
d(A, B)=d(\operatorname{vec}(A), \operatorname{vec}(B))=\left\|\frac{A-B}{B}\right\|_{\max }
$$

where $\|M\|_{\max }=\max _{i, j}\left|m_{i j}\right|$ for $M=\left(m_{i j}\right)$. For a vector $\mathbf{a}=\left[a_{1}, a_{2}, \cdots, a_{p}\right]^{T} \in \mathbb{R}^{p}$, we also define

$$
\Omega(\mathbf{a})=\left\{k \mid a_{k}=0,1 \leq k \leq p\right\}
$$

Further, given $\epsilon>0$ we denote

$$
B(\mathbf{a}, \epsilon)=\left\{\mathbf{x} \in \mathbb{R}^{p} \mid\|\mathbf{x}-\mathbf{a}\|_{2} \leqslant \epsilon\|\mathbf{a}\|_{2}\right\}
$$

and

$$
B^{o}(\mathbf{a}, \epsilon)=\left\{\mathbf{x}| | x_{i}-a_{i}|\leqslant \epsilon| a_{i} \mid, i=1: p\right\} .
$$

It is obvious that if $x \in B^{o}(\mathbf{a}, \varepsilon)$ then $\Omega(\mathbf{a}) \subseteq \Omega(\mathbf{x})$ and $\mathbf{x}=\operatorname{diag}(\mathbf{a}) \operatorname{diag}^{*}(\mathbf{a}) \mathbf{x}$.
Definition 2.1. Let $X$ and $Y$ be Banach spaces, and let $S \subset X$ be an open subset of $X$. A function $F: S \rightarrow Y$ is called Fréchet differentiable at $a \in S$ if there exists a bounded linear operator $F_{a}: S \rightarrow Y$ such that

$$
\lim _{t \rightarrow 0} \frac{\left\|F(a+t)-F(a)-F_{a}(t)\right\|_{Y}}{\|t\|_{X}}=0
$$

where $\|\cdot\|_{X}$ and $\|\cdot\|_{Y}$ are norms defined in $X$ and $Y$, respectively. The linear operator $F_{a}=F^{\prime}(a)$ is called the Fréchet derivative of $F$ at $a$.

Definition 2.2. Let $F: \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}$ be a continuous mapping defined on an open set $S_{F} \subset \mathbb{R}^{p}$ and $\mathbf{a} \in S_{F}, \mathbf{a} \neq 0$, such that $F(\mathbf{a}) \neq 0$. Then
(i) the norm-wise condition number of $F$ at $\mathbf{a}$ is defined by

$$
\kappa(F, \mathbf{a})=\lim _{\epsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B(\mathbf{a}, \epsilon) \\ \mathbf{x} \neq \mathbf{a}}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{2} /\|F(\mathbf{a})\|_{2}}{\|\mathbf{x}-\mathbf{a}\|_{2} /\|\mathbf{a}\|_{2}} ;
$$

(ii) the mixed condition number of $F$ at $\mathbf{a}$ is

$$
m(F, \mathbf{a})=\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B^{\circ}(\mathbf{a}, \varepsilon) \\ \mathbf{x} \neq \mathbf{a}}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}} \frac{1}{d(\mathbf{x}, \mathbf{a})}
$$

(iii) the component-wise condition number of $F$ at $\mathbf{a}$ is

$$
c(F, \mathbf{a})=\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon) \\ \mathbf{x} \neq \mathbf{a}}} \frac{d(F(\mathbf{x}), F(\mathbf{a}))}{d(\mathbf{x}, \mathbf{a})}
$$

Remark 2.1. Definition 2.2 (iii) is the same as that given in Ref. [11] when $F$ (a) has no zero components. Because the proposed distance $d$ is always finite, the hypothesis there that $F(\mathbf{a})$ has no zero components can be removed.

The following lemma provides explicit expressions for the condition numbers given in Definition 2.2.

Lemma 2.1. Under the same assumptions as in Definition 2.2, and supposing that $F$ is Fréchet differentiable at $\mathbf{a}$, we have

$$
\begin{align*}
\kappa(F, \mathbf{a}) & =\frac{\left\|F^{\prime}(\mathbf{a})\right\|_{2}\|\mathbf{a}\|_{2}}{\|F(\mathbf{a})\|_{2}} \\
m(F, \mathbf{a}) & =\frac{\left\|F^{\prime}(\mathbf{a}) D_{\mathrm{a}}\right\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}} \tag{2.3}
\end{align*}
$$

and

$$
\begin{equation*}
c(F, \mathbf{a})=\left\|D_{F(\mathbf{a})}^{\ddagger} F^{\prime}(\mathbf{a}) D_{\mathbf{a}}\right\|_{\infty} \tag{2.4}
\end{equation*}
$$

Proof. Here we only prove (2.3), and note that the proof of the other two results are analogous. From Definition 2.2, (2.1) and (2.2) we have

$$
\begin{aligned}
m(F, \mathbf{a}) & =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon) \\
\mathbf{x} \neq \mathbf{a}}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}} \frac{1}{d(\mathbf{x}, \mathbf{a})} \\
& =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon) \\
\mathbf{x} \neq \mathbf{a}}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}\left\|D_{\mathbf{a}}^{\ddagger}(\mathbf{x}-\mathbf{a})\right\|_{\infty}}
\end{aligned}
$$

Since $\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon)$, we know that $\Omega(\mathbf{a}) \subseteq \Omega(\mathbf{x})$ and $\mathbf{x}=D_{a} D_{a}^{\ddagger} \mathbf{x}$. Let $\mathbf{y}=D_{\mathbf{a}}^{\ddagger} \mathbf{x}$ and $\mathbf{b}=D_{\mathbf{a}}^{\ddagger} \mathbf{a}$. Then $\mathbf{x}=D_{\mathrm{a}} \mathbf{y}, \mathbf{a}=D_{\mathbf{a}} \mathbf{b}$ and $\mathbf{x} \neq \mathbf{a}$ if and only if $\mathbf{y} \neq \mathbf{b}$, so by the Chain Rule of the Fréchet derivative

$$
\begin{aligned}
m(F, \mathbf{a}) & =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{x} \in B^{o}(\mathbf{a}, \varepsilon) \\
\mathbf{x} \neq \mathbf{a}}} \frac{\|F(\mathbf{x})-F(\mathbf{a})\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}\left\|D_{\mathbf{a}}^{\ddagger} \mathbf{x}-D_{\mathbf{a}}^{\ddagger} \mathbf{a}\right\|_{\infty}} \\
& =\lim _{\varepsilon \rightarrow 0} \sup _{\substack{\mathbf{y} \in B^{o}(\mathbf{b}, \varepsilon) \\
\mathbf{y} \neq \mathbf{b}}} \frac{\left\|F\left(D_{\mathbf{a}} \mathbf{y}\right)-F\left(D_{\mathbf{a}} \mathbf{b}\right)\right\|_{\infty}}{\left\|F\left(D_{\mathbf{a}} \mathbf{b}\right)\right\|_{\infty}\|\mathbf{y}-\mathbf{b}\|_{\infty}} \\
& =\frac{\left\|F^{\prime}\left(D_{\mathbf{a}} \mathbf{b}\right) D_{\mathbf{a}}\right\|_{\infty}}{\left\|F\left(D_{\mathbf{a}} \mathbf{b}\right)\right\|_{\infty}} \\
& =\frac{\left\|F^{\prime}(\mathbf{a}) D_{\mathbf{a}}\right\|_{\infty}}{\|F(\mathbf{a})\|_{\infty}}
\end{aligned}
$$

The Kronecker product $A \otimes B$ of $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$ is defined by (e.g. see Ref. [12])

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
a_{21} B & a_{22} B & \cdots & a_{2 n} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} B & a_{m 2} B & \cdots & a_{m n} B
\end{array}\right] \in \mathbb{R}^{m p \times n q} .
$$

The following well known properties of the Kronecker product will be used below.
Lemma 2.2. (cf. Refs $[13,22])$ Let $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q}$ and $\mathbf{y} \in \mathbb{R}^{n}$. Then

$$
\begin{align*}
& |A \otimes B|=|A| \otimes|B| \\
& \|A \otimes B\|_{2}=\|A\|_{2}\|B\|_{2} \\
& \operatorname{vec}(A X B)=\left(B^{T} \otimes A\right) \operatorname{vec}(X) \\
& \operatorname{vec}(A \otimes B)=\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right)(\operatorname{vec}(A) \otimes \operatorname{vec}(B)), \\
& \mathbf{a} \otimes \mathbf{b}=\operatorname{vec}\left(\mathbf{b a} \mathbf{a}^{\mathbf{T}}\right) \\
& \Pi_{m n} \operatorname{vec}(A)=\operatorname{vec}\left(A^{T}\right) \\
& \Pi_{m n}(\mathbf{y} \otimes \mathbf{A})=\mathbf{A} \otimes \mathbf{y} \tag{2.5}
\end{align*}
$$

where $\Pi_{m n}$ is the vec-perturbation matrix

$$
\begin{equation*}
\Pi_{m n}=\sum_{i=1}^{m} \sum_{j=1}^{n} E_{i j}(m \times n) \otimes E_{j i}(n \times m) \tag{2.6}
\end{equation*}
$$

Here $E_{i j}(m \times n)=\mathbf{e}_{i}^{(m)}\left(\mathbf{e}_{j}^{(n)}\right)^{T} \in \mathbb{R}^{m \times n}$, and $\mathbf{e}_{i}^{(k)} \in \mathbb{R}^{k}$ is the ith column of the identity matrix of order $k$.

Next we consider the condition numbers for the weighted Moore-Penrose inverse involving Kronecker products. We recall that there exists a unique matrix $X \in \mathbb{R}^{n \times m}$ such that the following equations hold (e.g. see Ref. [12]):

$$
A X A=A, \quad X A X=X, \quad(M A X)^{T}=M A X, \quad(N X A)^{T}=N X A
$$

The matrix $X=A_{M N}^{\dagger}$ is said to be the weighted Moore-Penrose inverse of $A$ with respect to the symmetric positive definite matrices $M$ and $N$, respectively.

## 3. Weighted Moore-Penrose Inverses involving Kronecker Products

In this section, we present the norm-wise, mixed and component-wise condition numbers in the context of the weighted Moore-Penrose inverse of $A \otimes B$. Consider a matrix function of a matrix $X$ as follows [12]:

$$
\mathfrak{f}(X)=\left[\begin{array}{cccc}
f_{11}(X) & f_{12}(X) & \cdots & f_{1 t}(X) \\
f_{21}(X) & f_{22}(X) & \cdots & f_{2 t}(X) \\
\vdots & \vdots & \ddots & \vdots \\
f_{s 1}(X) & f_{s 2}(X) & \cdots & f_{s t}(X)
\end{array}\right] .
$$

Let $X=A \otimes B$, where $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$. Then we obtain

$$
\mathbb{f}(A \otimes B)=\left[\begin{array}{cccc}
f_{11}(A \otimes B) & f_{12}(A \otimes B) & \cdots & f_{1 t}(A \otimes B) \\
f_{21}(A \otimes B) & f_{22}(A \otimes B) & \cdots & f_{2 t}(A \otimes B) \\
\vdots & \vdots & \ddots & \vdots \\
f_{s 1}(A \otimes B) & f_{s 2}(A \otimes B) & \cdots & f_{s t}(A \otimes B)
\end{array}\right]
$$

Henceforth we always assume that the matrices $\tilde{M}, \tilde{N}, \tilde{P}$ and $\tilde{Q}$ are all positive definite, and $\tilde{C}=\tilde{M} \otimes \tilde{P}$ and $\tilde{D}=\tilde{N} \otimes \tilde{Q}$. According to Definition 2.2, the norm-wise, mixed and component-wise condition numbers for the weighted Moore-Penrose inverse of $\mathfrak{f}(A \otimes B)$ with respect to $\tilde{C}$ and $\tilde{D}$ can be defined as

$$
\begin{aligned}
& \kappa\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\lim _{\epsilon \rightarrow 0} \sup _{\substack{\|\Delta A\|_{F}^{2}+\|\Delta B\|_{F}^{2} \\
\leqslant \epsilon \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}} \frac{\left\|\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}((A+\Delta A) \otimes(B+\Delta B))-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right\|_{F}}{\epsilon\left\|\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right\|_{F}}, \\
& m\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\lim _{\epsilon \rightarrow 0} \sup _{\substack{\|A\\
\| A \\
\left\|\frac{A B}{B}\right\|_{\infty} \leqslant \epsilon}} \frac{\left\|\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}((A+\Delta A) \otimes(B+\Delta B))-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right\|_{\infty}}{\epsilon\left\|\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right\|_{\infty}}, \\
& c\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\lim _{\epsilon \rightarrow 0} \sup _{\substack{\left\|\frac{\Delta}{A}\right\|_{\infty} \leqslant \epsilon \\
\left\|\frac{A B}{B}\right\|_{\infty} \leqslant \epsilon}} \frac{1}{\epsilon}\left\|\frac{\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}((A+\Delta A) \otimes(B+\Delta B))-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)}{\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)}\right\|_{\infty},
\end{aligned}
$$

respectively. The following lemma is useful in the sequel.
Lemma 3.1. (cf. Refs $[19,22])$ Let $\mathbf{x}=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{T} \in \mathbb{R}^{n}$ and $F(\mathbf{x})=\left[f_{1}, f_{2}, \cdots, f_{m}\right]^{T}$, where each $f_{i}$ is a real-valued differentiable function of $\mathbf{x}$. Then the matrix representation of $F^{\prime}(\mathbf{x})$ is given by the Jacobian matrix

$$
F^{\prime}(\mathbf{x})=\frac{\partial F(\mathbf{x})}{\partial \mathbf{x}^{T}}=\left[\begin{array}{cccc}
\frac{\partial}{\partial x_{1}} f_{1}(\mathbf{x}) & \frac{\partial}{\partial x_{2}} f_{1}(\mathbf{x}) & \cdots & \frac{\partial}{\partial x_{n}} f_{1}(\mathbf{x}) \\
\frac{\partial}{\partial x_{1}} f_{2}(\mathbf{x}) & \frac{\partial}{\partial x_{2}} f_{2}(\mathbf{x}) & \cdots & \frac{\partial}{\partial x_{n}} f_{2}(\mathbf{x}) \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial}{\partial x_{1}} f_{m}(\mathbf{x}) & \frac{\partial}{\partial x_{2}} f_{m}(\mathbf{x}) & \cdots & \frac{\partial}{\partial x_{n}} f_{m}(\mathbf{x})
\end{array}\right]
$$

Lemma 3.2. Let $X$ be an $m \times n$ matrix of full rank. Then the differential $d X_{M N}^{\dagger}$ is

$$
\begin{aligned}
d X_{M N}^{\dagger}= & \left(I_{n}-X_{M N}^{\dagger} X\right) N^{\dagger}\left(d X^{T}\right) X_{M N}^{\dagger}{ }^{T} N X_{M N}^{\dagger} \\
& +X_{M N}^{\dagger} M^{\dagger} X_{M N}^{\dagger}{ }^{T}\left(d X^{T}\right) M\left(I_{m}-X X_{M N}^{\dagger}\right)-X_{M N}^{\dagger}(d X) X_{M N}^{\dagger}
\end{aligned}
$$

so the Jacobian matrix is

$$
\begin{aligned}
\frac{\partial \operatorname{vec}\left(X_{M N}^{\dagger}\right)}{\partial \operatorname{vec}(X)^{T}}= & \left\{\left(X_{M N}^{\dagger}{ }^{T} N X_{M N}^{\dagger}\right) \otimes\left(I_{n}-X_{M N}^{\dagger} X\right) N^{\dagger}+M\left(I_{m}-X X_{M N}^{\dagger}\right) \otimes\right. \\
& \left.X_{M N}^{\dagger} M^{\dagger} X_{M N}^{\dagger}{ }^{T}\right\} \Pi_{m n}-X_{M N}^{\dagger}{ }^{T} \otimes X_{M N}^{\dagger}
\end{aligned}
$$

where $\Pi_{m n}$ is given by (2.6).

Proof. From Theorem 8.3 of Ref. [22],

$$
d X^{\dagger}=\left(I_{n}-X^{\dagger} X\right)\left(d X^{T}\right) X^{\dagger^{T}} X^{\dagger}+X^{\dagger} X^{\dagger}\left(d X^{T}\right)\left(I_{m}-X X^{\dagger}\right)-X^{\dagger}(d X) X^{\dagger}
$$

Since $X_{M N}^{\dagger}=N^{-\frac{1}{2}}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} M^{\frac{1}{2}}$,

$$
\begin{aligned}
& d X_{M N}^{\dagger}=d\left(N^{-\frac{1}{2}}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} M^{\frac{1}{2}}\right)=N^{-\frac{1}{2}} d\left(\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger}\right) M^{\frac{1}{2}} \\
= & N^{-\frac{1}{2}}\left(I_{n}-\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)\left(d\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{T}\right)\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} T \\
& \left.+N^{-\frac{1}{2}}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} M^{\frac{1}{2}}\right)^{\dagger}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger}\left(d\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{T}\right)\left(I_{m}-M^{\frac{1}{2}} X N^{-\frac{1}{2}}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger}\right) M^{\frac{1}{2}} \\
& -N^{-\frac{1}{2}}\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger}\left(d\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)\right)\left(M^{\frac{1}{2}} X N^{-\frac{1}{2}}\right)^{\dagger} M^{\frac{1}{2}} \\
= & \left(I_{n}-X_{M N}^{\dagger} X\right) N^{\dagger}\left(d X^{T}\right) X_{M N}^{\dagger}{ }^{T} N X_{M N}^{\dagger}+X_{M N}^{\dagger} M^{\dagger} X_{M N}^{\dagger} T^{T}\left(d X^{T}\right) M\left(I_{m}-X X_{M N}^{\dagger}\right) \\
& -X_{M N}^{\dagger}(d X) X_{M N}^{\dagger}
\end{aligned}
$$

and

$$
\begin{aligned}
& d\left(\operatorname{vec}\left(X_{M N}^{\dagger}\right)\right)=\operatorname{vec}\left(d\left(X_{M N}^{\dagger}\right)\right) \\
=\{[ & {\left.\left[X_{M N}^{\dagger} T^{T} N X_{M N}^{\dagger}\right) \otimes\left(I_{n}-X_{M N}^{\dagger} X\right) N^{\dagger}+M\left(I_{m}-X X_{M N}^{\dagger}\right) \otimes X_{M N}^{\dagger} M^{\dagger} X_{M N}^{\dagger}{ }^{T}\right] \Pi_{m n} } \\
& \left.-X_{M N}^{\dagger} T \otimes X_{M N}^{\dagger}\right\} d(\operatorname{vec}(\mathrm{X}))
\end{aligned}
$$

This completes the proof of the lemma.
According to Lemma 3.2, we consider the Fréchet derivative of the mapping ( $\mathbf{a}, \mathbf{b}$ ) $\longmapsto$ $\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}\right)$, where $\mathbf{a}=\operatorname{vec}(A), \mathbf{b}=\operatorname{vec}(B), \mathfrak{f}=\mathbb{f}(A \otimes B)$ and $\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}=\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)$.

Lemma 3.3. Let $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q}$, and the mapping $\psi: \mathbb{R}^{m n} \times \mathbb{R}^{p q} \longmapsto \mathbb{R}^{s t}$ be $\psi(\mathbf{a}, \mathbf{b})=$ $\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)$, where $\mathbf{a}=\operatorname{vec}(A), \mathbf{b}=\operatorname{vec}(B)$. If $\mathbb{f}$ is continuously differentiable at $A \otimes B$ and $\mathfrak{f}(A \otimes B)$ has full rank, then $\psi$ is continuous and Fréchet differentiable. Furthermore,

$$
\psi^{\prime}(\mathbf{a}, \mathbf{b})=\left[\begin{array}{ll}
\phi_{(A, B)} L_{B} & \phi_{(A, B)} L_{A}
\end{array}\right]
$$

where $\phi_{(A, B)}, L_{A}, L_{B}, \widetilde{\Pi}$ are defined by (3.1) and (3.2) in the proof below.
Proof. From Lemma 3.2 and that $\mathbb{f}(A \otimes B)$ has full rank, $\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)$ is differentiable at $\mathbb{f}(A \otimes B)$. Since $\mathbb{f}$ is continuously differentiable at $A \otimes B, \psi=\operatorname{vec} \circ \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}$ is differentiable with respect to $\left[(\operatorname{vec}(A))^{T}(\operatorname{vec}(B))^{T}\right]^{T}$. From Lemma 3.2,

$$
\begin{aligned}
d\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)= & \left(I_{t}-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \mathbb{f}\right) \tilde{D}^{\dagger}\left(d(\mathbb{f}(A \otimes B))^{T}\right) \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}{ }^{T} \tilde{D}_{\mathbb{C}_{\tilde{C} \tilde{D}}^{\dagger}}^{\dagger} \\
& +\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \tilde{C}^{\dagger} \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}\left(d(\mathbb{f}(A \otimes B))^{T}\right) \tilde{C}\left(I_{s}-\mathbb{f f}_{\tilde{C} \tilde{D}}^{\dagger}\right)-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} d(\mathbb{f}(A \otimes B)) \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}
\end{aligned}
$$

and

$$
\begin{aligned}
d\left(\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right)= & \operatorname{vec}\left(d\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right) \\
= & \left\{\left[\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}{ }^{T} \tilde{D}^{\dagger} \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \otimes\left(I_{t}-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \mathbb{f}\right) \tilde{D}^{\dagger}+\tilde{C}\left(I_{s}-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}\right) \otimes \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \tilde{C}^{\dagger} \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}{ }^{T}\right] \Pi_{s t}\right. \\
& \left.-\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}{ }^{T} \otimes \mathbb{H}_{\tilde{C} \tilde{D}}^{\dagger}\right)\right\} \operatorname{vec}(d(\mathbb{f}(A \otimes B))) .
\end{aligned}
$$

From Lemma 3.2 of Ref. [10],

$$
\begin{aligned}
\operatorname{vec}(d(\mathbb{f}(A \otimes B)))= & \left(\frac{\partial \mathbb{f}(A \otimes B)}{\partial \operatorname{vec}(A \otimes B)^{T}}\right)\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right) \\
& \times\left\{\left(I_{m n} \otimes \operatorname{vec}(B)\right) \Pi_{m n} \operatorname{vec}(d A)+\left(\operatorname{vec}(A) \otimes I_{p q}\right) \operatorname{vec}(d B)\right\}
\end{aligned}
$$

Let

$$
\begin{equation*}
L_{A}=\operatorname{vec}(A) \otimes I_{p q}, \quad L_{B}=\left(I_{m n} \otimes \operatorname{vec}(B)\right) \Pi_{m n}, \quad \widetilde{\Pi}=I_{n} \otimes \Pi_{q m} \otimes I_{p} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{align*}
\phi_{(A, B)}= & \left\{\left[\mathbb{f}_{\tilde{C} \tilde{D}}^{T} \tilde{D} f_{\tilde{C} \tilde{D}}^{\dagger} \otimes\left(I_{t}-\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \mathbb{f}\right) \tilde{D}^{\dagger}+\tilde{C}\left(I_{s}-f_{\tilde{C} \tilde{D}}^{\dagger}\right) \otimes \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger} \tilde{C}^{\dagger} \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}\right] \Pi_{s t}-\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{T} \otimes \mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}\right)\right\} \\
& \times\left(\frac{\partial \mathbb{f}(A \otimes B)}{\partial \operatorname{vec}(\mathrm{A} \otimes \mathrm{~B})^{\mathrm{T}}}\right) \widetilde{\Pi} . \tag{3.2}
\end{align*}
$$

Then we can derive

$$
d\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\left[\begin{array}{ll}
\phi_{(A, B)} L_{B} & \phi_{(A, B)} L_{A}
\end{array}\right]\left[\begin{array}{l}
d(\operatorname{vec}(A)) \\
d(\operatorname{vec}(B))
\end{array}\right]
$$

From the Fréchet derivative of $\psi(\mathbf{a}, \mathbf{b})$, we obtain the following explicit expressions of the norm-wise, mixed, and component-wise condition numbers for the weighted MoorePenrose inverse of $\mathbb{f}(A \otimes B)$ with respect matrices $\tilde{C}$ and $\tilde{D}$.

Theorem 3.1. Under the same assumptions as in Lemma 3.3, we have

$$
\begin{align*}
& \kappa\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\frac{\left\|\left[\phi_{(A, B)} L_{B} \quad \phi_{(A, B)} L_{A}\right]\right\|_{2} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right\|_{F}}, \\
& m\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\frac{\left\|\phi _ { ( A , B ) } L _ { B } \left|\operatorname{vec}(|A|)+\left|\phi_{(A, B)} L_{A}\right| \operatorname{vec}(|B|) \|_{\infty}\right.\right.}{\left\|\operatorname{vec}\left(f_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right\|_{\infty}}, \tag{3.3}
\end{align*}
$$

and

$$
\begin{equation*}
c\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\left\|\frac{\left|\phi_{(A, B)} L_{B}\right| \operatorname{vec}(|A|)+\left|\phi_{(A, B)} L_{A}\right| \operatorname{vec}(|B|)}{\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)}\right\|_{\infty} \tag{3.4}
\end{equation*}
$$

Proof. Here we only prove the first equation and (3.4). The proof of (3.3) is analogous. According to Lemmas 2.1 and 3.3, we have

$$
\begin{aligned}
\kappa\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right) & =\frac{\left\|\psi^{\prime}(\mathbf{a}, \mathbf{b})\right\|_{2}\left\|\left(\mathbf{a}^{T}, \mathbf{b}^{T}\right)\right\|_{2}}{\|\psi(\mathbf{a}, \mathbf{b})\|_{2}}=\frac{\left\|\left[\phi_{(A, B)} L_{B} \quad \phi_{(A, B)} L_{A}\right]\right\|_{2} \sqrt{\|\mathbf{a}\|_{2}^{2}+\|\mathbf{b}\|_{2}^{2}}}{\left\|\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right\|_{2}} \\
& =\frac{\left\|\left[\phi_{(A, B)} L_{B} \quad \phi_{(A, B)} L_{A}\right]\right\|_{2} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right\|_{F}} .
\end{aligned}
$$

From (2.4), we have

$$
\begin{aligned}
& c\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)=\left\|D_{\psi(\mathbf{a}, \mathbf{b})}^{\ddagger} \psi^{\prime}(\mathbf{a}, \mathbf{b}) D_{A, B}\right\|_{\infty} \\
& =\left\|D_{\operatorname{vec}\left(f_{\tilde{C}(A \otimes B))}^{\ddagger}\right.}^{\#}\left[\begin{array}{ll}
\phi_{(A, B)} L_{B} & \phi_{(A, B)} L_{A}
\end{array}\right]\left[\begin{array}{ll}
D_{A} & \\
& D_{B}
\end{array}\right]\right\|_{\infty}
\end{aligned}
$$

$$
\begin{aligned}
& =\left\|\frac{\left|\left[\begin{array}{ll}
\phi_{(A, B)} L_{B} & \phi_{(A, B)} L_{A}
\end{array}\right]\right|\left[\begin{array}{c}
\operatorname{vec}(|A|) \\
\operatorname{vec}(|B|)
\end{array}\right]}{\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)}\right\|_{\infty} \\
& =\left\|\frac{\left|\phi_{(A, B)} L_{B}\right| \operatorname{vec}(|A|)+\left|\phi_{(A, B)} L_{A}\right| \operatorname{vec}(|B|)}{\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)}\right\|_{\infty},
\end{aligned}
$$

where $D_{A, B}=\left[\begin{array}{ll}D_{A} & \\ & D_{B}\end{array}\right]$ with $D_{A}$ (and similarly $D_{B}$ ) as in the definition in the first paragraph of Section 2, and $\mathbf{e}=[1,1, \cdots, 1]^{T}$.

Let $g(A): \mathbb{R}^{m \times n} \longmapsto \mathbb{R}^{e \times f}$ and $\mathbb{h}(B): \mathbb{R}^{p \times q} \longmapsto \mathbb{R}^{g \times h}$ be two matrix functions and $\mathfrak{f}(A \otimes B)=\mathfrak{g}(A) \otimes \mathbb{h}(B)$. Henceforth we always assume that $C=M \otimes P, D=N \otimes Q$, where $M, N, P$ and $Q$ be positive definite matrices of orders $m, n, p$ and $q$, respectively. From Theorem 2.1 of Ref. [24],

$$
(A \otimes B)_{C D}^{\dagger}=A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger} .
$$

It is then easy to obtain $\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)=g_{\tilde{M} \tilde{N}}^{\dagger}(A) \otimes \mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)$, where $\tilde{C}=\tilde{M} \otimes \tilde{P}, \tilde{D}=\tilde{N} \otimes \tilde{Q}, \tilde{M}$, $\tilde{N}, \tilde{P}$ and $\tilde{Q}$ are positive definite matrices of orders $e, f, g$ and $h$, respectively.

Using Lemmas 2.2 and 3.2, we obtain

$$
\begin{align*}
& d\left(\operatorname{vec}\left(\mathbb{f}_{\tilde{C} \tilde{D}}^{\dagger}(A \otimes B)\right)\right) \\
& =d\left(\operatorname{vec}\left(\mathrm{~g}_{\tilde{M} \tilde{N}}^{\dagger}(A) \otimes \mathbb{I}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)\right) \\
& =\operatorname{vec}\left(d\left(g_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes \mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)+g_{\tilde{M} \tilde{N}}^{\dagger}(A) \otimes d\left(\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)\right) \\
& =\widehat{\Pi}\left\{\operatorname{vec}\left(d\left(\mathrm{~g}_{\tilde{M} \tilde{N}}^{\dagger}(A)\right)\right) \otimes \operatorname{vec}\left(\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)+\operatorname{vec}\left(\mathrm{g}_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes \operatorname{vec}\left(d\left(\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)\right)\right\} \\
& =\widehat{\Pi}\left\{\left(I_{f e} \otimes \operatorname{vec}\left(\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)\right) \operatorname{vec}\left(d\left(\operatorname{g}_{\tilde{M} \tilde{N}}^{\dagger}(A)\right)\right)+\left(\operatorname{vec}\left(\mathbb{g}_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes I_{h g}\right) \operatorname{vec}\left(d\left(\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right)\right)\right\} \\
& =\widehat{\Pi}\left\{( I _ { f e } \otimes \operatorname { v e c } ( \mathbb { h } _ { \tilde { P } \tilde { Q } } ^ { \dagger } ( B ) ) ) \left\{\left[\left(\mathrm{g}_{\tilde{M} \tilde{N}}^{\dagger}{ }^{T}(A) N \mathrm{~g}_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes\left(I_{f}-\mathrm{g}_{\tilde{M} \tilde{N}}^{\dagger}(A) \mathrm{g}(A)\right) \tilde{N}^{\dagger}\right.\right.\right. \\
& \left.\left.+\tilde{M}\left(I_{e}-g(A) g_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes g_{\tilde{M} \tilde{N}}^{\dagger}(A) \tilde{M}^{\dagger} \mathrm{g}_{\tilde{M} \tilde{N}}^{\dagger}{ }^{T}(A)\right] \Pi_{e f}-g_{\tilde{M} \tilde{N}}^{\dagger}{ }^{T}(A) \otimes g_{\tilde{M} \tilde{N}}^{\dagger}(A)\right\} \operatorname{vec}(d(g(A))) \\
& +\left(\operatorname{vec}\left(g_{\tilde{M} \tilde{N}}^{\dagger}(A)\right) \otimes I_{h g}\right)\left\{\left[\left(\ln _{\tilde{P} \tilde{Q}}^{\dagger}{ }^{T}(B) \tilde{Q} \mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right) \otimes\left(I_{h}-\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B) \mathbb{h}(B)\right) \tilde{Q}^{\dagger}\right.\right. \\
& \left.\left.\left.+\tilde{P}\left(I_{g}-\mathbb{h}(B) \mathfrak{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right) \otimes \mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B) \tilde{P}^{\dagger} \mathfrak{h}_{\tilde{P} \tilde{Q}}^{\dagger}{ }^{T}(B)\right] \Pi_{g h}-\mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}{ }^{T}(B) \otimes \mathbb{h}_{\tilde{P} \tilde{Q}}^{\dagger}(B)\right\} \operatorname{vec}(d(\mathbb{h}(B)))\right\}, \tag{3.5}
\end{align*}
$$

where $\widehat{\Pi}=\left(I_{e} \otimes \Pi_{g f} \otimes I_{h}\right)$.From (3.5), we have the following corollary.
Corollary 3.1. Let $A \in \mathbb{R}_{n}^{m \times n}, B \in \mathbb{R}_{q}^{p \times q}$ and $\psi(\mathbf{a}, \mathbf{b})=\operatorname{vec}\left((A \otimes B)_{C D}^{\dagger}\right)$, where $\mathbf{a}=\operatorname{vec}(A)$ and $\mathbf{b}=\operatorname{vec}(B)$. Then $\psi$ is continuous and Fréchet differentiable at all $(\mathbf{a}, \mathbf{b})$. Furthermore,

$$
\psi^{\prime}(\mathbf{a}, \mathbf{b})=\left[\begin{array}{ll}
Q_{B} M_{A} & P_{A} N_{B}
\end{array}\right]
$$

where

$$
\begin{aligned}
& M_{A}=-\left(A_{M N}^{\dagger}{ }^{T} \otimes A_{M N}^{\dagger}\right)+\left[M\left(I_{m}-A A_{M N}^{\dagger}\right) \otimes\left(A^{T} M A\right)^{-1}\right] \Pi_{m n} \\
& P_{A}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(\operatorname{vec}\left(A_{M N}^{\dagger}\right) \otimes I_{q p}\right) \\
& N_{B}=-\left(B_{P Q}^{\dagger}{ }^{T} \otimes B_{P Q}^{\dagger}\right)+\left[P\left(I_{p}-B B_{P Q}^{\dagger}\right) \otimes\left(B^{T} P B\right)^{-1}\right] \Pi_{p q} \\
& Q_{B}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{n m} \otimes \operatorname{vec}\left(B_{P Q}^{\dagger}\right)\right)
\end{aligned}
$$

Proof. Since $A$ and $B$ have full column rank,

$$
\begin{equation*}
A_{M N}^{\dagger} A=I_{n}, \quad B_{P Q}^{\dagger} B=I_{q} \tag{3.6}
\end{equation*}
$$

Let $\mathbb{f}(A \otimes B)=A \otimes B, \mathfrak{g}(A)=A$ and $\mathbb{h}(B)=B$. Then the result follows from (3.6).
From the Fréchet derivative of $\psi(\mathbf{a}, \mathbf{b})$ and Theorem 3.1, we can obtain the explicit expressions of the condition numbers for the weighted Moore-Penrose inverse of $A \otimes B$.

Theorem 3.2. Under the same assumptions as in Corollary 3.1, we have

$$
\begin{align*}
& \kappa\left((A \otimes B)_{C D}^{\dagger}\right)=\frac{\left\|\left[\begin{array}{ll}
Q_{B} M_{A} & P_{A} N_{B}
\end{array}\right]\right\|_{2} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|A_{M N}^{\dagger}\right\|_{F}\left\|B_{P Q}^{\dagger}\right\|_{F}}, \\
& m\left((A \otimes B)_{C D}^{\dagger}\right)=\frac{\left\|\left|Q_{B} M_{A}\right| \operatorname{vec}(|A|)+\left|P_{A} N_{B}\right| \operatorname{vec}(|B|)\right\|_{\infty}}{\left\|\operatorname{vec}\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right\|_{\infty}} \tag{3.7}
\end{align*}
$$

and

$$
\begin{equation*}
c\left((A \otimes B)_{C D}^{\dagger}\right)=\left\|\frac{\left|Q_{B} M_{A}\right| \operatorname{vec}(|A|)+\left|P_{A} N_{B}\right| \operatorname{vec}(|B|)}{\operatorname{vec}\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)}\right\|_{\infty} \tag{3.8}
\end{equation*}
$$

Proof. Here we only prove (3.8). The proofs of the other two equations of this theorem are analogous. Let $f(A \otimes B)=A \otimes B$. According to Theorem 3.1 and (3.5), we have

$$
\begin{equation*}
c\left((A \otimes B)_{C D}^{\dagger}\right)=\left\|\frac{\left|\phi_{(A, B)} L_{B}\right| \operatorname{vec}(|A|)+\left|\phi_{(A, B)} L_{A}\right| \operatorname{vec}(|B|)}{\operatorname{vec}\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)}\right\|_{\infty} \tag{3.9}
\end{equation*}
$$

From Lemma 3.3 and Corollary 3.1,

$$
\begin{equation*}
\phi_{(A, B)} L_{B}=Q_{B} M_{A}, \quad \phi_{(A, B)} L_{A}=P_{A} N_{B} \tag{3.10}
\end{equation*}
$$

hence the result follows from (3.9) and (3.10) .

Remark 3.1. When $C=I$ and $D=I$,

$$
\begin{aligned}
& M_{A}=-\left(A^{\dagger^{T}} \otimes A^{\dagger}\right)+\left[\left(I_{m}-A A^{\dagger}\right) \otimes\left(A^{T} A\right)^{-1}\right] \Pi_{m n}, \\
& N_{B}=-\left(B^{\dagger^{T}} \otimes B^{\dagger}\right)+\left[\left(I_{p}-B B^{\dagger}\right) \otimes\left(B^{T} B\right)^{-1}\right] \Pi_{p q}, \\
& P_{A}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(\operatorname{vec}\left(A^{\dagger}\right) \otimes I_{q p}\right),
\end{aligned}
$$

and

$$
Q_{B}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{n m} \otimes \operatorname{vec}\left(B^{\dagger}\right)\right)
$$

Thus the equations in Theorem 3.2 are the same as $\kappa\left((A \otimes B)^{\dagger}\right), m\left((A \otimes B)^{\dagger}\right)$ and $c\left((A \otimes B)^{\dagger}\right)$ in Ref. [10].

In Theorem 3.2, we present explicit expressions for the condition numbers $\kappa\left((A \otimes B)_{C D}^{\dagger}\right)$, $m\left((A \otimes B)_{C D}^{\dagger}\right)$ and $c\left((A \otimes B)_{C D}^{\dagger}\right)$. However, the vec-perturbation matrix $\Pi$ is involved in the explicit expression of these condition numbers and is very difficult to compute, and we present some computable upper bounds as follows.

Corollary 3.2. Under the same assumptions as in Corollary 3.1, we have

$$
\begin{aligned}
& \kappa\left((A \otimes B)_{C D}^{\dagger}\right) \leq \frac{\left\|B_{P Q}^{\dagger}\right\|_{F}\left(\left\|A_{M N}^{\dagger}\right\|_{2}^{2}+\left\|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\right) \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|A_{M N}^{\dagger}\right\|_{F}\left\|B_{P Q}^{\dagger}\right\|_{F}} \\
&+\frac{\left\|A_{M N}^{\dagger}\right\|_{F}\left(\left\|B_{P Q}^{\dagger}\right\|_{2}^{2}+\left\|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}\right) \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|A_{M N}^{\dagger}\right\|_{F}\left\|B_{P Q}^{\dagger}\right\|_{F}} \\
& m\left((A \otimes B)_{C D}^{\dagger}\right) \leq \frac{\kappa\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r},}{\left\|A_{M N}^{\dagger} \mid \otimes\left(\left|B_{P Q}^{\dagger}\|B\| B_{P Q}^{\dagger}\right|+\left|\left(B^{T} P B\right)^{-1}\right||B|^{T}\left|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right|\right)\right\|_{\max }} \\
&\left\|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right\|_{\max } \\
&:= m\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}, \quad\left\|\left(\left|A_{M N}^{\dagger}\|A\| A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1}\right||A|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right) \otimes\left|B_{P Q}^{\dagger}\right|\right\|_{\max } \\
&\left\|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right\|_{\max } \\
& c\left((A \otimes B)_{C D}^{\dagger}\right) \leq\left\|\frac{\left|A_{M N}^{\dagger}\right| \otimes\left(\left|B_{P Q}^{\dagger}\|B\| B_{P Q}^{\dagger}\right|+\left|\left(B^{T} P B\right)^{-1}\right||B|^{T}\left|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right|\right)}{A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}}\right\|_{\max } \\
&+\left\|\frac{\|\left(\left|A_{M N}^{\dagger}\|A\| A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1} \| A\right|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right) \otimes\left|B_{P Q}^{\dagger}\right|}{A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}}\right\|_{\max } \\
&:= c\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r} .
\end{aligned}
$$

Proof. From Lemma 2.2, we have

$$
\begin{aligned}
\left\|Q_{B} M_{A}\right\|_{2} & \leqslant\left\|Q_{B}\right\|_{2}\left\|-\left(A_{M N}^{\dagger}{ }^{T} \otimes A_{M N}^{\dagger}\right)+\left[M\left(I_{m}-A A_{M N}^{\dagger}\right) \otimes\left(A^{T} M A\right)^{-1}\right] \Pi_{m n}\right\|_{2} \\
& \leqslant\left\|\operatorname{vec}\left(B_{P Q}^{\dagger}\right)\right\|_{2}\left(\left\|A_{M N}^{\dagger}{ }^{T} \otimes A_{M N}^{\dagger}\right\|_{2}+\left\|M\left(I_{m}-A A_{M N}^{\dagger}\right) \otimes\left(A^{T} M A\right)^{-1}\right\|_{2}\right) \\
& =\left\|B_{P Q}^{\dagger}\right\|_{F}\left(\left\|A_{M N}^{\dagger}\right\|_{2}^{2}+\left\|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\right),
\end{aligned}
$$

and

$$
\left\|P_{A} N_{B}\right\|_{2} \leqslant\left\|A_{M N}^{\dagger}\right\|_{F}\left(\left\|B_{P Q}^{\dagger}\right\|_{2}^{2}+\left\|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}\right)
$$

Furthermore, we have

$$
\begin{aligned}
\left\|\left[Q_{B} M_{A} \quad P_{A} N_{B}\right]\right\|_{2} \leqslant & \left\|Q_{B} M_{A}\right\|_{2}+\left\|P_{A} N_{B}\right\|_{2} \\
\leqslant & \left\|B_{P Q}^{\dagger}\right\|_{F}\left(\left\|A_{M N}^{\dagger}\right\|_{2}^{2}+\left\|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\right) \\
& +\left\|A_{M N}^{\dagger}\right\|_{F}\left(\left\|B_{P Q}^{\dagger}\right\|_{2}^{2}+\left\|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}\right)
\end{aligned}
$$

According to Theorem 3.2, we can obtain the upper bound $\kappa\left((A \otimes B)_{C D}^{\dagger}\right)^{\text {upper }}$. Then from Lemma 2.2 we obtain

$$
\begin{aligned}
& \left|Q_{B} M_{A}\right|||\operatorname{vec}(A)| \\
\leqslant & \left|\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{n m} \otimes \operatorname{vec}\left(B_{P Q}^{\dagger}\right)\right)\right| \\
& \times\left|-\left(A_{M N}^{\dagger}{ }^{T} \otimes A_{M N}^{\dagger}\right)+\left[M\left(I_{m}-A A_{M N}^{\dagger}\right) \otimes\left(A^{T} M A\right)^{-1}\right] \Pi_{m n}\right||\operatorname{vec}(A)| \\
\leqslant & \left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{n m} \otimes \operatorname{vec}\left(\left|B_{P Q}^{\dagger}\right|\right)\right) \\
& \times\left(\left(\left|A_{M N}^{\dagger}{ }^{T}\right| \otimes\left|A_{M N}^{\dagger}\right|\right)+\left(\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right| \otimes\left|\left(A^{T} M A\right)^{-1}\right|\right) \Pi_{m n}\right)|\operatorname{vec}(A)| \\
\leqslant & \left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{n m} \otimes \operatorname{vec}\left(\left|B_{P Q}^{\dagger}\right|\right)\right) \\
& \times \operatorname{vec}\left(\left|A_{M N}^{\dagger}\right||A|\left|A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1}\right||A|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right) \\
\leqslant & \left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right) \operatorname{vec}\left(\operatorname{vec}\left(\left|B_{P Q}^{\dagger}\right|\right) \operatorname{vec}\left(\left|A_{M N}^{\dagger}\right||A|\left|A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1}\right||A|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right)^{T}\right) \\
= & \left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left[\operatorname{vec}\left(\left|A_{M N}^{\dagger}\right||A|\left|A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1}\right||A|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right) \otimes \operatorname{vec}\left(\left|B_{P Q}^{\dagger}\right|\right)\right] \\
= & \operatorname{vec}\left(\left(\left|A_{M N}^{\dagger}\right||A|\left|A_{M N}^{\dagger}\right|+\left|\left(A^{T} M A\right)^{-1}\right||A|^{T}\left|M\left(I_{m}-A A_{M N}^{\dagger}\right)\right|\right) \otimes\left|B_{P Q}^{\dagger}\right|\right) .
\end{aligned}
$$

We also have

$$
\left|P_{A} N_{B}\right||\operatorname{vec}(B)| \leqslant \operatorname{vec}\left(\left|A_{M N}^{\dagger}\right| \otimes\left(\left|B_{P Q}^{\dagger}\right||B|\left|B_{P Q}^{\dagger}\right|+\left|\left(B^{T} P B\right)^{-1}\right||B|^{T}\left|P\left(I_{p}-B B_{P Q}^{\dagger}\right)\right|\right)\right) .
$$

From Theorem 3.2, $\|\operatorname{vec}(A)\|_{\infty}=\|A\|_{\max }$ and the matrix norm triangular inequality, we can obtain the upper bounds $m\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}$ and $c\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}$.

Remark 3.2. When $C=I$ and $D=I$, we have

$$
\begin{aligned}
\kappa\left((A \otimes B)^{\dagger}\right)^{\text {upper }}= & \frac{\left\|B^{\dagger}\right\|_{F}\left(\left\|A^{\dagger}\right\|_{2}^{2}+\left\|I_{m}-A A^{\dagger}\right\|_{2}\left\|\left(A^{T} A\right)^{-1}\right\|_{2}\right) \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}}}{\left\|A^{\dagger}\right\|_{F}\left\|B^{\dagger}\right\|_{F}} \\
m\left((A \otimes B)^{\dagger}\right)^{\text {upper }}= & \frac{\left\|\left|A^{\dagger}\right| \otimes\left(\left|B^{\dagger}\right|\left|B \| B^{\dagger}\right|+\left|\left(B^{T} B\right)^{-1}\right||B|^{T}\left|I_{p}-B B^{\dagger}\right|\right)\right\|_{\max }}{\left\|A^{\dagger}\right\|_{F}\left\|B^{\dagger}\right\|_{F}}, \\
& +\frac{\left\|\left(\left|A^{\dagger}\right||A|\left|A^{\dagger}\right|+\left|\left(A^{T} A\right)^{-1}\right||A|^{T}\left|I_{m}-A A^{\dagger}\right|\right) \otimes\left|B^{\dagger}\right|\right\|_{\max }}{\left\|A^{\dagger} \otimes B^{\dagger}\right\|_{\max }}, \\
c\left((A \otimes B)^{\dagger}\right)^{\text {upper }}= & \left\|\frac{\left|A^{\dagger}\right| \otimes\left(\left|B^{\dagger}\right|\left|B \| B^{\dagger}\right|+\left|\left(B^{\top} B\right)^{-1}\right||B|^{T}\left|I_{p}-B B^{\dagger}\right|\right)}{A^{\dagger} \otimes B^{\dagger}}\right\|_{\max } \|_{\max } .
\end{aligned}
$$

It is seen that in this case the results of Corollary 3.2 are the same as $m\left((A \otimes B)^{\dagger}\right)^{\text {upper }}$ and $c\left((A \otimes B)^{\dagger}\right)^{\text {upper }}$ in Ref. [10].

## 4. Weighted Least Squares Problems (WLS) involving Kronecker Products

Let $A \in \mathbb{R}_{n}^{m \times n}, \mathbf{b} \in \mathbb{R}^{m}, M \in \mathbb{R}^{m \times m}$ and $N \in \mathbb{R}^{n \times n}$ be positive definite matrices. It is well known that the WLS problem

$$
\begin{equation*}
\min _{\mathbf{u} \in \mathbb{R}^{n}}\|A \mathbf{u}-\mathbf{b}\|_{M} \tag{4.1}
\end{equation*}
$$

has a unique minimum-norm ( $N$ ) and least-squares $(M)$ solution [18]

$$
\begin{equation*}
\mathbf{x}=A_{M N}^{\dagger} \mathbf{b} \tag{4.2}
\end{equation*}
$$

Let us now discuss the condition numbers for the following KPWLS problem:

$$
\begin{equation*}
\min _{\mathbf{v} \in \mathbb{R}^{n q}}\|(A \otimes B) \mathbf{v}-\mathbf{c}\|_{C} \tag{4.3}
\end{equation*}
$$

where $A \in \mathbb{R}_{n}^{m \times n}, B \in \mathbb{R}_{q}^{p \times q}, A \otimes B \in \mathbb{R}_{n q}^{m p \times n q}, \mathbf{c} \in \mathbb{R}^{m p}, C=M \otimes P, D=N \otimes Q$, and $M, N, P$ and $Q$ are positive definite matrices of orders $m, n, p$ and $q$, respectively. From (4.2), we know that (4.3) has a unique minimum-norm $(D)$ and least-squares $(C)$ solution

$$
\begin{equation*}
\mathbf{x}=(A \otimes B)_{C D}^{\dagger} \mathbf{c}=\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right) \mathbf{c}=\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\left(A^{T} \otimes B^{T}\right)(M \otimes P) \mathbf{c} \tag{4.4}
\end{equation*}
$$

We proceed to generalise some results for the nonsingular linear equations $(A \otimes B) \mathbf{x}=\mathbf{d}$ to the WLS problem involving Kronecker products [15, 27].

The perturbed system of (4.3) is

$$
\begin{equation*}
\min _{\mathbf{v} \in \mathbb{R}^{n q}}\|[(A+\Delta A) \otimes(B+\Delta B)] \mathbf{v}-(\mathbf{c}+\Delta \mathbf{c})\|_{C} \tag{4.5}
\end{equation*}
$$

where $\Delta A, \Delta B$ and $\Delta \mathbf{c}$ have the same dimensions as $A, B$ and $\mathbf{c}$, respectively. Let the mapping $\varphi: \mathbb{R}^{m n} \times \mathbb{R}^{p q} \times \mathbb{R}^{m p} \longmapsto \mathbb{R}^{n q}$ be given by $\varphi(\mathbf{a}, \mathbf{b}, \mathbf{c})=\operatorname{vec}\left((A \otimes B)_{C D}^{\dagger} \mathbf{c}\right)$, where $\mathbf{a}=\operatorname{vec}(A)$ and $\mathbf{b}=\operatorname{vec}(B)$. Similar to Corollary 3.1, we first consider the Fréchet derivative of $\varphi$.
Lemma 4.1. Let $A \in \mathbb{R}_{n}^{m \times n}, B \in \mathbb{R}_{q}^{p \times q}, \mathbf{c} \in \mathbb{R}^{m p}, C=M \otimes P$ and $D=N \otimes Q$, where $M$, $N, P$ and $Q$ be positive definite matrices of orders $m, n, p$ and $q$, respectively. Consider $\varphi(\mathbf{a}, \mathbf{b}, \mathbf{c})=\operatorname{vec}\left((A \otimes B)_{C D}^{\dagger} \mathbf{c}\right)$, where $\mathbf{a}=\operatorname{vec}(A)$ and $\mathbf{b}=\operatorname{vec}(B)$. Then $\varphi$ is continuous and Fréchet differentiable at all ( $\mathbf{a}, \mathbf{b}, \mathbf{c}$ ). Furthermore,

$$
\varphi^{\prime}(\mathbf{a}, \mathbf{b}, \mathbf{c})=\left[\mathscr{Q} \mathscr{P} A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right]
$$

where

$$
\begin{aligned}
\mathscr{Q}= & \left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right)\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{m n} \otimes \operatorname{vec}\left(B^{T}\right)\right) \Pi_{m n} \\
& -\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right)\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right)\left(I_{m n} \otimes \operatorname{vec}(B)\right) \\
\mathscr{P}= & \left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right)\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(\operatorname{vec}\left(A^{T}\right) \otimes I_{p q}\right) \Pi_{p q} \\
& -\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right)\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right)\left(\operatorname{vec}(A) \otimes I_{p q}\right), \\
\mathbf{r}= & C(\mathbf{c}-(A \otimes B) \mathbf{x}) .
\end{aligned}
$$

Proof. From Lemma 3.3, we know that $(A \otimes B)_{C D}^{\dagger}$ is continuous and differentiable, and so is $\varphi(\mathbf{a}, \mathbf{b}, \mathbf{c})=(A \otimes B)_{C D}^{\dagger} \mathbf{c}$. According to (4.4), we obtain

$$
\begin{align*}
d \mathbf{x}= & d\left((A \otimes B)_{C D}^{\dagger} \mathbf{c}\right) \\
= & -\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)(d A \otimes B+A \otimes d B) \mathbf{x} \\
& +\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\left(d A^{T} \otimes B^{T}+A^{T} \otimes d B^{T}\right) \mathbf{r} \\
& +\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right) d \mathbf{c} . \tag{4.6}
\end{align*}
$$

Vectorizing both sides of (4.6) yields

$$
\begin{aligned}
d \mathbf{x}= & \operatorname{vec}(d \mathbf{x}) \\
= & \operatorname{vec}\left(-\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)(d A \otimes B+A \otimes d B) \mathbf{x}\right) \\
& +\operatorname{vec}\left(\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\left(d A^{T} \otimes B^{T}+A^{T} \otimes d B^{T}\right) \mathbf{r}\right)+\operatorname{vec}\left(\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right) d \mathbf{c}\right) \\
= & -\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right) \tilde{\Pi}[\operatorname{vec}(d A) \otimes \operatorname{vec}(B)+\operatorname{vec}(A) \otimes \operatorname{vec}(d B)] \\
& +\left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right) \tilde{G}\left[\operatorname{vec}\left(d A^{T}\right) \otimes \operatorname{vec}\left(B^{T}\right)+\operatorname{vec}\left(A^{T}\right) \otimes \operatorname{vec}\left(d B^{T}\right)\right] \\
& +\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right) d \mathbf{c} \\
= & -\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right) \tilde{\Pi}\left[\left(I_{m n} \otimes \operatorname{vec}(B)\right) \operatorname{vec}(d A)+\left(\operatorname{vec}(A) \otimes I_{p q}\right) \operatorname{vec}(d B)\right] \\
& +\left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right) \tilde{G}\left[\left(I_{m n} \otimes \operatorname{vec}\left(B^{T}\right)\right) \Pi_{m n} \operatorname{vec}(d A)\right. \\
& \left.+\left(\operatorname{vec}\left(A^{T}\right) \otimes I_{p q}\right) \Pi_{p q} \operatorname{vec}(d B)\right]+\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right) d \mathbf{c},
\end{aligned}
$$

where

$$
\begin{aligned}
& \tilde{\Pi}=\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right), \\
& \tilde{G}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right),
\end{aligned}
$$

or

$$
d \mathbf{x}=\left[\mathscr{Q} \mathscr{P} A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right]\left[\begin{array}{ll}
d \mathbf{a}^{T} & d \mathbf{b}^{T} d \mathbf{c}^{T}
\end{array}\right]^{T} .
$$

Thus the Fréchet derivative of $\varphi$ is given by

$$
\varphi^{\prime}(\mathbf{a}, \mathbf{b}, \mathbf{c})=\left[\mathscr{Q} \mathscr{P} A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right] .
$$

From the Fréchet derivative of $\varphi(\mathbf{a}, \mathbf{b}, \mathbf{c})$, we can obtain the explicit expressions of the norm-wise, mixed, and component-wise condition number for the KPWLS problem.

Corollary 4.1. Under the same assumptions as in Lemma 4.1, we have

$$
\begin{aligned}
& \kappa^{w l s}(A \otimes B, \mathbf{c}):=\lim _{\epsilon \rightarrow 0} \sup _{\substack{\|\Delta A\|_{F}^{2}+\|\Delta B \mid\|_{F}^{2}+\|\Delta c\|^{2} \\
\leqslant \epsilon \sqrt{\|A\|_{F}^{2}}+\|B\|_{F}^{2}+\|c\|_{2}^{2}}} \frac{\|\Delta \mathbf{x}\|_{2}}{\|\mathbf{x}\|_{2}} \\
& =\frac{\left\|\left[\mathscr{Q} \mathscr{P} A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right]\right\|_{2} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}+\|\mathbf{c}\|_{2}^{2}}}{\|\mathbf{x}\|_{2}}, \\
& m^{w l s}(A \otimes B, \mathbf{c}):=\lim _{\epsilon \rightarrow 0} \sup _{\substack{|\Delta A| \leqslant \epsilon|A| \\
|\Delta B||\epsilon| B| \\
| \Delta \mathbf{c}|\leqslant \epsilon| \mathbf{c} \mid}} \frac{1}{\epsilon} \frac{\|\Delta \mathbf{x}\|_{\infty}}{\|\mathbf{x}\|_{\infty}} \\
& =\frac{\left\||\mathscr{Q}| \operatorname{vec}(|A|)+|\mathscr{P}| \operatorname{vec}(|B|)+\left(\left|A_{M N}^{\dagger}\right| \otimes\left|B_{P Q}^{\dagger}\right|\right)|\mathbf{c}|\right\|_{\infty}}{\|\mathbf{x}\|_{\infty}}, \\
& c^{w l s}(A \otimes B, \mathbf{c}):=\lim _{\epsilon \rightarrow 0} \sup _{\substack{|\Delta A| \leqslant \epsilon|A| \\
|\Delta B| \leqslant|B| \\
|\Delta c| \leqslant|\epsilon| c \mid}} \frac{1}{\epsilon}\left\|\frac{\Delta \mathbf{x}}{\mathbf{x}}\right\|_{\infty} \\
& =\left\|\frac{|\mathscr{Q}| \operatorname{vec}(|A|)+|\mathscr{P}| \operatorname{vec}(|B|)+\left(\left|A_{M N}^{\dagger}\right| \otimes\left|B_{P Q}^{\dagger}\right|\right)|\mathbf{c}|}{\mathbf{x}}\right\|_{\infty} .
\end{aligned}
$$

The proof of this corollary is similar to that of Theorem 3.1, so we omit it.
The following corollary gives the computable upper bounds for these three condition numbers.

Corollary 4.2. Under the same assumptions as in Lemma 4.1, we have

$$
\begin{aligned}
\kappa^{w l s}(A \otimes B, \mathbf{c}) \leqslant & \frac{\widetilde{K} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}+\|\mathbf{c}\|_{2}^{2}}}{\|\mathbf{x}\|_{2}}+\frac{\left\|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right\|_{2} \sqrt{\|A\|_{F}^{2}+\|B\|_{F}^{2}+\|\mathbf{c}\|_{2}^{2}}}{\|\mathbf{x}\|_{2}} \\
:= & \kappa^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}, \\
m^{w l s}(A \otimes B, \mathbf{c}) \leqslant & \frac{2\left\|\left|\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right|(|A| \otimes|B|)|\mathbf{x}|\right\|_{\infty}}{\|\mathbf{x}\|_{\infty}} \\
& +\frac{2\left\|\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} N B\right)^{-1}\right|\left(|A|^{T} \otimes|B|^{T}\right)|\mathbf{r}|\right\|_{\infty}}{\|\mathbf{x}\|_{\infty}}+\frac{\left\|\left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\|\mathbf{c} \mid\|_{\infty}\right.\right.}{\|\mathbf{x}\|_{\infty}} \\
:= & m^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}, \\
c^{w l s}(A \otimes B, \mathbf{c}) \leqslant & 2\left\|\left|\left|D_{\mathbf{x}}^{*}\left\|\left(A_{M}^{\dagger} \otimes B_{N}^{\dagger}\right)|(|A| \otimes|B|)| \mathbf{x} \mid\right\|_{\infty}\right.\right.\right. \\
& +2\left\|\left|D_{\mathbf{x}}^{\dagger}\right|\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} N B\right)^{-1}\right|\left(|A|^{T} \otimes|B|^{T}\right)|\mathbf{r}|\right\|_{\infty}+\left\|\mid D_{\mathbf{x}}^{*}\right\| A_{M}^{\dagger} \otimes B_{N}^{\dagger}\|\mathbf{c}\|_{\infty} \\
:= & c^{w l s}(A \otimes B, \mathbf{c})^{u p p e r},
\end{aligned}
$$

where

$$
\widetilde{K}=\left(\|\mathbf{r}\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}+\|\mathbf{x}\|_{2}\left\|A_{M N}^{\dagger}\right\|_{2}\left\|B_{P Q}^{\dagger}\right\|_{2}\right)\left(\|B\|_{F}+\|A\|_{F}\right)
$$

Proof. From Lemma 2.2,

$$
\begin{aligned}
\|\mathscr{Q}\|_{2} \leqslant & \left\|\left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right)\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)\left(I_{m n} \otimes \operatorname{vec}\left(B^{T}\right)\right) \Pi_{m n}\right\|_{2} \\
& +\left\|-\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right)\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right)\left(I_{m n} \otimes \operatorname{vec}(B)\right)\right\|_{2} \\
\leqslant & \|r\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}\left\|\operatorname{vec}\left(B^{T}\right)\right\|_{2}+\|\mathbf{x}\|_{2}\left\|A_{M N}^{\dagger}\right\|_{2}\left\|B_{P Q}^{\dagger}\right\|_{2}\|\operatorname{vec}(B)\|_{2} \\
= & \left(\|\mathbf{r}\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}+\|\mathbf{x}\|_{2}\left\|A_{M N}^{\dagger}\right\|_{2}\left\|B_{P Q}^{\dagger}\right\|_{2}\right)\|B\|_{F}
\end{aligned}
$$

and

$$
\|\mathscr{P}\|_{2} \leqslant\left(\|\mathbf{r}\|_{2}\left\|\left(A^{T} M A\right)^{-1}\right\|_{2}\left\|\left(B^{T} P B\right)^{-1}\right\|_{2}+\|\mathbf{x}\|_{2}\left\|A_{M N}^{\dagger}\right\|_{2}\left\|B_{P Q}^{\dagger}\right\|_{2}\right)\|A\|_{F}
$$

Furthermore, we have

$$
\begin{aligned}
\left\|\left[\mathscr{Q} \mathscr{P} A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right]\right\|_{2} & \leqslant\|\mathscr{Q}\|_{2}+\|\mathscr{P}\|_{2}+\left\|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right\|_{2} \\
& \leqslant \widetilde{K}+\left\|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right\|_{2} .
\end{aligned}
$$

According to Corollary 4.2, we can obtain the upper bounds $\kappa^{w l s}(A \otimes B, c)^{\text {upper }}$.
From Lemma 2.2, we obtain

$$
\begin{aligned}
|\mathscr{Q}||\operatorname{vec}(A)| \leqslant & \left|\left(\mathbf{r}^{T} \otimes\left(\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right)\right) \tilde{G}\left(I_{m n} \otimes \operatorname{vec}\left(B^{T}\right)\right) \Pi_{m n}\right||\operatorname{vec}(A)| \\
& +\left|\left(\mathbf{x}^{T} \otimes\left(A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right)\right) \tilde{\Pi}\left(I_{m n} \otimes \operatorname{vec}(B)\right)\right||\operatorname{vec}(A)| \\
\leqslant & {\left[\left(\left|\mathbf{r}^{T}\right| \otimes\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right|\right) \tilde{G}\left(I_{m n} \otimes \operatorname{vec}\left(\left|B^{T}\right|\right)\right)\right]\left|\operatorname{vec}\left(\left|A^{T}\right|\right)\right| } \\
& +\left[\left(\left|\mathbf{x}^{T}\right| \otimes\left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right|\right) \tilde{\Pi}\left(I_{m n} \otimes \operatorname{vec}(|B|)\right)\right]|\operatorname{vec}(|A|)| \\
= & \left(\left|\mathbf{r}^{T}\right| \otimes\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right|\right) \tilde{G} \operatorname{vec}\left(\operatorname{vec}\left(\left|B^{T}\right|\right) \operatorname{vec}\left(\left|A^{T}\right|\right)^{T}\right) \\
& +\left(\left|\mathbf{x}^{T}\right| \otimes\left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right|\right) \tilde{\Pi} \operatorname{vec}\left(\operatorname{vec}(|B|) \operatorname{vec}(|A|)^{T}\right) \\
= & \left(\left|\mathbf{r}^{T}\right| \otimes\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right|\right) \operatorname{vec}\left(\left|A^{T}\right| \otimes\left|B^{T}\right|\right) \\
& +\left(\left|\mathbf{x}^{T}\right| \otimes\left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right|\right) \operatorname{vec}(|A| \otimes|B|) \\
= & \left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right|(|A| \otimes|B|)|\mathbf{x}|+\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right|\left(|A|^{T} \otimes|B|^{T}\right)|\mathbf{r}|
\end{aligned}
$$

where

$$
\tilde{\Pi}=\left(I_{n} \otimes \Pi_{q m} \otimes I_{p}\right), \quad \tilde{G}=\left(I_{m} \otimes \Pi_{p n} \otimes I_{q}\right)
$$

Similarly,

$$
|\mathscr{P}||\operatorname{vec}(B)| \leqslant\left|A_{M N}^{\dagger} \otimes B_{P Q}^{\dagger}\right|(|A| \otimes|B|)|\mathbf{x}|+\left|\left(A^{T} M A\right)^{-1} \otimes\left(B^{T} P B\right)^{-1}\right|\left(|A|^{T} \otimes|B|^{T}\right)|\mathbf{r}| .
$$

From Corollary 4.2 and the matrix norm triangular inequality, we can obtain the upper bounds $M^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}$ and $c^{w l s}(A \otimes B, \mathbf{c})^{\text {upper }}$.

## 5. Numerical Example

In this section, we provide the examples for illustration. All computations were performed using MATLAB 7.0. The relative machine precision was $2.2 \times 10^{-16}$.

Positive definite matrices $M, N, P$ and $Q$ were taken randomly, and matrices $A$ and $B$ generated randomly such that $\operatorname{rank}(A \otimes B)=n q$.

Table 1 shows that upper bounds that are about the same magnitude as their exact condition numbers. Table 2 shows the upper bound of norm-wise condition numbers that are around two orders of magnitude larger than their exact counterparts, while those of mixed and component-wise condition numbers are about one order of magnitude larger than their exact values.

For further illustration, positive definite matrices $M, N, P, Q \in \mathbb{R}^{8 \times 8}$ and full column rank matrices $A$ and $B \in \mathbb{R}^{8 \times 8}$ were generated randomly in 100 runs.

The numerical results are shown in Fig. 1, where $\kappa, m, c, \kappa_{w}, m_{w}$ and $c_{w}$ are equal to $\kappa\left((A \otimes B)_{C D}^{\dagger}\right), m\left((A \otimes B)_{C D}^{\dagger}\right), c\left((A \otimes B)_{C D}^{\dagger}\right), \kappa^{w l s}(A \otimes B, \mathbf{c}), m^{w l s}(A \otimes B, \mathbf{c})$ and $c^{w l s}(A \otimes B, \mathbf{c})$, respectively. Also, $\kappa^{\text {upper }}, m^{u p p e r}, c^{\text {upper }}, \kappa_{w}^{\text {upper }}, m_{w}^{\text {upper }}$ and $c_{w}^{\text {upper }}$ are equal to $\kappa((A \otimes$

Table 1: Weighted Moore-Penrose inverse of a Kronecker product.

|  | $p=m=4, q=n=3$ | $p=m=8, q=n=5$ | $p=m=12, q=n=6$ |
| :---: | :---: | :---: | :---: |
| $\kappa\left((A \otimes B)_{C D}^{\dagger}\right)$ | $1.3921 \mathrm{e}+001$ | $2.2485 \mathrm{e}+001$ | $3.4869 \mathrm{e}+001$ |
| $\kappa\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}$ | $4.9667 \mathrm{e}+001$ | $6.2037 \mathrm{e}+001$ | $7.1191 \mathrm{e}+001$ |
| $m\left((A \otimes B)_{C D}^{\dagger}\right)$ | 9.5813 | $1.6362 \mathrm{e}+001$ | $2.6815 \mathrm{e}+001$ |
| $m\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}$ | $2.2748 \mathrm{e}+001$ | $2.6637 \mathrm{e}+001$ | $3.8591 \mathrm{e}+001$ |
| $c\left((A \otimes B)_{C D}^{\dagger}\right)$ | $1.6858 \mathrm{e}+002$ | $5.9543 \mathrm{e}+001$ | $4.3705 \mathrm{e}+003$ |
| $c\left((A \otimes B)_{C D}^{\dagger}\right)^{u p p e r}$ | $2.1159 \mathrm{e}+002$ | $6.4579 \mathrm{e}+002$ | $4.6430 \mathrm{e}+003$ |

Table 2: Weighted linear least squares problems involving Kronecker products.

|  | $p=m=4, q=n=3$ | $p=m=8, q=n=5$ | $p=m=12, q=n=6$ |
| :---: | :---: | :---: | :---: |
| $\kappa^{w l s}(A \otimes B, \mathbf{c})$ | $3.2863 \mathrm{e}+001$ | $3.3469 \mathrm{e}+001$ | $6.8390 \mathrm{e}+001$ |
| $\kappa^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}$ | $2.0199 \mathrm{e}+003$ | $6.7526 \mathrm{e}+003$ | $1.8640 \mathrm{e}+004$ |
| $m^{w l s}(A \otimes B, \mathbf{c})$ | $2.399 \mathrm{e}+001$ | $2.3796 \mathrm{e}+001$ | $4.3432 \mathrm{e}+001$ |
| $m^{w l s}(A \otimes B, \mathbf{c})^{\text {upper }}$ | $2.4765 \mathrm{e}+002$ | $6.5998 \mathrm{e}+002$ | $1.3813 \mathrm{e}+003$ |
| $c^{w l s}(A \otimes B, \mathbf{c})$ | $2.1002 \mathrm{e}+002$ | $9.3953 \mathrm{e}+002$ | $1.9027 \mathrm{e}+004$ |
| $c^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}$ | $1.5914 \mathrm{e}+003$ | $2.1122 \mathrm{e}+004$ | $5.5902 \mathrm{e}+005$ |



Figure 1: Condition numbers and their upper bounds.
$\left.B)_{C D}^{\dagger}\right)^{\text {upper }}, m\left((A \otimes B)_{C D}^{\dagger}\right)^{\text {upper }}, c\left((A \otimes B)_{C D}^{\dagger}\right)^{\text {upper }}, \kappa^{w l s}(A \otimes B, \mathbf{c})^{\text {upper }}, m^{w l s}(A \otimes B, \mathbf{c})^{\text {upper }}$ and $c^{w l s}(A \otimes B, \mathbf{c})^{u p p e r}$, respectively.

From Fig. 1 we see that sometimes the proposed upper bounds can provide rough estimates for the condition numbers.

## Acknowledgments

The authors would like to thank the referees for their helpful comments and suggestions. The work was supported by National Natural Science Foundation of China (Grant No. 10971075, 11271144), Research Fund for the Doctoral Program of Higher Education of China (Grant No. 20104407110001), Guangdong provincial Natural Science Foundation (Grant No. S2012010009985, S20130100112530) and Project of Department of Education of Guangdong Province.

## References

[1] M. Arioli, M. Baboulin and S. Gratton, A partial condition number for linear least squares problems, SIAM J. Matrix Anal. Appl. 29, 413-433 (2007).
[2] M. Baboulin, J. Dongarra, S. Gratton and J. Langou, Computing the conditioning of the components of a linear least-squares solution, Numer. Linear Algebra Appl. 16, 517-533 (2009).
[3] M. Baboulin and S. Gratton, Using dual techniques to derive component-wise and mixed condition numbers for a linear function of a linear least squares solution, BIT 49, 3-19 (2009).
[4] A. Ben-Israel and T.N. EGreville, Generalized Inverses: Theory and Applications, 2nd Edition, Springer Verlag: New York, 2003.
[5] Å. Björck, Component-wise perturbation analysis and error bounds for linear least squares solutions, BIT 31, 238-244 (1991).
[6] A. Björck, Numerical Methods for Least Squares Problems, Society for Industrial and Applied Mathematics, Philadelphia, 1996.
[7] J. Brewer, Kronecker products and matrix calculus in system theory, IEEE Trans. Circuits Syst. 25, 772-781 (1978).
[8] J. Brewer, Correction to 'Kronecker products and matrix calculus in system theory', IEEE Trans. Circuits Syst. 26, 360-360 (1979).
[9] G.R. Canta and G. Poggi, Multispectral-image coding by vector quantization with Kronecker product representation, Proceedings of the International Conference on Image Processing, vol. 2, pp. 931-934, Lausanne, Switzerland, September 1996.
[10] H. Diao, W. Wang, Y. Wei and S. Qiao, On condition numbers for Moore-Penrose inverse and linear least squates problem involving Kronecker products, Numer. Linear Algebra Appl. 20, 44-59 (2013).
[11] I. Gohberg and I. Koltracht, Mixed, component-wise, and structured condition numbers, SIAM J. Matrix Anal. Appl. 14, 688-704 (1993).
[12] G.H. Golub and C.F. Van Loan, Matrix Computations, 3rd Edition, Johns Hopkins University: Baltimore, 1996.
[13] A. Graham, Kronecker Products and Matrix Calculus with Applixations, Ellis Howood Ltd: New York, USA, 1981.
[14] N.J. Higham, Perturbation theory and backward error for $A X-X B=C$, BIT 33, 124-136 (1993).
[15] D. Kressner and C. Tobler, Krylov subspace methods for linear systems with Tensor product structure, SIAM J. Matrix Anal. Appl. 31, 1688-1714 (2010).
[16] A.N. Langville and W.J. Stewart, A Kronecker product approximate preconditioner for SANs, Numer. Linear Algebra Appl. 11, 723-752 (2004).
[17] Z. Li and J. Sun, Mixed and component-wise condition numbers for weighted Moore-Penrose inverse and weighted least squares problems, Filomat 23, 43-59 (2009).
[18] L. Lin, T. Lu and Y. Wei, On level-2 condition number for the weighted Moore-Penrose inverse, Comput. Math. Appl. 55, 788-800 (2008).
[19] J.R. Magnus and H. Neudecker, Matrix Differential Calculus with Applications in Statistics and Econometrics, 3rd Edition, John Wiley Sons Inc.: Hoboken, NJ, USA, 2007.
[20] J.R. Rice, A theory of condition, SIAM J. Numer. Anal. 3, 217-232 (1966).
[21] J. Rohn, New condition numbers for matrices and linear systems, Computing 41, 167-169 (1989).
[22] J.R. Schott, Matrix Analysis for Statistics, 2nd Edition, John Wiley Sons Inc.: Hoboken, NJ, USA, 2005.
[23] N. Suehiro, H. Chenggao and T. Imoto, Very efficient wireless frequency usage based on pseudocoherent addition of multipath signals using kronecker product with rows of dft matrix, Proceedings of the IEEE International Symposium on Information Theory, vol. 29, pp. 385-385, Yokohama, Japan, 2003.
[24] G. Wang, Weighted Moore-Penrose, Drazin, and group inverses of the Kronecker product $A \otimes B$, and some applications, Linear Algerbra Appl. 250, 39-50 (1997).
[25] M. Wei, Supremum and Stability of Weighted Pseudoinverses and Weighted Least Squares Problems, Analysis and Computations, Nova Science Pubishers: Huntington, NY, 2001.
[26] C.W. Wu and L.O. Chua, Application of Kronecker products to the analysis of systems with uniform linear couping, IEEE Trans. Circuits Syst. 42, 775-778 (1995).
[27] H. Xiang, H. Diao and Y. Wei, On perturbation bounds of Kronecker product linear systems and their level-2 condition numbers, J. Comput. Appl. Math. 183, 210-231 (2005).


[^0]:    *Corresponding author. Email address: liwen@scnu. edu.cn (W. Li)

