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#### Abstract

In this paper we perform and analyze a Karhunen-Loève expansion on the solution of a discrete heat equation. Unlike the continuous case, several choices can be made from the numerical scheme to the numerical time integration. We analyze some of these choices and compare them. In literature, it is shown that the KL-expansion's error depends on the singular values of the matrix (or the operator) which we attempt to compress, but there is few results on the decay of these singular values. The core of this article is to prove the exponential decay of the singular values. To achieve this result, the analysis is conducted in a classical way by considering the spatial correlation of the temperature. And then, we analyze the problem in a more general view by using the Krylov matrices with Hermitian argument, which are a generalization of the well-known Vandermonde matrices. Some computations are made using Matlab to ensure the performance of the Karhunen-Loève expansion. This article presents an application of this work to an identification problem where the data are disturbed by a Gaussian white noise.
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## 1 Introduction

In many applications, we compute the same partial differential equation with different parameters. For instance, let us assume that we want to find the more adequate material to our target application. In order to do so, we run a simulation of the PDE in which the material is represented by one or several parameters, changing for each computation these parameters. However, computing the solution each time is costly. We could construct a basis with a much smaller dimension than with a regular method, by choosing solutions with special parameters. The reduction of the dimension is theoretically ensured by the exponential decay of the Kolmogorov N -width, for linear PDEs and some

[^0]non-linear PDEs (see [29]). This result allows us to find the solution to our PDE in a space of dimension $N$ such that the error between the solution of this equation and the approximate solution computed with the reduced basis decreases fastly with $N$ (see [6], [16] for more details). Two main methods are usually used : the greedy method which consist in constructing a hierarchical basis provided by an estimate error (see [15]), and the Proper Orthogonal Decomposition (POD) which compresses a set of snapshot (solutions to the PDE for fixed parameters) to withhold the main information (see [16], [17]). For parametric PDEs, we can show that the performance of the greedy method is related to the Kolmogorov $N$-width (see [16]).

In this article, we focus on Time-dependent equations, for which a POD basis can be constructed. The idea remains the same : provided some snapshots (which can be solutions at either different time steps or different space points), we perform a Singular Value Decomposition (SVD) on the correlation matrix. This compression method appears in many fields under various names such as Principal Components Analysis (PCA) in data analysis (see [14]), or Karhunen-Loève expansion in statistics to compress a stochastic process ([3]). The error estimation of the POD in the literature shows that the performance of this method is related to the decay of the eigenvalues of the correlation matrix ([25] or [26]). For experimental temperature fields, a POD was performed and analyzed in [27]. However, there is no proof on the decay rate of the eigenvalues. In [28], they explicit this decay by using the smoothness of the solution. Nevertheless, in [1] for bi-variate functions, and in [5] for the heat transfer equation, by using some algebraic properties satisfied by the spatial correlation matrix, they obtain an exponential decay.

For anisotropic parameters or in dimension greater than 1, the analytic solution of the PDE is not accessible. Based on the analysis made in the continuous case, we construct a Karhunen-Loève expansion for a discrete solution and show the efficiency of the method by analyzing the decay of the eigenvalues.

We first construct the Karhunen-Loève expansion for a discrete solution. We then focus in Section 2 on the transient heat transfer equation discretized in time by two wellknown numerical schemes. By expanding the discrete temperature field in the basis form by the eigenvectors of the Laplace operator, we give an estimate on the error between the temperature field and the truncated KL-expansion. We adopt a new point a view in Section 3, by using the algebraic properties satisfied by the Krylov matrices with Hermitian arguments. Section 4 is dedicated to numerical results : some computations of the eigenvalues to support the theoretical analysis made in Section 2, and an application of this work to the identification of parameters when the data are disturbed by a Gaussian white noise.

### 1.1 The Karhunen-Loève expansion for discrete solution

Let us consider a discrete temperature field in time $T^{n}$, represented by a vector of size $N_{t}$ such that each component belongs to $L^{2}(\Omega)$. For each step time, the only assumption on the function $T^{n}(\mathbf{x})$ is to belong to $L^{2}$ for the space variable. Yet, when we solve a PDE or
when we work with experimental data, the solution is discrete in space. However by using an interpolation function, we are able to define the solution as a $L^{2}$ function. Our goal is to compress the data in order to keep only the essential information. In other words, we want to find a basis of small dimension which minimize the $L^{2}$-error between the discrete temperature field and its projection on this basis. The construction of this basis is well-known under the name of Karhunen-Loève expansion, and it has been handle in the continuous case for bi-variate functions ([1]). In discrete case, some issues arise and the goal of this paragraph is to construct a Karhunen-Loève expansion for discrete function and analyze the performance of this compression method. When we work with discrete time, the first thing is to handle integration in time. Several quadrature rules allow this. In order to remain general, we don't fix the quadrature weight and just set two numbers $\xi_{0}$ and $\xi_{1}$ such that

$$
\int_{0}^{b} \phi(t) d t \approx \sum_{n=0}^{N_{t}-1} \xi_{0} \phi^{n}+\xi_{1} \phi^{n+1}=\tilde{\xi}_{0} \phi^{0}+\left(\xi_{0}+\xi_{1}\right) \sum_{n=1}^{N_{t}-1} \phi^{n}+\xi_{1} \phi^{N_{t}} .
$$

Providing this quadrature rule, we can now define an inner product on $\mathbb{R}^{N_{t}}$ which can be viewed as the analogous of the $L^{2}$ inner product in the continuous case. It should be noted that the two weights $\omega_{0}$ and $\omega_{1}$ have to be non zero. An example of quadrature rule is given by the trapezoidal rule for which $\xi_{0}=\xi_{1}=\frac{\Delta t}{2}$. We have now all the tools to construct our Kahrunen-Loève expansion. Before beginning the construction, let us say some words on the link between the Karhunen-Loève expansion presented here and the Singular Value Decomposition (SVD) applied on the matrix storing the degree of freedom, in the case where the temperature field is computed by the finite element method. Assuming a matrix $\mathcal{T}$ whose raw components are the degree of freedom (or the value at the grid point) and the line components correspond to the time step. Thanks to the regularity of the solution, we could hope to obtain almost as much information by storing fewer data. A way to keep only the main information is to compute the right and left singular vectors and the singular value of $\mathcal{T}$. This allows us to obtain $\mathcal{T}=V \Sigma \Phi^{T}$, where $V$ is the matrix of the left singular value (corresponding to space) and satisfies $V^{T} V=\mathbf{I}_{d}$, $\Phi$ is the matrix of the right singular value (corresponding to time) and satisfies $\Phi^{T} \Phi=\mathbf{I}_{d}$, and $\Sigma$ is a diagonal matrix containing the singular value. An other formulation can be : $T^{j}\left(x_{i}\right)=\sum_{k} \sigma_{k} v_{k}^{i} \phi_{k}^{j}$. And since the temperature field is known to be regular, we can hope to have a fast decay of the singular value. An inconvenient of the SVD is that it give us singular vector that are orthonormal for the identity matrix while if the solution is obtain by the finite element method, we would expect the left singular vector to be orthonormal for the mass matrix. And equivalently the right singular vector to be orthonormal for the inner product introduced previously. For this reason we introduce the Karhunen-Loève expansion. We first construct the KL-expansion, by introducing some integral operator. And then we show how the performance of this expansion is related to the decay of the singular value.

As mentioned before, we equip the space $\mathbb{R}^{N_{t}+1}$ with the inner product $(\cdot, \cdot)_{\omega}$ defined
by

$$
(\phi, \psi)_{\omega}=\xi_{0} \phi^{0} \psi^{0}+\left(\xi_{0}+\xi_{1}\right) \sum_{n=1}^{N_{t}-1} \phi^{n} \psi^{n}+\xi_{1} \phi^{N_{t}} \psi^{N_{t}} \quad \forall \phi, \psi \in \mathbb{R}^{N_{t}+1}
$$

in the following, we consider a vector $\omega \in \mathbb{R}^{N_{t}+1}$ such that $\omega_{0}=\xi_{0}, \omega_{n}=\tilde{\xi}_{0}+\xi_{1}$ for $1 \leq n \leq$ $N_{t}-1$ and $\omega_{N_{t}}=\xi_{1}$. Thus we can rewrite the inner product under the condensed form

$$
(\phi, \psi)_{\omega}=\sum_{n=0}^{N_{t}} \omega_{n} \phi^{n} \psi^{n}
$$

We first define the operator $B_{h}$ by

$$
\left\{\begin{array}{l}
B_{h}: L^{2}(\Omega) \rightarrow \mathbb{R}^{N_{t}+1} \\
v \mapsto\left(\int_{\Omega} T^{n}(\mathbf{x}) v(\mathbf{x}) d \mathbf{x}\right)_{0 \leq n \leq N_{t}}
\end{array}\right.
$$

Roughly speaking, this is the matrix-vector product in continuous case, for a matrix which line components are the step time and the row components stand for the space dependence. As evoked previously, we can work with the singular values and the singular vectors of the operator $B_{h}$. However we prefer to work with an auto-adjoint operator in order to use the Spectral theorem. By definition, the adjoint operator $B_{h}^{*}$ is

$$
\left\{\begin{array}{l}
B_{h}^{*}: \mathbb{R}^{N_{t}+1} \rightarrow L^{2}(\Omega), \\
\psi \mapsto \sum_{n=0}^{N_{t}} \omega_{n} T^{n}(\mathbf{x}) \phi^{n} .
\end{array}\right.
$$

We then define the auto-adjoint $A_{h}:=B_{h}^{*} B_{h}$,

$$
\left\{\begin{array}{l}
A_{h}: V_{h} \rightarrow V_{h}, \\
v \mapsto \int_{\Omega}\left(\sum_{n=0}^{N_{t}} \omega_{n} T^{n}(\mathbf{x}) T^{n}(\boldsymbol{\xi})\right) v(\boldsymbol{\xi}) d \boldsymbol{\xi}
\end{array}\right.
$$

Write under this form, the kernel of $A_{h}$ is $K_{h}(\mathbf{x}, \boldsymbol{\xi}):=\Delta t \sum_{n=0}^{N_{t}} \omega_{n} T^{n}(\mathbf{x}) T^{n}(\boldsymbol{\xi})$, and thus $A_{h}$ is an integral operator ([18]) and so a compact operator. By applying the Hilbert-Schmidt theorem, $A_{h}$ admits eigenvectors $v_{k}$ which form an Hilbert basis of $L^{2}(\Omega)$ and are related to non-negative eigenvalues $\lambda_{k}$. Finally, Mercer's theorem ([12]) allows the following representation of $K_{h}$

$$
K_{h}(\mathbf{x}, \boldsymbol{\xi})=\sum_{k \geq 0} \lambda_{k} v_{k}(\mathbf{x}) v_{k}(\boldsymbol{\xi}) .
$$

The final result of introducing this operator is that we can write $T^{n}$ under the following form

$$
\begin{equation*}
T^{n}(\mathbf{x})=\sum_{k \geq 0} \sigma_{k} \phi_{k}^{n} v_{k}(\mathbf{x}), \tag{1.1}
\end{equation*}
$$

where $\sigma_{k}$ stands for the singular value of the operator $B_{h}$ (or equivalently the square root of the k-th eigenvalue of $A_{h}$ ), and $\phi_{k}^{n}$ is the projection of $T^{n}$ on the eigenvector $v_{k}$. And the two basis $\left(v_{k}\right)_{k}$ and $\left(\phi_{k}^{n}\right)_{k}$ are respectively orthonormal for the $L^{2}$-product scalar and the discrete product scalar $\langle\cdot, \cdot\rangle_{\omega}$.

The aim of the KL-expansion is to compress the information. Here we deal with some snapshots of temperature at different time steps. The natural issue is to give an estimation of the truncation error. Let us define $T_{M}^{n}$ as the truncated function of expression (1.1). We can then show the following classical result in literature.

## Proposition 1.1.

$$
\sum_{n=0}^{N_{t}} \omega_{n}\left\|T^{n}-T_{M}^{n}\right\|_{L^{2}(\Omega)}^{2}=\left(\sum_{k>M} \sigma_{k}^{2}\right)^{\frac{1}{2}}
$$

Proof. The proof is obvious by using the orthonormality of the eigenvectors $\left(v_{k}\right)_{k}$ and $\left(\phi_{k}\right)_{k}$.

Thus, the quality of the KL-expansion is related to the fast decay of the eigenvalues of the operator $A_{h}$. In other words, we have to study the spectrum of $A_{h}$. We can analyze directly the eigenvalue problem since we have

$$
\begin{equation*}
\int_{\Omega} K_{h}(\mathbf{x}, \boldsymbol{\xi}) v(\boldsymbol{\xi}) d \boldsymbol{\xi}=\lambda v(\mathbf{x}) . \tag{1.2}
\end{equation*}
$$

Unfortunately, we are not able to solve this system set in this form. The first way to rewrite the problem in a more suitable form is to expand each function ( $K_{h}$ and $v$ ) in an orthonormal basis of $L^{2}(\Omega)$. Thus, the integral over $\Omega$ disappears and we can work with an infinite matrix, whose eigenvectors are the coefficients of the eigenvectors of $A_{h}$ in the orthonormal basis. The natural basis to expand the temperature field is the basis composed of the eigenvectors of the Spatial operator over which $T^{n}$ is computed. In the next section, we consider the transient heat transfer equation and give an expression of the matrix on which we expect to show the fast decay of the eigenvalues.

## 2 The governing equation

Let us consider classical assumption such that $\Omega$ is an open bounded domain in $\mathbb{R}^{d}$ with smooth boundary $\partial \Omega, b>0$ corresponding to the final time. The equation is defined by

$$
\begin{cases}\partial_{t} T-\nabla \cdot(\gamma \nabla T)+\beta T=S, & \text { in } \Omega \times(0, b),  \tag{2.1}\\ \gamma \nabla T \cdot \mathbf{n}=0, & \text { on } \partial \Omega \times(0, b), \\ T(\cdot, 0)=a(\cdot) & \text { in } \Omega,\end{cases}
$$

where the unknown $T$ is the temperature field, which belongs to $L^{2}\left(0, b ; H^{1}(\Omega)\right)$. The diffusion term $\gamma$ is a symmetric and positive tensor, and $\beta$ is a scalar and represents
the heat transfer coefficient. Finally, we assume the right hand side $S$ to be a separated function on time and space, i.e.

$$
S(\mathbf{x}, t)=f(\mathbf{x}) \theta(t) .
$$

However, in practice the solution to equation (2.1) is just known point-wise in time. We then begin to present an analysis in a discrete context. A first choice when we are interested in computing equation (2.1) is the numerical time scheme. In order to understand the importance of this choice, we consider two well-known schemes which are unconditionally stable.

### 2.1 Backward Euler scheme

The first scheme we work with is the Backward Euler scheme, which is

$$
\left\{\begin{array}{lll}
\frac{T^{n+1}-T^{n}}{\Delta t}-\nabla \cdot\left(\gamma \nabla T^{n+1}\right)+\beta T^{n+1}=S^{n+1}, & \text { in } \Omega & \forall 0 \leq n \leq N-1,  \tag{2.2}\\
\gamma \nabla T^{n+1} \cdot \mathbf{n}=0 & \text { on } \partial \Omega, & \forall 0 \leq n \leq N-1, \\
T^{0}(\cdot)=a(\cdot) & \text { in } \Omega &
\end{array}\right.
$$

with $N \Delta t=b$.
According to the Spectral Theorem ([13, Chapter 2], Theorem 5.1), we can rewrite $T^{n}$ in the orthonormal basis formed by the eigenvectors $\left(e_{k}\right)_{k>1}$ of the Laplace operator $\mathcal{K}:=-\nabla \cdot \gamma \nabla+\beta$. Thus, expanding the discrete temperature field in this basis gives us

$$
\begin{equation*}
T^{n}(\mathbf{x})=\sum_{k \geq 1} T_{k}^{n} e_{k}(\mathbf{x}) \quad \text { for all } 0 \leq n \leq N-1 \tag{2.3}
\end{equation*}
$$

We expand the spatial part of $S$ and $a$ in a similar way.

$$
\begin{equation*}
S^{n}=\theta^{n} \sum_{k \geq 1} f_{k} e_{k}(\mathbf{x}), \quad a=\sum_{k \geq 1} a_{k} e_{k}(\mathbf{x}) . \tag{2.4}
\end{equation*}
$$

An advantage to use the basis $\left(e_{k}\right)_{k}$ is that it satisfies the steady heat transfer equation and thus we can give an explicit expression for $T_{k}^{n}$ depending only on $a_{k}, \theta^{n}, f_{k}$ and the eigenvalues of $\mathcal{K}$ which we denote by $r_{k}$. Straightforward computations over the equation (2.2) yield the following expression for $T^{n}$,

$$
T^{n}=\left(\mathbf{I}_{d}+\Delta t \mathcal{K}\right)^{-n} a+\Delta t \sum_{i=1}^{n}\left(\mathbf{I}_{d}+\Delta t \mathcal{K}\right)^{i-n-1} S^{i},
$$

where $\left(\mathbf{I}_{d}+\Delta t \mathcal{K}\right)^{-1}$ is the inverse of $\left(\mathbf{I}_{d}+\Delta t \mathcal{K}\right)$. Using the definition of an inverse and the eigenvalue problem satisfied by the couple $\left(e_{k}, r_{k}\right)$, we have

$$
\sum_{k \geq 1} T_{k}^{n} e_{k}(\mathbf{x})=\sum_{k \geq 1} a_{k}\left(\frac{1}{1+\Delta t r_{k}}\right)^{n} e_{k}(\mathbf{x})+\Delta t \sum_{i=1}^{n} \theta^{i} \sum_{k \geq 1} f_{k}\left(\frac{1}{1+\Delta t r_{k}}\right)^{n-i+1} e_{k}(\mathbf{x})
$$

and finally multiplying this equation by $e_{k}$ and integrating over $\Omega$, we obtain the following expression of $T_{k}^{n}$

$$
\begin{equation*}
T_{k}^{n}=a_{k} c_{k}^{n}+\Delta t \sum_{i=1}^{n} \theta^{i} f_{k} c_{k}^{n-i+1} \tag{2.5}
\end{equation*}
$$

where $c_{k}=\frac{1}{1+\Delta t \lambda_{k}}$.

### 2.2 Crank-Nicholson scheme

Let us now examine the expression of $T_{k}^{n}$ when the equation (2.1) is discretized by a Crank-Nicholson scheme, given below

$$
\begin{cases}\frac{T^{n+1}-T^{n}}{\Delta t}-\frac{1}{2}\left(\nabla \cdot\left(\gamma \nabla T^{n+1}+\gamma \nabla T^{n}\right)\right)+\frac{1}{2} \beta\left(T^{n+1}+T^{n}\right)=\frac{1}{2}\left(S^{n+1}+S^{n}\right),  \tag{2.6}\\ & \text { in } \Omega, \quad \forall 0 \leq n \leq N-1, \\ \gamma \nabla T^{n+1} \cdot \mathbf{n}=0 & \text { on } \partial \Omega, \quad \forall 0 \leq n \leq N-1, \\ T^{0}(\cdot)=a(\cdot) & \text { in } \Omega .\end{cases}
$$

We can write $T^{n}$ as

$$
T^{n}=\left(\mathbf{I}_{d}+\frac{\Delta t}{2} \mathcal{K}\right)^{-n}\left(\mathbf{I}_{d}-\frac{\Delta t}{2} \mathcal{K}\right)^{n} a+\frac{\Delta t}{2} \sum_{i=1}^{n}\left(\mathbf{I}_{d}+\frac{\Delta t}{2} \mathcal{K}\right)^{i-n-1}\left(\mathbf{I}_{d}-\frac{\Delta t}{2} \mathcal{K}\right)^{n-i}\left(S^{i}+S^{i-1}\right)
$$

and using (2.3) and (2.4), it yields

$$
\begin{equation*}
T_{k}^{n}=a_{k} c_{k}^{n}+\frac{\Delta t}{2} \sum_{i=1}^{n}\left(\theta^{i}+\theta^{i-1}\right) f_{k} c_{k}^{n-i+1}\left(\frac{1}{1-\frac{\Delta t}{2} \lambda_{k}}\right) \tag{2.7}
\end{equation*}
$$

where $c_{k}=\frac{1-\frac{\Delta t}{2} \lambda_{k}}{1+\frac{\Delta t}{2} \lambda_{k}}$.
We first give the main result of this section, which is the performance of the KarhunenLoève expansion.
Theorem 2.1. Let $T^{n}$ be a discrete temperature field computed by the Backward Euler scheme or the Crank-Nicholson scheme. $T_{M}^{n}$ is the M-truncated temperature obtained by the KarhunenLoève expansion, i.e.

$$
T_{M}^{n}(\mathbf{x})=\sum_{k \leq M} \sigma_{k} \phi_{k}^{n} v_{k}(\mathbf{x})
$$

Then we have

$$
\sum_{n=0}^{N_{t}} \omega_{n}\left\|T_{M}^{n}-T^{n}\right\|_{L^{2}(\Omega)}^{2} \leq C_{1} \epsilon+C_{2}\left(\sum_{k \geq M} \exp \left(-\frac{\pi^{2} k}{v \log \left(\frac{4 b}{a}\right)}\right)\right)^{\frac{1}{2}}
$$

where $C_{1}$ just depends on $N_{t}$ and $\omega_{n}$, and $v$ is not greater than 18 and depends on the initial condition and the source term. $C_{2}$ depends on $v, r_{k}, N_{t}, \Delta t$, the weights $\xi_{0}$ and $\xi_{1}$ and the initial condition and the source term.

Remark 2.1. This result shows the exponential performance of the Kahrunen-Loève expansion. The first term of the RHS is the price of acting with finite matrices. However, it does not reduce the result since we can find $\epsilon$ such that this term is negligible with respect to the second term.

Before proving Theorem 2.1, we rewrite the eigenvalue problem (1.2) under a more suitable form thanks to the decomposition (2.5) and (2.7) of $T^{n}$. Recalling that $A_{h}$ is define by

$$
\left(A_{h} v\right)(\mathbf{x})=\int_{\Omega} K_{h}(\mathbf{x}, \boldsymbol{\xi}) v(\boldsymbol{\xi}) d \xi
$$

we can expand $K_{h}$ and $v$ in $\left(e_{k}\right)_{k}$ in order to eliminate the integral over $\Omega$. Considering $\mathcal{G}$ the matrix which contains the coefficient of the kernel $K_{h}$ in $\left(e_{k}\right)_{k^{\prime}}$, the operator $A_{h}$ can be written

$$
\left(A_{h} v\right)(\mathbf{x})=\sum_{k, l} \mathcal{G}_{k, l} v_{l} e_{k}(\mathbf{x}) .
$$

The next step is to use this expression in the eigenvalue problem, multiplying by $e_{k}$ and integrating over $\Omega$ and we recover a matricial eigenvalue problem. Here we just define $\mathcal{G}$ as the matrix containing the coefficients of the kernel, by use of (2.5) and (2.7), we can give an explicit form of this matrix. We recall that the kernel $K_{h}$ is defined as

$$
K_{h}(\mathbf{x}, \boldsymbol{\xi})=\sum_{n=0}^{N_{t}} \omega_{n} T^{n}(\mathbf{x}) T^{n}(\boldsymbol{\xi}) .
$$

Thus, it is easy to see that the matrix $\mathcal{G}$ is defined by

$$
\begin{equation*}
\mathcal{G}_{k, l}=\sum_{n=0}^{N_{t}} \omega_{n} T_{k}^{n} T_{l}^{n} . \tag{2.8}
\end{equation*}
$$

In order to work with temperature field provided from a Backward Euler scheme or a Crank-Nicholson scheme, we set

$$
\tilde{\theta}^{i}= \begin{cases}\Delta t \theta^{i}, & \text { for the Backward Euler scheme } \\ \frac{\Delta t}{2}\left(\theta^{i}+\theta^{i-1}\right), & \text { for the Crank-Nicholson scheme }\end{cases}
$$

and we set

$$
\alpha_{k}= \begin{cases}1, & \text { for the Backward Euler scheme } \\ \left(1-\frac{\Delta t}{2} r_{k}\right)^{-1}, & \text { for the Crank-Nicholson scheme } .\end{cases}
$$

Thus for the two schemes, $T_{k}^{n}$ has the same form

$$
\begin{equation*}
T_{k}^{n}=a_{k} c_{k}^{n}+\alpha_{k} \sum_{i=1}^{n} \tilde{\theta}^{i} f_{k} c_{k}^{n-i+1} \tag{2.9}
\end{equation*}
$$

The next step is to introduce the expression of $T_{k}^{n}$ in the expression (2.10) of the matrix $\mathcal{G}$ and remove the sum over $n$. Using the properties of geometric series and switching the sum over $i$ and $n$, we have the following expression for $\mathcal{G}$.

$$
\begin{align*}
& \mathcal{G}_{k, l}=\frac{1}{1-c_{k} c_{l}}\left[\left(\xi_{0}+\xi_{1} c_{k} c_{l}+\xi_{1} c_{k}^{N_{t}} c_{l}^{N_{t}}-\left(2 \xi_{1}+\xi_{0}\right) c_{k}^{N_{t}+1} c_{l}^{N_{t}+1}\right) a_{k} a_{l}\right. \\
& +\left(\xi_{0} c_{l} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{k}^{i}+\tilde{\xi}_{1} c_{l} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{k}^{i+1}-\xi_{0} c_{k}^{N_{t}} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{l}^{N_{t}+1-i}-\xi_{1} c_{k}^{N_{t}+1} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{l}^{N_{t}+2-i}\right) a_{k} f_{l} \alpha_{l} \\
& +\left(\xi_{0} c_{k} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{l}^{i}+\xi_{1} c_{k}^{2} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{l}^{i+1}-\tilde{\xi}_{0} c_{l}^{N_{t}} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{k}^{N_{t}+1-i}-\xi_{1} c_{l}^{N_{t}+1} \sum_{i=1}^{N_{t}} \tilde{\theta}^{i} c_{k}^{N_{t}+2-i}\right) a_{l} f_{k} \alpha_{k} \\
& +\sum_{i, j=1}^{N_{t}} \tilde{\theta}^{i} \tilde{\theta} \tilde{j}^{j}\left(\tilde{\zeta}_{0} c_{k}^{1-i+i \wedge j} c_{l}^{1-j+i \wedge j}+\xi_{1} c_{k}^{2-i+i \wedge j} c_{l}^{2-j+i \wedge j}-\xi_{0} c_{k}^{N_{t}+1-i} c_{l}^{N_{t}+1-j}\right. \\
& \left.\left.-\xi_{1} c_{k}^{N_{t}+2-i} c_{l}^{N_{t}+2-j}\right) f_{k} f_{l} \alpha_{k} \alpha_{l}\right] . \tag{2.10}
\end{align*}
$$

This form has the advantage of separating the terms of subscripts $k$ and $l$, except for the factor $\frac{1}{1-c_{k} c_{l}}$ which can be useful as we show later. In the last line corresponding to the product of the RHS terms, the term indexed by $k$ and $l$ are not separated. To avoid this problem, we have by symmetry

$$
\sum_{i, j=1}^{N_{t}} \tilde{\theta}^{i} \tilde{\theta} c_{k}^{1-i+i \wedge j} c_{l}^{1-j+i \wedge j}=\frac{1}{2}\left(\sum_{i, j=1}^{N_{t}} \tilde{\theta}^{i} \tilde{\theta} c_{k} c_{l}^{1+|i-j|}+\sum_{i, j=1}^{N_{t}} \tilde{\theta}^{i} \tilde{\theta}^{\prime} c_{k}^{1+|i-j|} c_{l}\right),
$$

and we can finally write $\mathcal{G}$ over a form that allows us to analyze it.
The proof of this theorem will be acted in four steps. We first prove that working with finite matrix does not change the result, then we state that the truncated matrix of $\mathcal{G}$ satisfies a Lyapunov equation with a displacement of low rank. We give an upper bound on the Zolotarev number of the spectrum of the Lyapunov operator, and we finally conclude with an upper bound on the first eigenvalue of the truncated matrix of $\mathcal{G}$.

All the previous analysis was dealt with an infinite matrix $\mathcal{G}$. Unfortunately, there are only few results on eigenvalues for infinite matrices. However we can cope with this problem. By assumption, the temperature field $T^{n}$ belongs to the space $L^{2}(\Omega)$ and using the orthonormality of the basis $\left(e_{k}\right)$ (the eigenvectors of the Laplace operator), we can conclude that

$$
\begin{equation*}
\forall \epsilon>0, \quad \exists N(\epsilon) \in \mathbb{N}^{*} \text { such that } \sum_{k>N(\epsilon)}\left|T_{k}^{n}\right|^{2}<\epsilon, \quad \forall 0 \leq n \leq N_{t} . \tag{2.11}
\end{equation*}
$$

If this result does not allow us to cut the matrix $\mathcal{G}$, it gives us an estimation of the error provided by the truncation of the matrix $\mathcal{G}$. Indeed, let the truncated sum $T^{n, N(\epsilon)}=$ $\sum_{k \leq N(\epsilon)} T_{k}^{n} e_{k}(\mathbf{x})$ and the truncated sum $T_{M}^{n}$ introduced in proposition (1.1), then we have

$$
\begin{align*}
& \sum_{n=0}^{N_{t}} \omega_{n}\left\|T^{n}-T_{M}^{n}\right\|_{L^{2}(\Omega)}^{2} \\
\leq & \sum_{n=0}^{N_{t}} \omega_{n}\left\|T^{n}-T^{n, N(\epsilon)}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=0}^{N_{t}} \omega_{n}\left\|T^{n, N(\epsilon)}-T_{M}^{n}\right\|_{L^{2}(\Omega)}^{2} . \tag{2.12}
\end{align*}
$$

For the first term in RHS, we choose $\epsilon$ in such a way that it is negligible and the second term will be handled in proposition (1.1) and the analysis of the cut matrix of $\mathcal{G}$. A more elegant way to show that working with finite matrices does not change the result, is to study the difference between the eigenvalues of the operator $A_{h}$ and the eigenvalues of the cut matrix of $\mathcal{G}$. Let us introduce the operator $A_{h}^{\epsilon}: L^{2}(\Omega) \mapsto L^{2}(\Omega)$ such that

$$
\begin{equation*}
\left(A_{h}^{\epsilon} v\right)(\mathbf{x})=\int_{\Omega} K_{h}^{\epsilon}(\mathbf{x}, \boldsymbol{\xi}) v(\boldsymbol{\xi}) d \boldsymbol{\xi}, \tag{2.13}
\end{equation*}
$$

where we define the kernel $K_{h}^{\epsilon}$ as

$$
\begin{equation*}
K_{h}^{\epsilon}(\mathbf{x}, \boldsymbol{\xi})=\sum_{n=0}^{N_{t}} \omega_{n} T^{n, \epsilon}(\mathbf{x}) T^{n, \epsilon}(\boldsymbol{\xi}) \tag{2.14}
\end{equation*}
$$

and $T^{n, \epsilon}(\mathbf{x})=\sum_{k \leq N(\epsilon)} T_{k}^{n} e_{k}(\mathbf{x})$. Under this notation, the operator $A_{h}^{\epsilon}$ corresponds to the finite eigenvalue problem, i.e. the matrix resulting from the decomposition of $A_{h}^{\epsilon}$ in the eigenvectors of the Laplace operator is nothing else than the truncated matrix of $\mathcal{G}$. The operator $A_{h}^{\epsilon}$ is also a compact auto-adjoint operator. Moreover, since $T^{n}(\mathbf{x})$ belongs to $L^{2}(\Omega)$, the operator $A_{h}$ and $A_{h}^{\epsilon}$ belongs to the trace class operator. In order to measure the difference between the eigenvalues of $A_{h}$ and $A_{h}^{\epsilon}$ under the assumption (2.11), we use the perturbation theory for compact operator. Thus we define the operator $E=A_{h}-A_{h}^{\epsilon}$. It is also an auto-adjoint operator and we have

$$
\operatorname{Tr}(E)=\left(\sum_{n=0}^{N_{t}} \omega_{n}\right) \sum_{k>N(\epsilon)}\left(T_{k}^{n}\right)^{2}<C \epsilon .
$$

We have then the following inequality ([24] and [23])

$$
\left|\lambda_{k}\left(A_{h}\right)-\lambda_{k}\left(A_{h}^{\epsilon}\right)\right| \leq\|E\|,
$$

and since $\|E\| \leq \operatorname{Tr}(E)$, we have the following estimation

$$
\left|\lambda_{k}\left(A_{h}\right)-\lambda_{k}\left(A_{h}^{\epsilon}\right)\right|<C \epsilon
$$

with $C=\sum_{n=0}^{N_{t}} \omega_{n}$. This statement tells us that if we cut the matrix $\mathcal{G}$ far enough for the assumption (2.11) to become true, then the error between the $N(\epsilon)$ first eigenvalues of the operator $A_{h}$ and the eigenvalues of the truncated matrix is of the order $\epsilon$.

Remark 2.2. The decomposition of the temperature field in the basis formed by the eigenvectors of the Laplace operator, is a theoretical process. Thus we can take $N(\epsilon)$ as large as needed to recover the assumption (2.11). For the computation, we use an other basis to expand the temperature field. If $T^{n}$ is computed by the finite element method, we choose the shape function. And thus we get the following eigenvalue problem :

$$
M \mathcal{G} M v=\lambda M v,
$$

where $M$ denotes the mass matrix and $\mathcal{G}$ the coefficient of $K_{h}$ in the shape function. Using the Cholesky factorization for positive semi-definite matrix $M=L_{M} D L_{M}^{T}$, and setting $w=D^{\frac{1}{2}} L_{M}^{T} v$, the eigenvalue can be written

$$
D^{\frac{1}{2}} L_{M}^{T} \mathcal{G} L_{M} D^{\frac{1}{2}} w=\lambda w
$$

which is a $N_{d o f} \times N_{d o f}$ eigenvalue problem, where $N_{d o f}$ is the number of degree of freedom.

To make the notation less cluttered, we assume that the matrix $\mathcal{G}$ is a finite matrix, i.e. we fix an integer $K \in \mathbb{N}^{*}$ and assume that $\mathcal{G} \in \mathbb{R}^{K \times K}$. We have a first statement on $\mathcal{G}$ :

Proposition 2.1. The matrix $\mathcal{G}$ can be written as a Hadamard product between a matrix, diagonally congruous to a matrix $\mathcal{P}$, and a sum of tensor product of vector, i.e.

$$
\mathcal{G}=\Delta \mathcal{P} \Delta \circ \sum_{i=1}^{v} \alpha_{i, 1} \otimes \alpha_{i, 2}
$$

where the matrix $\mathcal{P}$ is defined by

$$
\mathcal{P}_{i, j}=\frac{d_{i}+d_{j}}{x_{i}+x_{j}}, \quad \forall 1 \leq i \leq K, x_{i} \in[a, b], \quad \text { with } 0<a<b<\infty .
$$

Proof. Setting $d_{i}=\frac{1}{2}, x_{i}=\frac{1-c_{i}}{1+c_{i}}$ and $\Delta=\operatorname{diag}\left(\frac{\sqrt{2}}{1+c_{i}}\right)$ yields

$$
(\Delta \mathcal{P} \Delta)_{k, l}=\frac{1}{1-c_{k} c_{l}^{\prime}}
$$

and since we have written $\mathcal{G}$ in a way that all terms are separated, the result follows. For the Backward Euler scheme, $c_{k}=\frac{1}{1+\Delta t r_{k}}$ then $x_{k}=\frac{\Delta t r_{k}}{2+\Delta t r_{k}}$. The eigenvalues $\left(r_{k}\right)_{k}$ grow to infinity and are positive, thus we have : $r_{1} \leq \ldots \leq r_{K}$. And thus

$$
a=\frac{\Delta t r_{1}}{2+\Delta t r_{1}}, \quad b=\frac{\Delta t r_{K}}{2+\Delta t \lambda_{K}} .
$$

For the Crank-Nicholson scheme, we have $a=\frac{\Delta t}{2} r_{1}$ and $b=\frac{\Delta t}{2} r_{K}$

Remark 2.3. Here $v$ depends on the initial state and the RHS. If neither of them is identically zero, then $v=18$. If the RHS is zero, $v=4$ and if $a=0, v=6$. As we will see later, $v$ corresponds to the rank of the matrix $\mathcal{G}$. Roughly speaking, the smoother the solution $T^{n}$ is, the smaller $v$ is. It is then natural that this number depends on the operator $\mathcal{K}$, the initial state, and the RHS.

This expression for $\mathcal{G}$ will be useful in order to show the fast decay of its eigenvalues. Indeed, the matrix $\mathcal{P}$ is a Pick matrix ([4]), which appears in interpolation problems, except that the coefficient $x_{i}$ can be equal. Thus, we can write a Lyapunov equation on which $\mathcal{P}$ is the solution. And we will use this equation to show the exponential decrease of $\mathcal{G}$ 's eigenvalue. We first begin by showing that $\mathcal{G}$ is solution to a Lyapunov equation :
Proposition 2.2. The matrix $\mathcal{G}$ satisfies a Lyapunov equation with a displacement of rank $v$, i.e.

$$
D_{x} \mathcal{G}-\mathcal{G}\left(-D_{x}\right)=M N^{*}, \quad M \in \mathbb{R}^{K \times v}, \quad N \in \mathbb{R}^{K \times v},
$$

where $D_{x}=\operatorname{diag}\left(\frac{1-c_{i}}{1+c_{i}}\right)$.
Proof. Using the expression (2.1), we can rewrite $\mathcal{G}$ by

$$
\begin{equation*}
\mathcal{G}=\sum_{i=1}^{v} D_{\alpha_{i, 1}} \Delta \mathcal{P} \Delta D_{\alpha_{i, 2}} \tag{2.15}
\end{equation*}
$$

with the notation $D_{\alpha_{i, 1}}=\operatorname{diag}\left(\alpha_{i, 1}\right)$. The next step is to show that $\mathcal{P}$ satisfies a Lyapunov equation by using the Kronecker product and the vec-operator. Let us set $D_{x}=\operatorname{diag}\left(x_{i}\right)$, with the coefficient $x_{i}$ defined above. We have

$$
\left[\left(\mathbf{I} \otimes D_{x}\right)+\left(D_{x} \otimes \mathbf{I}\right)\right]=\left(\begin{array}{lll}
D_{x}+x_{1} \mathbf{I} & & \\
& \ddots & \\
& & D_{x}+x_{n} \mathbf{I}
\end{array}\right) .
$$

Multiplying by $\operatorname{vec}(\mathcal{P})$, it yields

$$
\begin{aligned}
{\left[\left(\mathbf{I} \otimes D_{x}\right)+\left(D_{x} \otimes \mathbf{I}\right)\right] \operatorname{vec}(\mathcal{P}) } & =\sum_{j=1}^{n}\left(D_{x}+x_{j} \mathbf{I}\right) \mathcal{P}_{\cdot, j} \\
& =\sum_{i, j=1}^{n}\left(x_{i}+x_{j}\right) \frac{d_{i}+d_{j}}{x_{i}+x_{j}},
\end{aligned}
$$

and finally $\mathcal{P}$ satisfies the following Lyapunov equation ( [19])

$$
D_{x} \mathcal{P}+\mathcal{P} D_{x}=d e^{*}+e d^{*} \text { with } e^{*}=(1, \cdots, 1) .
$$

We set $d_{i}=\frac{1}{2}$ in the previous proposition, so that

$$
D_{x} \mathcal{P}+\mathcal{P} D_{x}=e e^{*} .
$$

By commutative properties of the multiplication of two diagonal matrices and summing over $i$ we find the result.

Proposition 2.3. The eigenvalues of the matrix $\mathcal{G}$ have an exponential decay, i.e.

$$
\lambda_{j+v k}(\mathcal{G}) \leq 4\left[\exp \left(\frac{\pi^{2}}{2 \log \left(4 \frac{b}{a}\right)}\right)\right]^{-2 k} \lambda_{j}(\mathcal{G})
$$

Proof. In Proposition 2.2, we have shown that $\mathcal{G}$ satisfies the Lyapunov equation

$$
D_{x} \mathcal{G}-\mathcal{G}\left(-D_{x}\right)=M N^{*}, \quad M \in \mathbb{R}^{K \times v}, \quad N \in \mathbb{R}^{K \times v}
$$

where $D_{x}=\operatorname{diag}\left(x_{i}\right)$ and $\forall 1 \leq i \leq K, \quad x_{i} \in[a, b]$ with $0<a<b<\infty$. If we denote by $\sigma\left(D_{x}\right)$ the spectrum of $D_{x}$, it is clear that $\sigma\left(D_{x}\right) \subset[a, b], \sigma\left(-D_{x}\right) \subset[-b,-a],[a, b] \cap[-b,-a]=\varnothing$ and $D_{x}$ is a symmetric matrix. By applying [2, Theorem 2.1.], we have

$$
\lambda_{j+v k}(\mathcal{G}) \leq Z_{k}([-b,-a],[a, b],) \lambda_{j}(\mathcal{G})
$$

where $Z_{k}$ is the Zolotarev number. And finally using the upper bound [2, Corollary 3.2.], we have

$$
Z_{k}([-b ;-a],[a ; b]) \leq 4\left[\exp \left(\frac{\pi^{2}}{2 \log \left(4 \frac{b}{a}\right)}\right)\right]^{-2 k}, \quad 0<a<b<\infty,
$$

which concludes the proof.
We can express the exponential decay of the eigenvalues of $\mathcal{G}$ as

$$
\lambda_{k+1}(\mathcal{G}) \leq 4\left[\exp \left(\frac{-\pi k^{2}}{v \log \left(\frac{4 b}{a}\right)}\right)\right] \lambda_{1}(\mathcal{G})
$$

which gives us the upper bound in Theorem 2.1, where we begin at $M$ the sum over $k$.
Remark 2.4. The exponential decay is related to the value of $\frac{b}{a}$ which is nothing else than $\kappa\left(D_{x}\right)$, the condition number of the matrix $D_{x}$. If $\kappa\left(D_{x}\right)$ tends to infinity, we lose the exponential convergence. In the case where the RHS is equal to zero, the Lyapunov equation satisfied by $\mathcal{G}$ becomes

$$
D_{x} \mathcal{G}+\mathcal{G} D_{x}=B B^{T}
$$

with $B \in \mathbb{R}^{K \times 4}$. Since $D_{x}$ has eigenvalues contained in a strip around the real axis and is diagonal, we have the following decay for $\mathcal{G}$ when $\kappa\left(D_{x}\right)$ tends to infinity ( [20])

$$
\begin{equation*}
\lambda_{k}(\mathcal{G}) \lesssim \exp \left(\frac{-\pi}{\sqrt{8}}\right)^{\sqrt{k}} \tag{2.16}
\end{equation*}
$$

When the RHS is non zero, we don't have a similar result, however the decay of the eigenvalues $\left(\lambda_{k}\right)_{k}$ remains exponential for large $K$ (for more details refer to [1, Remark A.1.]).

When we explicit the quotient $\frac{b}{a}$ for each time scheme, we see that it is related to the quotient between the maximal and minimal eigenvalues of the Laplace operator. Indeed, we have $\frac{b}{a}=\left(\frac{r_{K}}{r_{1}}\right)\left(\frac{2+\Delta t r_{1}}{2+\Delta t r_{K}}\right)$ for the Backward Euler scheme and $\frac{b}{a}=\frac{r_{K}}{r_{1}}$ for the CrankNicholson scheme.

When we construct our matrix $\mathcal{G}$, we fix an integer $K$ in order to work with finite matrix. And since the sequence $\left(r_{k}\right)_{k}$ grows to infinity, the quotient $\frac{b}{a}$ grows with $K$. Thus, the upper bound (2.16) ensures the exponential decay of the eigenvalue, even if the decay is slow. This issue will be supported by numerical experiment in Section 5.

We have then show that working with finite matrices yields an error which can be control to be negligible, and we show the exponential decay of the eigenvalues $\left(\lambda_{k}(\mathcal{G})\right)_{k}$. We finally give an upper bound of the first eigenvalue $\lambda_{1}(\mathcal{G})$.

Proposition 2.4. The first eigenvalue of $\mathcal{G}$ can be bounded as

$$
\lambda_{1}(\mathcal{G}) \leq C \sum_{i=1}^{v}\left\|\alpha_{i, 1}\right\|_{2}\left\|\alpha_{i, 2}\right\|_{2} .
$$

Proof. Since $\lambda_{1}(\mathcal{G}) \leq\|\mathcal{G}\|_{F}$, we have to give an upper bound of the Frobenuis norm of $\mathcal{G}$. From (2.15), we have the following form for $\mathcal{G}$

$$
\mathcal{G}=\sum_{i=1}^{v} D_{\alpha_{i, 1}} \Delta \mathcal{P} \Delta D_{\alpha_{i, 2}} .
$$

Thus, we have

$$
\begin{aligned}
\|\mathcal{G}\|_{F}^{2} & =\sum_{k, l}\left|\sum_{i=1}^{v}\left(\alpha_{1, i}\right)_{k}(\Delta \mathcal{P} \Delta)_{k, l}\left(\alpha_{2, i}\right)_{l}\right|^{2} \leq \sum_{k, l} \sum_{i=1}^{v}\left|\left(\alpha_{1, i}\right)_{k} \frac{\sqrt{2}}{1+c_{k}} \frac{1}{x_{k}+x_{l}} \frac{\sqrt{2}}{1+c_{l}}\left(\alpha_{2, i}\right)_{l}\right|^{2} \\
& \leq \sum_{k, l} \sum_{i=1}^{v}\left|\left(\alpha_{1, i}\right)_{k}^{2} \frac{2}{\left(1+c_{k}\right)^{2}} \frac{1}{2 x_{k}}\right|\left|\left(\alpha_{2, i}\right)_{l}^{2} \frac{2}{\left(1+c_{l}\right)^{2}} \frac{1}{2 x_{l}}\right| \\
& =\sum_{i=1}^{v} \sum_{k, l}\left|\left(\alpha_{1, i}\right)_{k}^{2} \frac{1}{\left(1+c_{k}\right)\left(1-c_{k}\right)}\right|\left|\left(\alpha_{2, i}\right)_{l}^{2} \frac{1}{\left(1+c_{l}\right)\left(1-c_{l}\right)}\right| \\
& =\sum_{i=1}^{v}\left(\sum_{k}\left|\left(\alpha_{1, i}\right)_{k}^{2} \frac{1+2 \Delta t r_{k}+\Delta t^{2} r_{k}^{2}}{2 \Delta t r_{k}+\Delta t^{2} r_{k}^{2}}\right|\right)\left(\sum_{l}\left|\left(\alpha_{2, i}\right)_{l}^{2} \frac{1+2 \Delta t r_{l}+\Delta t^{2} r_{l}^{2}}{2 \Delta t r_{l}+\Delta t^{2} r_{l}^{2}}\right|\right) \\
& \leq\left(\frac{1+2 \Delta t r_{1}+\Delta t^{2} r_{1}^{2}}{2 \Delta t r_{1}+\Delta t^{2} r_{1}^{2}}\right)^{2} \sum_{i=1}^{v}\left(\sum_{k}\left|\left(\alpha_{1, i}\right)_{k}\right|^{2}\right)\left(\sum_{l}\left|\left(\alpha_{2, i}\right)_{l}\right|^{2}\right) .
\end{aligned}
$$

Using the fact that the eigenvalues of the Laplace operator grow to infinity. And finally, setting $C=\frac{1+2 \Delta t r_{1}+\Delta t^{2} r_{1}^{2}}{2 \Delta t r_{1}+\Delta t^{2} r_{1}^{2}}$ gives us the expected result.

The Theorem 2.1 shows the performance of the Karhunen-Loève expansion applied to the discrete heat transient equation. However the KL-expansion was constructed by using the operator $A_{h}: L^{2}(\Omega) \mapsto L^{2}(\Omega)$. Assuming that the data are provided by a finite element method, we have a matrix $T$ which stores the degree of freedom at each time step. Computing the eigenvalue problem $A_{h} v_{k}=\lambda_{k} v_{k}$ is equivalent to computing an $N_{d o f} \times$ $N_{\text {dof }}$ eigenvalue problem. But if we define $A_{h}$ as $A_{h}=B_{h} B_{h}^{*}$ the eigenvalue problem's size becomes $N_{t}+1 \times N_{t}+1$ which can be expected to be much smaller. This arises the following issue : does the KL-expansion remain good? And as stated in this section, it is equivalent to determine if the eigenvalues have an exponential decay. An other issue is the case of noisy data. Intuitively, there is no reason to expect an exponential decay since adding a white noise to the data amounts to add information. To tackle such questions, we will work directly with the singular value problem : $B_{h} v_{k}=\sigma_{k} \phi_{k}$.

## 3 A more general approach: Krylov matrices with Hermitian argument

As made in the previous section, we begin by constructing the matrix on which we made the singular value decomposition. We recall the definition of the operator from which we constructed the KL-expansion.

The operator $B_{h}: L^{2}(\Omega) \rightarrow \mathbb{R}^{N_{t}+1}$ is defined by

$$
\begin{equation*}
\left(B_{h} v\right)_{n}=\int_{\Omega} T^{n}(\mathbf{x}) v(\mathbf{x}) d \mathbf{x} \tag{3.1}
\end{equation*}
$$

His adjoint operator $B_{h}^{*}$ is defined from $\mathbb{R}^{N_{t}+1} \rightarrow L^{2}(\Omega)$ by

$$
\begin{equation*}
\left(B_{h}^{*} \phi\right)(\mathbf{x})=\sum_{0 \leq n \leq N_{t}} \omega_{n} T^{n}(\mathbf{x}) \phi_{n} . \tag{3.2}
\end{equation*}
$$

We are interested in the singular value problem

$$
B_{h} v_{k}=\sigma_{k} \phi_{k} \quad \text { and } \quad B_{h}^{*} \phi_{k}=\sigma_{k} v_{k} .
$$

This singular value problem can be viewed as the continuous case of the singular value decomposition applied to the matrix $T$ which stores the data. As we will later see, the singular vectors computed are orthonormal for a matrix which can be different to the identity.

To write the matrix under a suitable form, we will assume that there exists an orthonormal basis $e_{k}$ of $L^{2}(\Omega)$ such that the coefficients of the discrete temperature field in this basis have the following form

$$
\begin{equation*}
T^{n}(\mathbf{x})=\sum_{k}\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right) e_{k}(\mathbf{x}) . \tag{3.3}
\end{equation*}
$$

Where $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ are Krylov matrices with Hermitian argument, i.e. of the form $\mathcal{K}_{k, n}=$ $\left(A^{n-1} \mathbf{x}\right)_{k}$ where $A$ is a square Hermitian matrix and $\mathbf{x}$ a vector. We assume also that $\Theta$ is invertible.

Remark 3.1. From (2.9), the coefficients of $T^{n}$ in the basis formed by the eigenvectors of the Laplace operator are

$$
T_{k}^{n}=a_{k} c_{k}^{n}+\alpha_{k} \sum_{i=1}^{n} \tilde{\theta}^{i} f_{k} c_{k}^{n-i+1}
$$

If we set $\left(\mathcal{K}_{1}\right)_{k, n}=\left(D_{c}^{n-1} a\right)_{k}$, where $D_{c}=\operatorname{diag}\left(c_{k}\right)$ and $a=\left(a_{k}\right),\left(\mathcal{K}_{2}\right)_{k, n}=\left(D_{c}^{n-1} \alpha \circ f\right)_{k}$, and finally

$$
\Theta=\Delta t\left(\begin{array}{ccccc}
0 & \ldots & \ldots & \ldots & 0 \\
0 & \tilde{\theta}^{1} & \ldots & \tilde{\theta}^{N-1} & \tilde{\theta^{N}} \\
\vdots & 0 & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & \tilde{\theta^{1}} & \tilde{\theta^{2}} \\
0 & \ldots & \ldots & 0 & \tilde{\theta^{1}}
\end{array}\right),
$$

we recover the general form. Note here that $\Theta$ is not invertible, however noting that $\mathcal{K}_{1}+\mathcal{K}_{2} \Theta=\tilde{\mathcal{K}}_{1}+\mathcal{K}_{2} \tilde{\Theta}$ where $\left(\tilde{\mathcal{K}}_{1}\right)_{k, n}=\left(D_{c}^{n-1}(a-\gamma \alpha \circ f)\right)_{k}$ and $\tilde{\Theta}=\gamma I_{d}+\Theta$, such that $\gamma+\tilde{\theta}^{1} \neq 0$, we can recover the form (3.3).

We can now construct the singular value problem by putting the expression (3.3) of $T_{k}^{n}$ in (3.1) and (3.2). It yields

$$
\begin{aligned}
(B v)_{n} & =\int_{\Omega} T^{n}(\mathbf{x}) v(\mathbf{x}) d \mathbf{x} \\
& =\sum_{k}\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right) v_{k}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\left(B^{*} \phi\right)(\mathbf{x}) & =\sum_{0 \leq n \leq N_{t}} \omega_{n} T^{n}(\mathbf{x}) \phi_{n} \\
& =\sum_{0 \leq n \leq N_{t}} \sum_{k} \omega_{n}\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right) e_{k}(\mathbf{x}) .
\end{aligned}
$$

Thus we get

$$
B v=\sigma \phi \Longleftrightarrow \sum_{k}\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right) v_{k}=\sigma \phi^{n}
$$

and multiplying by $e_{l}$ and integrating over $\Omega$ the expression of $B^{*}$, it yields

$$
B^{*} \phi=\sigma v \Longleftrightarrow \sum_{0 \leq n \leq N_{t}} \omega_{n}\left(\left(\mathcal{K}_{1}\right)_{l, n}+\left(\mathcal{K}_{2} \Theta\right)_{l, n}\right)=\sigma v_{l}
$$

To make the notation less cluttered, we define the matrix $\mathcal{T}$ by $\mathcal{T}_{k, n}=\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right)$. Note that it is nothing else than the coefficient of $T^{n}$ is the basis $e_{k}$. At the end, the matrices are written

$$
B_{n, k}=\mathcal{T}_{k}^{n} \quad \text { and } \quad B_{k, n}^{*}=\mathcal{T}_{k}^{n} \omega_{n}
$$

Let $L=\operatorname{diag}\left(\omega_{n}\right)$, we have

$$
\mathcal{T}^{T} v_{k}=\sigma_{k} \phi_{k} \quad \text { and } \quad \mathcal{T} L \phi_{k}=\sigma_{k} v_{k} .
$$

Setting $\psi_{k}=L^{\frac{1}{2}} \phi_{k}$, it yields

$$
\mathcal{T}^{T} v_{k}=\sigma_{k} L^{-\frac{1}{2}} \psi_{k} \quad \text { and } \quad \mathcal{T} L^{\frac{1}{2}} \psi_{k}=\sigma_{k} v_{k}
$$

and finally

$$
L^{\frac{1}{2}} \mathcal{T}^{T} v_{k}=\sigma_{k} \psi_{k} \quad \text { and } \quad \mathcal{T} L^{\frac{1}{2}} \psi_{k}=\sigma_{k} v_{k} .
$$

Thus we have just to focus on the singular values of the matrix $\mathcal{T} L^{\frac{1}{2}}$.
Remark 3.2. If $\left(e_{k}\right)_{k}$ are the eigenvalues of the Laplace operator, we get :

$$
\mathcal{G}=\left(\mathcal{T} L^{\frac{1}{2}}\right)\left(\mathcal{T} L^{\frac{1}{2}}\right)^{T}
$$

And similarly, the eigenvalue problem $B B^{*} \phi=\lambda \phi$ expanded in the basis $\left(e_{k}\right)_{k}$ will be

$$
\left(\mathcal{T} L^{\frac{1}{2}}\right)^{T}\left(\mathcal{T} L^{\frac{1}{2}}\right) \psi=\lambda \psi
$$

where we recall $\psi=L^{\frac{1}{2}} \phi$.

### 3.1 Exponential decay

In order to recover the exponential decay of the singular values $\left(\sigma_{k}\right)$, we take advantage of the Krylov matrices, which singular values have an exponential decay. An example of Krylov matrices are the well-known Vandermonde matrices. However, as in the first section, we have to deal with finite matrices, and thus we assume $\mathcal{T}$ belonging to $\mathbb{R}^{K \times N_{t}+1}$. We finally recover an error estimate as the one given in Theorem 2.1, by the upper bound (2.12).

We begin this section by giving the main result :

Proposition 3.1. Assuming the number of time subdivisions $N_{t}$ is odd, then the singular values of $\mathcal{T} L^{\frac{1}{2}}$ decrease as such

$$
\begin{aligned}
\sigma_{k+1}\left(\mathcal{T} L^{\frac{1}{2}}\right) & \leq \max \left\{\max _{0 \leq n \leq N_{t}} \omega_{n}^{\frac{1}{2}} ; \max _{0 \leq n \leq N_{t}} \omega_{n}^{\frac{1}{2}} \theta^{n}\right\}\left[\exp \left(\frac{-k \pi^{2}}{16 \log \left(\frac{8\left\llcorner\left(N_{t}+1\right) / 2\right\rfloor}{\pi}\right)}\right)\right] \bullet \\
& \left(\sigma_{1}\left(\mathcal{K}_{1}\right)+\sigma_{1}\left(\mathcal{K}_{2}\right)\right)
\end{aligned}
$$

where $\theta^{n}$ are the diagonal coefficients of the matrix $\Theta$.
Remark 3.3. The assumption $N_{t}$ odd is not essential. If $N_{t}$ is even, the formula remains unchanged except for the numerator in the exponential, which becomes $(-k+1) \pi^{2}$.

Before beginning the proof, we can remark that the constant in the log term only depens on $N_{t}$ which have no reason to tend to infinity.

Proof. The proof will be made in three parts. We first state the exponential decay for the singular value of a Krylov matrix, then we show the exponential decay of $\mathcal{K}_{1} L^{\frac{1}{2}}$ and $\mathcal{K}_{2} \Theta L^{\frac{1}{2}}$ by the Courant-Fischer theorem, and finally we conclude by the additive Weyl's theorem.

Let $\mathcal{K}_{k, n}=\left(A^{n-1} \mathbf{x}\right)_{k}$ a $N \times M$ Krylov matrix with Hermitian argument (i.e. $A$ is an Hermitian matrix).

It yields ([2, Corollary 5.2])

$$
\sigma_{j+2 k}(\mathcal{K}) \leq 4\left[\exp \left(\frac{\pi^{2}}{4 \log \left(\frac{8\left\lfloor\frac{N+1}{2}\right\rfloor}{\pi}\right)}\right)\right]^{-k+[N]_{2}} \sigma_{j}(\mathcal{K})
$$

where $[N]_{2}$ is zero if $N$ is even and 1 otherwise. By the Courant-Fischer Theorem ( $[21, \mathrm{p}$. 555]), we know that

$$
\sigma_{k}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right)=\min _{V \in G_{N_{t}-k+2}} \max _{\mathbf{x} \in V \|_{2}=1}\left\|\mathcal{K}_{1} L^{\frac{1}{2}} \mathbf{x}\right\|_{2^{\prime}}
$$

where $G_{k}$ denotes the set of all vectorial subspace of dimension equal to $k$. For the first singular value we have then

$$
\sigma_{1}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right)=\max _{\substack{\mathbf{x} \in \mathbb{R}^{N_{t}+1} \\\|\mathbf{x}\|_{2}=1}}\left\|\mathcal{K}_{1} L^{\frac{1}{2}} \mathbf{x}\right\|_{2}
$$

and then by setting $\mathbf{y}=L^{\frac{1}{2}} \mathbf{x}\left\|L^{\frac{1}{2}} \mathbf{x}\right\|_{2}^{-1}$, it yields

$$
\sigma_{1}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right)=\left\|\mathcal{K}_{1} \mathbf{y}\right\|_{2}\left\|L^{\frac{1}{2}} \mathbf{x}\right\|_{2} \leq\left\|L^{\frac{1}{2}}\right\|_{2} \max _{\substack{\mathbf{x} \in \in \mathbb{N}^{N_{t+1}} \\\|\times\|_{2}=1}}\left\|\mathcal{K}_{1} \mathbf{x}\right\|_{2}=\left\|L^{\frac{1}{2}}\right\|_{2} \sigma_{1}\left(\mathcal{K}_{1}\right),
$$

since $\|\mathbf{y}\|_{2}=1$. For the second singular value, we have

$$
\sigma_{2}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right)=\min _{V \in G_{N_{t}}\|\in\|_{\|}=1} \max _{\|\times\|_{2}=1}\left\|\mathcal{K}_{1} L^{\frac{1}{2}} \mathbf{x}\right\|_{2} \leq \max _{\substack{x \in V^{\prime} \\\|\mathbf{x}\|_{2}=1}}\left\|\mathcal{K}_{1} L^{\frac{1}{2}} \mathbf{x}\right\|_{2^{\prime}} \quad \forall V^{\prime} \in G_{N_{t}}
$$

Setting again $\mathbf{y}=L^{\frac{1}{2}} \mathbf{x}\left\|L^{\frac{1}{2}} \mathbf{x}\right\|_{2}^{-1}, \mathbf{y}$ belongs to $V^{\prime}$ and $\|\mathbf{y}\|_{2}=1$, thus we have

$$
\max _{\substack{\mathbf{x} \in V^{\prime} \\\|\mathbf{x}\|_{2}=1}}\left\|\mathcal{K}_{1} L^{\frac{1}{2}} \mathbf{x}\right\|_{2} \leq\left\|L^{\frac{1}{2}}\right\|_{2}\left\|\mathcal{K}_{1} \mathbf{y}\right\|_{2} \leq\left\|L^{\frac{1}{2}}\right\|_{2} \max _{\substack{\mathbf{y} \in V^{\prime} \\\|\mathbf{y}\|_{2}=1}}\left\|\mathcal{K}_{1} \mathbf{y}\right\|_{2}
$$

And since it is true for all $V^{\prime} \in G_{N_{t}}$ passing to the min, it yields

$$
\sigma_{2}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right) \leq\left\|L^{\frac{1}{2}}\right\|_{2} \sigma_{2}\left(\mathcal{K}_{1}\right)
$$

Doing the same for each $k$ gives

$$
\sigma_{k}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right) \leq\left\|L^{\frac{1}{2}}\right\|_{2} \sigma_{k}\left(\mathcal{K}_{1}\right) .
$$

And similarly we have

$$
\sigma_{k}\left(\mathcal{K}_{2} \Theta L^{\frac{1}{2}}\right) \leq\left\|\Theta L^{\frac{1}{2}}\right\|_{2} \sigma_{k}\left(\mathcal{K}_{2}\right) .
$$

Finally, by the additive Weyl's inequality ( [11]), we have

$$
\sigma_{i+j-1}\left(\mathcal{T} L^{\frac{1}{2}}\right) \leq \sigma_{i}\left(\mathcal{K}_{1} L^{\frac{1}{2}}\right)+\sigma_{j}\left(\mathcal{K}_{2} \Theta L^{\frac{1}{2}}\right)
$$

which concludes the proof.
The Proposition 3.1 shows the performance of the KL-expansion in the case where we solved the eigenvalues $B B^{*} \phi=\lambda \phi$ or $B^{*} B v=\lambda v$. When we have our eigenvectors $\left(\phi_{k}\right)_{k}$ in the first case or $\left(v_{k}\right)_{k}$ in the second case the next step is to project the temperature fields into the basis form by these eigenvectors, i.e. in the first case $\left(v_{k}\right)_{k}$ will be defined by $v_{k}(\mathbf{x})=<T^{n}(\mathbf{x}), \phi_{k}^{n}>_{\omega}$ and in the second case $\left(\phi_{k}\right)_{k}$ will be defined by

$$
\phi_{k}^{n}=\int_{\Omega} T^{n}(\mathbf{x}) v_{k}(\mathbf{x}) d \mathbf{x} .
$$

An advantage to work with the singular value problem is to avoid this projection step, indeed performing a singular value decomposition on the matrix $\mathcal{T} L^{\frac{1}{2}}$ gives us $\mathcal{T} L^{\frac{1}{2}} \psi=$ $\sigma v$, and we have just to compute $\phi=L^{-\frac{1}{2}} \psi$, where we recall $L^{\frac{1}{2}}=\operatorname{diag}\left(w_{n}^{\frac{1}{2}}\right)$.

When the data are provided by an experiment, there are disturbed. We frequently add a Gaussian white noise to the solution to numerically reproduce this phenomena. Thus we analyze the decay of the singular value when the temperature field are disturbed.

### 3.2 Disturbed data

Let consider $T^{n}$ as in the previous section. We consider a Gaussian white noise $\epsilon^{n}(\cdot)$ with variance denoted by $\sigma^{2}$. The disturbed temperature field $\tilde{T}^{n}$ is defined by $\tilde{T}^{n}=T^{n}+\epsilon^{n}$. By assumption (3.3), we know that the coefficients of $T^{n}$ in an orthonormal basis $\left(e_{k}\right)_{k}$ of the space $L^{2}(\Omega)$ are

$$
T_{k}^{n}=\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right)
$$

Similarly, we can expand $\epsilon^{n}(\cdot)$ in the basis $\left(e_{k}\right)_{k^{\prime}}$, i.e.

$$
\epsilon^{n}(\mathbf{x})=\sum_{k} \epsilon_{k}^{n} e_{k}(\mathbf{x})
$$

where $\epsilon_{k}^{n}=\int_{\Omega} \epsilon^{n}(\mathbf{x}) e_{k}(\mathbf{x})$. And finally the coefficients of $\tilde{T}^{n}$ in $\left(e_{k}\right)_{k}$ are given by

$$
\tilde{T}_{k}^{n}=\left(\left(\mathcal{K}_{1}\right)_{k, n}+\left(\mathcal{K}_{2} \Theta\right)_{k, n}\right)+\int_{\Omega} \epsilon^{n}(\mathbf{x}) e_{k}(\mathbf{x})
$$

In the previous section, we have constructed our singular value problem which was $\mathcal{T} L^{\frac{1}{2}} \psi=\sigma v$, where the matrix $\mathcal{T}$ was nothing else than the one containing the coefficients of $T^{n}$ in the basis $\left(e_{k}\right)_{k}$. Here we have to take account of the noise, and so we denote by $\tilde{\mathcal{T}}$ the new matrix. The new singular value problem becomes

$$
\tilde{\mathcal{T}} L^{\frac{1}{2}} \psi=\sigma v \Longleftrightarrow\left(\mathcal{K}_{1}+\mathcal{K}_{2} \Theta+\mathcal{E}\right) L^{\frac{1}{2}} \psi=\sigma v,
$$

where we denote $\mathcal{E}$ by

$$
\mathcal{E}_{k, n}=\int_{\Omega} \epsilon^{n}(\mathbf{x}) e_{k}(\mathbf{x})
$$

We have then the following result.
Proposition 3.2. The singular values of the matrix $\tilde{\mathcal{T}} L^{\frac{1}{2}}$ are as such

$$
\sigma_{k}\left(\tilde{\mathcal{T}} L^{\frac{1}{2}}\right)^{2}=\left(\sigma_{k}\left(\mathcal{T} L^{\frac{1}{2}}\right)+\xi_{k}\right)^{2}+\eta_{k}^{2}
$$

where we have

$$
\left|\mathcal{S}_{k}\right| \leq\left\|P \mathcal{E} L^{\frac{1}{2}}\right\|_{2}, \inf _{\|\mathbf{x}\|=1}\left\|(I-P) \mathcal{E} L^{\frac{1}{2}}\right\|_{2} \leq \eta_{i} \leq\left\|(I-P) \mathcal{E} L^{\frac{1}{2}}\right\|_{2}
$$

and $P$ is the orthogonal projection onto the column space of $\mathcal{T} L^{\frac{1}{2}}$.

Proof. By construction, we have

$$
\tilde{\mathcal{T}} L^{\frac{1}{2}}=\mathcal{T} L^{\frac{1}{2}}+\mathcal{E} L^{\frac{1}{2}}
$$

The result follows by [22].
Since the spectral norm of $\mathcal{E} L^{\frac{1}{2}}$ is related to $\sigma^{2}$ such that $\left\|\mathcal{E} L^{\frac{1}{2}}\right\|_{2} \lesssim \sigma^{2}$, the Proposition 3.2 tells us that the singular values for the disturbed temperature field have a decay similar to the singular values for the non-noisy temperature field while the variance $\sigma^{2}$ is inferior to the singular values. In other words, when the singular value corresponding to the non-disturbed temperature field is less than the variance, the decay stops to be exponential. This result will be supported by numerical computations in the next section.

## 4 Numerical computations

### 4.1 Eigenvalues of the operator $A=B^{*} B$

The performance of the KL-expansion is related to the fast decay of the eigenvalues (or singular values) as stated by Proposition 1.1. In the first section, we prove that this decay is of the form

$$
\begin{equation*}
\lambda_{k+1}(\mathcal{G}) \leq 4\left[\exp \left(\frac{-\pi k^{2}}{v \log \left(\frac{4 b}{a}\right)}\right)\right] \lambda_{1}(\mathcal{G}) \tag{4.1}
\end{equation*}
$$

This result allows us to conclude on the fast decay of the eigenvalues, however a special interest should be taken in the constant $\frac{b}{a}$. Indeed, if $\frac{b}{a}$ tends to infinity, the constant in square brackets tends to 1 and so we lose the fast decay. Fortunately, when this quotient tends to infinity we keep an exponential decay with a square root exponent for a zero RHS, i.e.

$$
\begin{equation*}
\lambda_{k}(\mathcal{G}) \lesssim \exp \left(\frac{-\pi}{\sqrt{8}}\right)^{\sqrt{k}} \tag{4.2}
\end{equation*}
$$

and we can also show that we keep an exponential decay for a non zero RHS. To illustrate that, we consider the one dimensional case, where the eigenvalues of the Laplace operator are known. Let consider the following equation

$$
\begin{cases}\partial_{t} T-\alpha \partial_{x^{2}} T+\beta T=S, & \text { in }(0, \pi) \times(0, b),  \tag{4.3}\\ T(\cdot, 0)=a(\cdot), & \text { in }(0, \pi) .\end{cases}
$$

In this case the eigenvalues of the Laplace operator are $r_{k}=\alpha k^{2}+\beta$. In order to work with finite matrices, we have chosen an integer $K$ large enough so that the error committed by


Figure 1: The initial state corresponding to the Fourier coefficients for a truncated number $K=21$.
using finite matrices does not affect the result. For a Crank-Nicholson time scheme, we have

$$
\frac{b}{a}=\frac{r_{K}}{r_{1}}=\frac{\alpha K^{2}+\beta}{\alpha+\beta} .
$$

Similarly,

$$
\frac{b}{a}=\frac{r_{K}\left(2+\Delta t r_{1}\right)}{r_{1}\left(2+\Delta t r_{K}\right)}
$$

for the Backward Euler scheme. It is clear that $b / a$ grows with $K$.
In the two cases, we expect that the eigenvalues decrease less quickly when $K$ grows. We consider the initial state defined by

$$
\begin{equation*}
T_{0}(x)=\sum_{k=0}^{\infty} \frac{1}{\sqrt{m+1} \log (m+2)} \cos (k x) . \tag{4.4}
\end{equation*}
$$

Thus, the initial state belongs to $L^{2}(\Omega)$ and have no more regularity. We cut the sum over $k$ to $K$ for different value of $K$ and display the eigenvalues of the matrix $\mathcal{G}$, whose coefficients are given by (2.10). The function $T_{0}$ truncated for $K=21$, is depicted in Fig. 1.

The final time is fixed to $b=0.1$ and the time step is $10^{-3}$. We use the trapezoidal rule for the time integration. The thermal coefficients $\alpha$ and $\beta$ are fixed to 1 . In Figure 2 we represent the twelve first eigenvalues of $A$ for different $K$.

The eigenvalues seem to decrease to zero exponentially even if $K$ becomes larger, which is consistent with the upper bound (4.2). We now consider a non zero RHS. For this purpose we define the separated function $S$ by

$$
S(x, t)=e^{t} \sum_{k=0}^{\infty} \frac{1}{(k+1) \log (k+2)} \cos (k x) .
$$



Figure 2: Eigenvalues of $\mathcal{G}$ for a zero RHS, $K$ varies from 15 to 100, for the Backward Euler scheme (left) and the Crank-Nicholson scheme (right).


Figure 3: Eigenvalues of $\mathcal{G}$ for a non zero RHS, $K$ varies from 15 to 100, for the Backward Euler scheme (left) and the Crank-Nicholson scheme (right).

And we compute the eigenvalues of $\mathcal{G}$ as shown above. The decay of the eigenvalues is depicted in Figure 3.

The eigenvalues decrease exponentially even if $K$ grows.

### 4.2 Identification problem

We now present an application of the Karhunen-Loève expansion constructed and analyzed in this article. Let us suppose that we have a temperature field $\left(T^{n}\right)_{0 \leq n \leq N}$ which is obtain numerically with a Backward Euler scheme or a Crank-Nicholson scheme for the time approximation and the finite element method with Lagrangian basis of degree 1 for the space approximation. In this case the temperature field is known as a matrix $T$, such that the columns are vectors containing the values of the temperature field at the mesh points, which is consistent with the data measured by a camera. The final goal is to recover the parameters $(\alpha, \beta)$. However, in practice, some noises appear due to the
camera's defects. We can then construct the following matrix with artificial noise

$$
\tilde{T}_{i, j}=T_{i, j}+\epsilon_{i, j}
$$

where $\epsilon_{i, j}$ fits with the difference between the real temperature and the temperature measured by the camera. Thus, $\epsilon_{i, j}$ will be small for a camera with a high precision. To recover the thermal parameters, we write the equation under the variational formulation and expand the solution by using the Karhunen-Loève expansion. Hence, we obtain more equations than unknowns. However, since the temperature field $\tilde{T}$ does not solve the discrete heat equation, we have an ill-posed inverse problem. We must then choose few equations and use a least-squares method. The Karhunen-Loève expansion then allows us to keep the equations with the most information. This issue was handled in the continuous case in [5, 7-9].

### 4.2.1 Karhunen-Loève expansion

We begin by just considering the perturbed matrix $\tilde{T}$ and forget how it is obtained. If we construct our Karhunen-Loève expansion by expanding the temperature field in the shape functions, it yields

$$
B=\tilde{T}^{T} M \quad \text { and } B^{*}=\tilde{T} L
$$

where $M$ denotes the mass matrix. As shown in the Section 4, we set $\psi=L^{\frac{1}{2}} \phi$ and $w=$ $D^{\frac{1}{2}} L_{M}^{T} v$, where we use the Cholesky factorization for semi definite symmetric matrices ( $\left.M=L_{M} D L_{M}^{T}\right)$. We then obtain

$$
L^{\frac{1}{2}} \tilde{T}^{T} L_{M} D^{\frac{1}{2}} w=\sigma \psi \quad \text { and } \quad\left(L^{\frac{1}{2}} \tilde{T}^{T} L_{M} D^{\frac{1}{2}}\right)^{T} \psi=\sigma w
$$

Thus, we can apply the classical Singular Value Decomposition

$$
\begin{equation*}
L^{\frac{1}{2}} \tilde{T}^{T} L_{M} D^{\frac{1}{2}}=\Psi \Sigma W^{T} \tag{4.5}
\end{equation*}
$$

If we construct the matrix $V=L_{M}^{-t} D^{-\frac{1}{2}} W$, we get the coefficients of the eigenvectors $v_{k}$ in the shape functions. Thus, $v_{k}(x)=\sum_{i} V_{i, k} u_{i}(x)$. Moreover, $\phi_{k}^{n}=\Phi_{n, k}$ where $\Phi=L^{-\frac{1}{2}} \Psi$. Hence, we obtain the Karhunen-Loève expansion

$$
\begin{equation*}
\tilde{T}^{n}(x)=\sum_{k} \sigma_{k} \phi_{k}^{n} v_{k}(x) \tag{4.6}
\end{equation*}
$$

This expansion allows us to represent the temperature field $\left(\tilde{T}^{n}\right)_{n}$ by a sum of few elements with a small error since the singular values of $B$ decrease fastly to zero. For numerical example, we just consider the case of a Backward Euler scheme. We thus compute


Figure 4: (left) Singular values of $B$. (right) Truncation error in norm $L^{2}$ and in semi-norm $H^{1}$.
the singular values of $B$ as explained before, and compare them to the error made by the truncated sum in the discrete anisotropic norms

$$
\left(\sum_{n=0}^{N} \omega_{n}\left\|\tilde{T}^{n}-\tilde{T}_{M}^{n}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{2}} \text { and }\left(\sum_{n=0}^{N} \omega_{n}\left|\tilde{T}^{n}-\tilde{T}_{M}^{n}\right|_{H^{1}(\Omega)}^{2}\right)^{\frac{1}{2}}
$$

For the computation, we fix $(\alpha, \beta)=(1,1), S(x, t)=e^{t}\left|x-\frac{\pi}{2}\right|$ with the numbers of time points and space points equal to 101, and the initial time defined in (4.4). We first present this result when the variance is zero as shown in Figure 4.

This result show that the exponential decay of the eigenvalues leads to an exponential decay of the error. This is in accordance with the proposition 1.1 for the $L^{2}$-norm. For the semi $H^{1}$-norm we can deduce a similar result

$$
\left|\tilde{T}^{n}-\tilde{T}_{M}^{n}\right|_{H^{1}(\Omega)}^{2}=\sum_{k, l=M+1}^{r} \sigma_{k} \phi_{k}^{n} \sigma_{l} \phi_{l}^{n} \int_{\Omega} v_{k}^{\prime}(x) v_{l}^{\prime}(x)
$$

where $r$ is the minimum between the number of time point and space point. By summing over $n$ it yields

$$
\begin{aligned}
\left(\sum_{n=0}^{N} \omega_{n}\left|\tilde{T}^{n}-\tilde{T}_{M}^{n}\right|_{H^{1}(\Omega)}^{2}\right)^{\frac{1}{2}} & =\left(\sum_{k, l=M+1}^{r} \sigma_{k} \sigma_{l} \int_{\Omega} v_{k}^{\prime}(x) v_{l}^{\prime}(x) \sum_{n=0}^{N} \omega_{n} \phi_{k}^{n} \phi_{l}^{n}\right)^{\frac{1}{2}} \\
& =\left(\sum_{k=M+1}^{r} \sigma_{k}^{2} \int_{\Omega} v_{k}^{\prime}(x) v_{k}^{\prime}(x)\right)^{\frac{1}{2}} \\
& \leq \max _{k \in\{M+1, r\}}\left|v_{k}\right|_{H^{1}(\Omega)}\left(\sum_{k=M+1}^{r} \sigma_{k}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

by the orthonormality of $\left(\phi_{k}\right)_{k}$ for the weighted inner product $(\phi, \psi)_{\omega}=\sum_{n=0}^{N} \omega_{n} \phi^{n} \psi^{n}$. Moreover, the eigenvectors $\left(v_{k}\right)_{k}$ belong to $H^{1}(\Omega)$ ( [5, Proposion 3.1] ), thus the quantity $\max _{k \in\{M+1, r\}}\left|v_{k}\right|_{H^{1}(\Omega)}$ is finite.

We now examine the case where the variance is non-zero. We compute the singular values for different variances, and display the incidence on the truncation error in Figure 5.

The reason why the singular values have no exponential decay comes from the Proposition 3.2. We have the following link between the singular values for a temperature field with and without noise

$$
\sigma_{k}\left(\tilde{\mathcal{T}} L^{\frac{1}{2}}\right)^{2}=\left(\sigma_{k}\left(\mathcal{T} L^{\frac{1}{2}}\right)+\xi_{k}\right)^{2}+\eta_{k}^{2},
$$

where $\xi_{k}$ and $\eta_{k}$ depend of the variance $\sigma^{2}$. Intuitively, the exponential decay of the singular values shows that the information contained in the matrix $\tilde{\mathcal{T}}$ is poor. The exchange of heat is a smooth phenomenon, the variation of temperature near two time points or two space points is small. However, when we add some noise we change the regularity of the solution and we add a lot of information. It is then reasonable to lose the exponential decay of the singular value.

### 4.2.2 Time-Space equation

Let us return to the identification problem. We identify the parameters thanks to the equation (4.3) discretized by a Backward Euler scheme, i.e

$$
\begin{cases}\frac{T^{n+1}-T^{n}}{\Delta t}-\alpha \partial_{x^{2}} T+\beta T=S, & \text { in }(0, \pi) \times(0, b),  \tag{4.7}\\ T(\cdot, 0)=a(\cdot), & \text { in }(0, \pi) .\end{cases}
$$

To reach this point, we proceed in two steps. The first one, assuming the temperature field to be non disturbed, is to write the equation satisfied by the parameters and by a least-square method to recover the parameters. Note that since the temperature $T^{n}$ is the exact solution to our problem, we recover the parameters exactly. As a second step, we use the disturbed solution $\tilde{T}^{n}$ and solve the equation by using the least-squares method as if the temperature field was non disturbed. In this case, an error is committed since $\tilde{T}^{n}$ is not solution of (4.7). However, we are hoping to keep the most information by using the KL-expansion.

Assuming the temperature field to be computed by a FEM method and not disturbed by a Gaussian noise. Considering equation (4.7) in a weak form, we get

$$
\int_{\Omega} \frac{T^{n+1}-T^{n}}{\Delta t} u+\alpha \int_{\Omega}\left(T^{n+1}\right)^{\prime} u^{\prime}+\beta \int_{\Omega} T^{n+1} u=\theta^{n+1} \int_{\Omega} f u, \quad \text { for all } u \in H^{1}(\Omega)
$$

The next step is to use the Karhunen-Love's expansion of $\left(T^{n}\right)_{n}$ and set $u=v_{l}\left(v_{l}\right.$ belongs


Figure 5: (left) Singular values of $B$, the circle corresponding to a zero variance, and the triangle corresponding to the case where the variance vary from $10^{-4}$ to 0.1 . (right) The truncation error in norm $L^{2}$ and $H^{1}$ for non-zero variance (triangle), and zero variance (circle)
to $H^{1}(\Omega)$ by [5, Proposion 3.1] ). By the orthogonality of $\left(v_{k}\right)_{k}$ we get

$$
\sigma_{l} \frac{\phi_{l}^{n+1}-\phi_{l}^{n}}{\Delta t}+\alpha \sum_{k} \sigma_{k} \phi_{k}^{n+1} \int_{\Omega} v_{k}^{\prime} v_{l}^{\prime}+\beta \sigma_{l} \phi_{l}^{n+1}=\theta^{n+1} \int_{\Omega} f v_{l}
$$

Setting $(D \Phi)_{n+1, l}=\frac{\phi_{l}^{n+1}-\phi_{l}^{n}}{\Delta t}, K$ the stiffness matrix, and $\tilde{A}$ such that

$$
(A)_{n, l}=\theta^{n} \int_{\Omega} f v_{l}
$$

we have the following equation

$$
\begin{equation*}
\left(D \Phi \Sigma+\alpha \Phi \Sigma V^{T} K V+\beta \Phi \Sigma-A\right)_{n+1, l}=0 \tag{4.8}
\end{equation*}
$$

where $\Phi$ and $V$ are the singular vectors defined in (4.6), and $\Sigma$ the diagonal matrix of the singular values. We set

$$
\mathcal{H}(\alpha, \beta)=D \Phi \Sigma+\alpha \Phi \Sigma V^{T} K V+\beta \Phi \Sigma-A
$$

By equation (4.8), the identification problem can be expressed as finding a couple $(\alpha, \beta)$ such that

$$
\|\mathcal{H}(\alpha, \beta)\|_{F}=0
$$

We then search the couple which minimizes this quantity. And setting $\frac{\partial}{\partial \alpha}\|\mathcal{H}(\alpha, \beta)\|_{F}=0$ and $\frac{\partial}{\partial \beta}\|\mathcal{H}(\alpha, \beta)\|_{F}=0$ we get two equations for two parameters. However, when we consider the full matrix $\mathcal{H}(\alpha, \beta)$, the least-square procedure can fail because of the size of the matrix, even if we consider a non disturbed temperature field. In order to fix it, we can consider the truncated matrix $\mathcal{H}_{N}(\alpha, \beta)$, where we take the $(N \times N)$-first term. Truncating the matrix amounts to truncating the KL-expansion, and as viewed above it is a way of keeping the most information with the less amount of data. Thus, using the KL-expansion has a significance in this case.

For numerical computations, we consider two initial states, one singular and a second smoother. In order not to perturb to much the temperature field, we re-scale the initial state and the source term such that the temperature computed by the FEM is close to 100. Here, the Fourier coefficients are respectively given by

$$
\frac{27.5}{\sqrt{m+1} \log (m+2)} \quad \text { and } \quad \frac{69}{(m+1)^{\frac{3}{2}} \log (m+2)}
$$

We depicte in Figure 6 the two initial states. Intuitively, the singular initial state can be represent with fewer modes than the smooth one. The RHS will be $S(x, t)=e^{t}\left|x-\frac{\pi}{2}\right|$ as the one used to show the decay of the singular value. The numbers of time points and space points are fixed to 500 , and the domain on which we compute the solution is $(0, \pi) \times(0,0.1)$. The variance will be varying between 0.01 and 1 . Since we add a random matrix, the result can be different from one experience to an other. In order to avoid this variation, the result will be an average of several computations. We take $(\alpha, \beta)=(\exp (1), 3 \pi) \approx(2.72,9.42)$ as shown in [5]. The results are presented in Table 1. For our simulation, we add a noise on the temperature field and perform the KarhunenLoève expansion on the disturbed field. In [5], the noise is introduced in the Gram matrix. The result depicted in Table 1 seems to be less sensitive to the noise than in [5].


Figure 6: (left) Singular initial state. (right) Smooth initial state.
Table 1:

|  | Singular initial state | Smooth initial state |
| :---: | :---: | :---: |
| var $=0.01$ | $(2.72,9.42)$ | $(2.72,9.42)$ |
| var $=0.5$ | $(2.03,9.70)$ | $(1.88,9.52)$ |
| var $=1$ | $(1.10,9.65)$ | $(0.95,9.79)$ |

## 5 Conclusion

This article aims to adapt the Karhunen-Loève expansion to the discrete transient heat transfer equation. An error estimate is given based on the exponential decay of the eigenvalues of the spatial correlation matrix. The key point in this paper is the decomposition of the temperature field in the Laplace operator's eigenvalues, which allows us to conclude on the performance of the Karhunen-Loève expansion in the case we consider the spatial correlation matrix. Since the field is assumed to be discrete in time, an other analysis is performed on the singular values. This allows us to show the performance of considering the time correlation matrix which give us a less costly eigenvalue problem to solve since the number of time points is generally smaller than the number of space points. Finally, we show the lack of decay in the case where the temperature field is disturbed by a Gaussian white noise. This is consistent with the fact that the data is enriched. All this results are successfully supported by some numerical experiments. Then, we present a practical way to compute the Karhunen-Loève expansion, in the case where the temperature field is computed by the finite element method. Finally the usefulness of the KL-expansion is enhanced by an direct application to an identification problem with noisy data.
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