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Abstract. Numerical instability may occur when simulating high Reynolds number
flows by the lattice Boltzmann method (LBM). The multiple-relaxation-time (MRT)
model of the LBM can improve the accuracy and stability, but is still subject to nu-
merical instability when simulating flows with large single-grid Reynolds number
(Reynolds number/grid number). The viscosity counteracting approach proposed re-
cently is a method of enhancing the stability of the LBM. However, its effectiveness
was only verified in the single-relaxation-time model of the LBM (SRT-LBM). This pa-
per aims to propose the viscosity counteracting approach for the multiple-relaxation-
time model (MRT-LBM) and analyze its numerical characteristics. The verification is
conducted by simulating some benchmark cases: the two-dimensional (2D) lid-driven
cavity flow, Poiseuille flow, Taylor-Green vortex flow and Couette flow, and three-
dimensional (3D) rectangular jet. Qualitative and Quantitative comparisons show that
the viscosity counteracting approach for the MRT-LBM has better accuracy and stabil-
ity than that for the SRT-LBM.

AMS subject classifications: 65M10, 78A48

Key words: Multiple-relaxation-time lattice Boltzmann method, viscosity counteracting, high
Reynolds number flow, Poiseuille flow, Couette flow, Taylor-Green vortex flow, lid-driven cav-
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1 Introduction

The lattice Boltzmann method (LBM) has some unique advantages for simulating various
complex flow problems [1]. Among many models of the LBM, the single-relaxation-time
(SRT) model (with the Bhatnagar-Gross-Krook collision operator) has been popular be-
cause it has a simpler collision term [2]. However, this model becomes unstable when
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simulating high Reynolds-number flows [3]. Many efforts have been made to improve
the stability of the LBM. Hou improved the robustness of the SRT model by introducing
a large eddy model for turbulence simulations [4]. He proposed a multi-grid method
that imposes curvilinear coordinates near the boundary walls to increase the Reynolds
number in simulated problems [5]. Zhang improved the numerical stability by introduc-
ing fractional volume in the LBM [6]. Shu suggested a step-by-step LBM that combines
the standard LBM with the fractional step method [7]. A significant improvement of the
accuracy and stability of LBM was not achieved until the establishment of the multiple-
relaxation-time (MRT) model [8], which was theoretically analyzed in detail by Lalle-
mand and Luo in 2000 [9]. In the MRT model, the collision process is conducted in the
moment spaces, and different relaxation times correspond to different physical variables.
The numerical stability and accuracy of MRT model is much better than other lattice
Boltzmann models [10,14,21], and the model provides much richer physical information
of the fluid field. According to some reports, the simulation costs are 15% higher than
the SRT model, but the stability and accuracy benefits override the computational ex-
pense [11]. The MRT model has been widely used to simulate flows, especially flows of
high Reynolds number [12–14]. However, the MRT model becomes unstable when the
single-grid Reynolds number is very high if no additional effort, such as the subgrid-scale
modeling, is adopted [15].

Recently, a viscosity counteracting approach (VC) was proposed by Cheng et al. for
improving stability of the SRT-model in simulations of high Reynolds number flows [16].
The main idea is to counteract the artificial viscosity corresponding to a flow of greater
viscosity introduced intentionally to simulate an actual flow with smaller viscosity in a
stable way by adding an external foring term to the equations. The enhanced stability
and accuracy of this approach were verified on typical benchmarks. There are still rooms
for improving its effectiveness. Because the approach works well for SRT-LBM and MRT
model has better stability and accuracy than SRT model, one may anticipate that better
performance can be achieved by introducing the viscosity counteracting approach into
MRT model.

The aim of this study is to develop a viscosity counteracting approach for the MRT-
LBM and verify its effectiveness. Section 2 describes the basic theory of the MRT model
and the principles of the proposed approach. Section 3 addresses the verification of the
approach by some benchmarks: 2D Poiseuille flow, Couette flow, Taylor-Green vortex
flow and lid-driven cavity flow, and 3D rectangular jet. Section 4 concludes the paper.

2 Methods

2.1 Multiple-relaxation-time model

Without loss of generality, we consider the two-dimensional-nine-velocity (D2Q9) model
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with an MRT collision operator [9]:

fα(x+eαδt,t+δt)= fα(x,t)−M
−1

Ŝ[mα(x,t)−m
eq
α (x,t)]+δtFα, α=0,1,··· ,8, (2.1)

where { fα(x,t) : α=0,1,··· ,8} are the discrete distribution functions at position x and time
t. The discrete velocities {eα : α=0,1,··· ,8} are defined by e0 = (0,0), e1 =−e3 = (1,0)c,
e2=−e4=(0,1)c, e5=−e7=(1,1)c, and e6=−e8=(−1,1)c. Here, c=δx/δt, δx is the lattice s-
pacing and δt is the time step. The distribution and the equilibrium distribution function-
s in the moment space are given by {mα(x,t) : α=0,1,··· ,8} and {m

eq
α (x,t) : α=0,1,··· ,8},

respectively. M is the transformation matrix, Ŝ is the non-negative diagonal matrix, and
{Fα : α=0,1,··· ,8} are the forcing terms accounting for a body force F. In the D2Q9 model,
M is given by
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. (2.2)

The equilibrium distribution functions in the moment space m
eq are

m
eq=ρ

(

1,−2+3u
2,1−3u

2,ux,−ux,uy,−uy,u2
x−u2

y,uxuy

)T
. (2.3)

The relaxation transform matrix Ŝ is

Ŝ=diag
(

sρ,se,sε,sχ,sq,sχ,sq,sν,sν

)

. (2.4)

Similar expressions of D3Q19 model can be referenced to [11, 14, 21]. In Section 3, the re-
laxation parameters for 2D test cases, are given as sρ=sε=sχ=1.0, se=sq=1.2, while sν are
determined according to kinematic viscosity; for 3D test case, they follow reference [14].
How the forcing term is introduced strongly influences the performance of the method
mentioned in the next section. Since the counteracted viscosity term is of second-order
accuracy, the numerical treatment of the forcing term must be at least second-order accu-
rate. Otherwise, second-order dissipations may affect the simulation results. The force
term of LBE proposed by Cheng et al. [17] is adopted, which can be written as

Fα=
1

2
[gα(x,t)+gα(x+eαδt,t+δt)], (2.5)

where gα(x,t) in Eq. (2.5) is given by

gα=ωα

{

A+F ·
[ (eα−u)

c2
s

+
(eα ·u)eα

c4
s

]}

, (2.6)
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in which u is velocity, wα is the weighting parameters: ω0=4/9, ω1−4=1/9, ω5−8=1/36,
A is the source term in the fluid continuity equation, here A= 0, and F is the external
forcing term for the momentum equation. For steady flow or changing slowly unsteady
flow, the next time step gα(x+eαδt,t+δt) may be computed as gα(x+eαδt,t) for simplicity.
The density ρ and the velocity u are defined as

ρ=∑
α

fα, ρu=∑
α

eα fα. (2.7)

2.2 Viscosity counteracting approach

When simulating high Reynolds number flows, instabilities arise from small dissipa-
tion at low viscosity. The viscosity term in the Navier-Stokes (N-S) equations involves
a second-order derivative, which plays a dissipation role that maintains the numerical
stability. In numerical simulations of the N-S equations, higher-order truncation errors
also play a vital role in maintaining the stability and the accuracy. The widely used LBM
models are second order in space, and may be rendered more stable by modifying the
third or higher-order truncation error terms without affecting the convergence rate. In
addition, we all know that the relaxation time τ cannot be smaller than 0.5, i.e., the vis-
cosity in LBM cannot be smaller than 0. However, in the computing process with a low
viscosity, the viscosity error may be negative due to the numerical error, which is one of
the reasons for numerical instability [16]. Therefore, we may add an extra viscosity term
in the N-S equations, as shown in Eq. (2.8), which is later canceled out by treating it as an
external forcing term [16]

∂(ρui)

∂t
+

∂(ρuiuj)

∂xj
=− ∂p

∂xi
+(ν+νc)

∂

∂xj
(2ρSij)−νc

∂

∂xj
(2ρSij). (2.8)

On the right side of Eq. (2.8), the (ν+νc) in the second term is the viscosity specified in
the simulation (applied viscosity), and νc is the viscosity to be counteracted (counteract-
ed viscosity). The difference between them is the desired simulation viscosity ν (target
viscosity). In the viscosity counteracting approach, the external force Fi is given by

Fi=−νc

∂(2ρSij)

∂xi
, (2.9)

where

Sij =
1

2

(∂ui

∂xj
+

∂uj

∂xi

)

is the strain rate tensor. The calculation of Eq. (2.9) should also be second order accurate
or higher. Sij can be calculated from the non-equilibrium part of the distribution function:

Sij =
3sν

2ρ

b

∑
α=1

[ fα− f
eq
α ]eαieαj, (2.10)
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where sν is the relaxation factor corresponding to the applied viscosity, i.e.,

sν =1/(3(ν+νc)+0.5). (2.11)

The partial derivatives of Sij may be obtained by a finite-difference scheme of forth-order
accuracy:

∂φ

∂x
=

−φi+2+8φi+1−8φi−1+φi−2

12δx
. (2.12)

It should be noted that, for the nodes at the boundary vicinity, the partial derivatives of
Sij may be calculated by extrapolation methods. Using the above viscosity counteract-
ing approach, we can improve the stability of MRT-based simulation. Stability can be
enforced by artificially specifying the applied viscosity based on numerical experimenta-
tion. To limit the errors in the result to an acceptable range, the applied viscosity should
not be very large.

3 Verifications

Three 2D benchmarks including Poiseuille flow, Couette flow and Taylor-Green vortex
flow are simulated to verify the effectiveness and accuracy of the MRT-VC scheme, and
2D lid-driven cavity flow and 3D rectangular jet are presented to prove that MRT-VC has
better accuracy and stability than MRT-LBM and SRT-VC.

3.1 Poiseuille flow

The analytical solution of Poiseuille flow is [18, 19]

u∗
x(y)=U0

(

1− (2y−Ny)
2

N2
y

)

, u∗
y(x,y)=0, (3.1a)

p∗1−p∗2 =8ρνU0
Nx

N2
y

, (3.1b)

where U0 is the maximum velocity along the central line, p1 and p2 are the inlet and
outlet pressures, and the superscript ∗ denotes the analytical values. At both sides, the
inlet velocity profile ux(0,y) = u∗

x(y) and the outlet pressure p2 = p∗2 = 1.0 are specified.
At the lower and upper wall, the nonslip condition is imposed. The two-dimensional
rectangular region is discretized into a mesh of Nx×Ny nodes, where Nx and Ny are the
lattice node numbers. We specify Nx=2Ny, Ny=10,20, and 40, and U0=0.1. Without the
viscosity counteraction, the lowest stable viscosity attained by SRT and MRT models is
just around 0.02 and 0.01, respectively. Using the MRT-based viscosity counteracting ap-
proach (denoted as MRT-VC), we can simulate small target viscosities such as 0.01, 0.005,
0.002, 0.001, and 0.000, by setting the applied viscosity to 0.02, the corresponding coun-
teracted viscosity are 0.01, 0.015, 0.018, 0.019, 0.2. Under identical conditions, we can also
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Table 1: Comparison of viscosity errors in Poiseuille flow simulated by MRT-VC and SRT-VC.

Ny Method ν=0.01 ν=0.005 ν=0.002 ν=0.001 ν=0.000

10
MRT−VC 4.153e−6 1.042e−5 2.920e−5 4.138e−5 7.277e−5

SRT−VC 3.352e−4 5.353e−4 7.105e−4 7.843e−4 8.731e−4

20
MRT−VC 4.022e−6 5.176e−6 7.688e−6 8.257e−6 3.103e−5

SRT−VC 1.956e−4 3.207e−4 4.452e−4 5.208e−4 5.953e−4

simulate these small viscosity cases by the SRT-based viscosity counteracting approach
(denoted as SRT-VC) for comparison between the two methods. From the simulated re-
sults of Poiseuille flow, we obtain the resulting viscosity ν′ through solving Eq. (3.1b),
in which the inlet pressure is given as the simulated value. By analyzing the errors in
|ν′−ν|, the difference between the resulting viscosity and the target viscosity, we can e-
valuate the characteristics of the viscosity errors in both methods. Table 1 compares the
viscosity errors between MRT-VC and SRT-VC. The magnitude of the error in MRT-VC is
around 10−6 to 10−5, while that in SRT-VC is around 10−4, indicating that the former is
more accurate than the latter.

To analyze the convergence features of MRT-VC, we simulate the Poiseuille problem
on different mesh sizes. Fig. 1 plots the spatial convergence curves of the error in velocity.
The velocity error here is defined as the maximum relative velocity error in the whole
flow field, given as

Eum=max
(√

(ux−u∗
x)

2+(uy−u∗
y)

2/U0

)

.

Fig. 1 excludes the case of ν = 0.000 in mesh size Ny = 40, which is unstable unless the
relaxation factor matrix is altered. The curves for ν= 0.001 to 0.01 show that the spatial
convergence of MRT-VC is second order, indicating that MRT-VC preserves the second-
order spatial accuracy of LBM.
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Figure 1: Spatial convergence characteristics of velocity error in Poiseuille flow simulated by MRT-VC.
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3.2 Couette flow

Couette flow is simulated to test whether MRT-VC can handle strong shearing transient
flows. The rectangular region is also discretized as a Nx×Ny lattice. Initially, the flow
is stationary with velocity u(x,y,0) = 0 and pressure p(x,y,0) = p0. Periodic boundary
conditions are applied on the left and right sides of the simulation domain. Velocity
boundary condition u=U0 is applied on the bottom, and nonslip condition is applied on
the top. The analytical velocity profile is given by [19]:

u∗
x(y,t)=U0

(

1− y

Ny

)

−
∞

∑
i=1

[2U0

iπ
sin

(

iπ
y

Ny

)

exp
(

−i2π2 ν·t
N2

y

)]

, (3.2a)

u∗
y =0. (3.2b)

The lattice size is fixed as Nx×Ny = 100×100, and the parameters are as fol-
lows: the bottom velocity U0 = 0.1, the applied viscosity 0.01, the target viscosity ν =
0.005,0.001,0.0005, and 0.0001, the corresponding counteracted viscosity are 0.005, 0.009,
0.0095, 0.0099. Table 2 lists the Eum errors of MRT-VC and SRT-VC at various ν and ν·t,
where Eum is the maximum relative velocity error in the whole field, defined in Section
3.1. It is noticed that the errors increase as the target viscosity ν decreases (the counter-
acted viscosity νc increases), and decrease as ν·t increases. MRT-VC yields smaller error
than SRT-VC. At ν·t=1, the errors by MRT-VC are only 1/3 to 1/2 of those of SRT-VC. As
ν·t increases to 50, the error ratios reduce to 1/5 to 1/3. The significant error reduction
of MRT-VC relative to SRT-VC for transient Couette flow demonstrates that MRT-VC can
properly capture sharp velocity gradient transition (or large flow shearing). Fig. 2 plots
the velocity convergence curves as functions of time in MRT-VC simulations of Couette
flow. In the case of ν·t larger 5 or ν larger than 0.0005, the convergence rate is approx-
imately first order, revealing that MRT-VC guarantees the first-order temporal accuracy
of LBM.

Table 2: Velocity errors for the 2D Couette flow simulated by MRT-VC and SRT-VC comparing with analytical
values.

ν ·t Method ν=0.005 ν=0.001 ν=0.0005 ν=0.0001

c
MRT−VC 0.01005 0.05626 0.08672 0.19559
SRT−VC 0.03573 0.12336 0.18242 0.33936

5
MRT−VC 0.00193 0.01469 0.02808 0.09085
SRT−VC 0.00906 0.05248 0.08611 0.19536

10
MRT−VC 0.00095 0.00770 0.01540 0.05764
SRT−VC 0.00480 0.03119 0.05467 0.14453

50
MRT−VC 0.00019 0.00161 0.00339 0.01660
SRT−VC 0.00100 0.00770 0.01515 0.05612
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Figure 2: Temporal convergence characteristics of velocity error in Couette flow simulated by MRT-VC.

3.3 Taylor-Green vortex flow

To analyze the influence of wave number on the stability of MRT-VC, the method is tested
on Taylor-Green vortex flows. The analytical solutions of this flow obtained from the 2D
incompressible N-S equations are as follows:

u∗
x(x,y,t)=−U0cos

(

k·2π
x

N

)

sin
(

k·2π
y

N

)

exp(−2k2νt), (3.3a)

u∗
y(x,y,t)=U0sin

(

k·2π
x

N

)

cos
(

k·2π
y

N

)

exp(−2k2νt), (3.3b)

where U0 is the magnitude of the initial velocity, ν is the shear viscosity, k is the wave
number, and N is the domain size. Simulations of this decaying vortex phenomenon are
conducted on a Nx×Ny =N2=1002 lattice with periodic boundary conditions at all four
sides. Selected parameters are U0 = 0.1 and k = 1,2,··· ,10. After many trial-and-error
simulations, we have identified critical viscosities for stable vortices, i.e., the smallest vis-
cosities at which the vortices maintain their initial shapes throughout 10000 LBM steps.
We apply the four LBM methods: MRT, SRT, MRT-VC, and SRT-VC, and compare their
critical viscosities at different wave numbers. As shown in Fig. 3, the critical viscosities
are very small for k=1,2, and 10, and relative larger for k=3 to 9. Compared with MRT
and SRT, MRT-VC and SRT-VC approach can yield smaller critical viscosities. In addi-
tion, the critical viscosities identified in MRT-VC are smaller than those in SRT-VC. This
suggests that MRT-VC is more stable than SRT-VC.

3.4 Lid-driven cavity flow

To test whether MRT-VC can simulate high Reynolds number complex vortex flows with
good accuracy and stability, we apply it to the lid-driven cavity problem. The velocity
U0=0.1 is specified on the top boundary and nonslip condition is used on the bottom and
the two sides. First, we used a 100×100 lattice to simulate Re=5000 flow, which needs the
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Figure 3: Comparison of critical viscosities at different wave numbers in Taylor-Green vortex flow simulated by
four LBM methods.
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Figure 4: Streamlines of the lid-driven cavity flow at Re=5000 simulated by MRT-VC.
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Figure 5: Comparison of axial velocity profiles of the lid-driven cavity flow at Re=5000.

target viscosity of 0.002. Both MRT and MRT-VC yield stable results while SRT simulation
is divergent. The viscosity counteracting approach assume an applied viscosity of 0.003.
Fig. 4 shows the streamlines of the lid-driven cavity flow at Re=5000 generated by MRT-
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Figure 6: Streamlines of the lid-driven cavity flow at Re=10000 simulated by MRT-VC.
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Figure 7: Comparison of the axial velocity profiles of the lid-driven cavity flow at Re=10000.

VC. Fig. 5 shows the velocity profiles along the central axes. Apparently, the results
of MRT-VC and MRT are almost the same, and both are consistent with the reference
data [20]. Next, we simulate the lid-driven cavity flow at Re = 10000. The parameters
are unchanged, but the lattice is doubled to 200×200. Not only SRT but also MRT are
unstable in this case. MRT-VC with applied viscosity of 0.003 is stable and yield the
results in Fig. 6 and Fig. 7. The MRT curves in Fig. 7 are obtained on a finer lattice of
250×250. Apparently, the results obtained by MRT-VC are consistent with those obtained
by the fine-mesh high-order scheme in reference [20]. The centers of the primary and
secondary vortices for Re=5000 and 10000 flows are quantitatively compared in Table 3,

Table 3: Locations of the vortex foci of the lid-driven cavity flow.

Re Method
Vortex focus locations (x,y)

Main vortex Top left Bottom left Bottom right

5000
Present (0.515, 0.536) (0.059, 0.909) (0.070, 0.132) (0.810, 0.070)

Erturk [20] (0.515, 0.535) (0.063, 0.910) (0.073, 0.137) (0.805, 0.073)

10000
Present (0.512, 0.530) (0.076, 0.904) (0.074, 0.154) (0.782, 0.058)

Erturk [20] (0.512, 0.530) (0.072, 0.912) (0.058, 0.163) (0.777, 0.060)
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Figure 8: Pressure distribution of the lid-driven cavity flow at Re=10000 simulated by MRT-VC at the steady
state.
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Figure 9: Pressure distribution of the lid-driven cavity flow at Re= 20000 simulated by MRT-VC at a certain
moment.

which also shows the accuracy of MRT-VC. To visualize the source of instability, we plot
the pressure distribution in Fig. 8, and focus on the upper left corner, where instability
is typically initiated by strong shearing. Rough zigzag patterns appear in the contours
of this corner, but are restricted to a small magnitude. These results demonstrate that
MRT-VC can simulate large Reynolds number flow on a coarser lattice while maintaining
accuracy and stability.

To further verify that MRT-VC enhances numerical stability, we increase the flow
Reynolds number to Re=20000 on a 200×200 lattice by letting the target viscosity 0.001
and other parameters unchanged. Under these conditions, the flow becomes turbulent
and more subordinate vortices appear, consistent with existing reports [20]. The vortices
evolve and move within their own cycles, and no instability occur. Fig. 9 shows the pres-
sure distribution at a particular time instant. The pressure contours are smooth except for
a very limited rough region in the upper left corner, indicating strong numerical stability
there. In addition, using MRT-VC and a 200×200 lattice, we can simulate the flow with
Re= 60000 or even larger. However, due to the lack of data for comparison, we do not
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present these results.

3.5 Three-dimensional (3D) rectangular jet

The 3D rectangular jet is simulated to test the effect of MRT-VC for 3D turbulence flow.
Fig. 10 depicts the schematic configuration and coordinate system of the flow field. U0 is
jet velocity; Uc is the mean velocity on the jet axis; hy and hz are the velocity half-width
in the y− and z− directions, respectively. The velocity half-width denotes that the dis-
tance between the jet axis and the point which velocity is equal to a half of the mean
velocity on the jet axis. The computational domain of the flow field is a rectangular duct
(Ω =W×H×L). The air issues into the duct from a rectangular orifice (A = w×h) for
which the equivalent diameter can be expressed as De=2

√
wh/π. Reynolds number is

calculated from height (h), velocity (U0) and kinematic viscosity of air (ν). We set the ini-
tial and boundary conditions by the reference [21]: the whole velocity field is initialized
as zero; the jet orifice is set as uniform velocity boundary; Periodic boundary conditions
are applied in both y− and z− directions. Like in the literature [22], the physical and
lattice parameters are listed in Table 4.

Figure 10: Schematic configuration and coordinate system for the rectangular jet flow.

According our test, with the same mesh and boundary conditions, the MRT-LBM fails
to simulate the Re=15000 case because of instability and divergence. Therefore, only the
results simulated by MRT-VC is presented. The target viscosity is set as 0.00009, and the
applied viscosity is 0.001. The velocity half-width and turbulence intensity are presented
and compared with the experimental data. Fig. 11 illustrates the development of the
normalized velocity half-width on the y− and z− directions along the jet centerline. The

Table 4: Computational parameters of the rectangular jet case.

AR (w/h) Re U0 A=w×h De Ω=W×H×L

Physical unit
5 15000

23(m/s) 0.05×0.01 (m) 0.025(m) 0.1×0.042×0.032(m)
Lattice unit 0.1 70×14 35 150×60×450
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Figure 11: Development of the normalized velocity half-width on the y− and z− directions along the jet
centerline.
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Figure 12: Streamwise turbulence intensity u′/U0 along the jet centerline.

hy increases monotonically, which indicates the jet rapidly mixing and spreading along
the y− direction. Meanwhile, for the large aspect ratio (w/h=5.0) jet, the hz decreases at
early stages and then stays nearly constant. Although the simulated results are not well
agreement with the experiment values, the general trends are captured. Fig. 12 shows
the streamwise turbulence intensity (u′/U0) along the jet centerline. The curve increases
rapidly near the jet orifice where severe local shear leads to high turbulence, and then, it
stay near a constant at the later stages. For this trend, the simulated results yield a better
agreement with the experiment data.

It should be noted that, for this case, the highest Reynolds number successfully simu-
lated by MRT-LBM is less than 4000. The performance indicates that, MRT-VC makes an
obvious improvement over MRT-LBM.

4 Conclusions

We have proposed a viscosity counteracting approach in order to enhance the stability
of the lattice Boltzmann method (LBM) for simulating high Reynolds number flows. The
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basic idea is to stabilize the simulation by adding an extra viscosity term, and then re-
moving it through a counteracting external forcing term. The effectiveness and accuracy
of the viscosity counteracting approach in the multiple-relaxation-time (MRT) model are
verified by simulations of benchmark problems: 2D Poiseuille, Couette, Taylor-Green
vortex and lid-driven cavity flows, and 3D rectangular jet. Evidently, this approach im-
proves numerical stability of the MRT model at higher single-grid Reynolds number. The
approach is more beneficial for the MRT-LBM than the SRT-LBM. To ensure accuracy, the
forcing term must be treated by a second or higher order scheme. The approach preserves
the original accuracy of the LBM: second order in space and first order in time. Although
the approach adds some computational expense to the LBM, the extra cost is partially
offset by the reduced number of grid nodes to simulate the same flow. While this prelim-
inary study has demonstrated the feasibility of the approach, its intrinsic mechanism is
not yet clear and should be investigated in a future study.
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