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Abstract. In this paper, we introduce a nonconforming Nitsche’s extended finite
element method (NXFEM) for elliptic interface problems on unfitted triangulation
elements. The solution on each side of the interface is separately expanded in the
standard nonconforming piecewise linear polynomials with the edge averages as
degrees of freedom. The jump conditions on the interface and the discontinuities
on the cut edges (the segment of edges cut by the interface) are weakly enforced
by the Nitsche’s approach. In the method, the harmonic weighted fluxes are used
and the extra stabilization terms on the interface edges and cut edges are added to
guarantee the stability and the well conditioning. We prove that the convergence
order of the errors in energy and L2 norms are optimal. Moreover, the errors are
independent of the position of the interface relative to the mesh and the ratio of
the discontinuous coefficients. Furthermore, we prove that the condition number of
the system matrix is independent of the interface position. Numerical examples are
given to confirm the theoretical results.
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1. Introduction

In this paper we consider the following elliptic interface problem:
−∇ · (a(x)∇u) = f in Ω1 ∪ Ω2,

[u] = gD, [(a(x)∇u) · n] = gN on Γ,

u = 0 on ∂Ω,

(1.1)
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Figure 1: A sample domain Ω and an unfitted mesh.

where Ω = Ω1 ∪Γ∪Ω2 is a bounded and convex domain in R2, Ω1 and Ω2 are two sub-
domains of Ω separated by the interface Γ = ∂Ω1 ∩ ∂Ω2 (see Fig. 1 for an illustration).
[v] = v|Ω1 − v|Ω2 denotes the jump of v across the interface Γ, and n is the unit normal
vector to Γ pointing from Ω1 to Ω2. We assume that a(x) = ai for x ∈ Ωi with constants
ai > 0, i = 1, 2, and denote by amin = mini=1,2{ai}, amax = maxi=1,2{ai}. We further
assume that the interface Γ is C2-smooth.

The problem (1.1) is often occurred in material sciences and fluid dynamics which
involves two or more distinct materials or fluids with different densities, conductivities
or permeabilities. Much attention has been paid to the numerical methods for this
problem in recent decades. We refer to the immersed boundary element method [1],
the finite difference methods (see, for example, the immersed interface method [2]
and the ghost fluid method [3]) and the finite element methods (see, for example,
the multiscale finite element method [4], the immersed finite element method [5–10],
the ghost fluid method [44], the splitting collocation method [43], the weak Galerkin
finite element method [42, 45], the unfitted finite element method [11–16, 18] and
the mortar element method [19]). In this paper, we focus on the numerical methods
related to the finite element implementations.

Since the global regularity of the solution is low due to the nature of the inter-
face and discontinuity of the coefficients in the equation, the performance of the stan-
dard finite element method is not very well unless the interface coincides with mesh
lines. One strategy to solve the interface problems with accurate approximation is
the interface-fitted grid methods where the discontinuity is directly captured by the
mesh (see [19–24] and the references therein). However, it is difficult and time con-
suming to generate a body fitted grid for the interface problems with the complicated
interface. In particular, for the moving interface problems, such a difficulty is more
severe because of the expensive remeshing at each time step to maintain a good mesh.
Therefore, various unfitted grid methods for the problem (1.1) have been proposed in
the literature, where the interface can be arbitrarily located with respect to the mesh
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(see [6–15,23,25,26] and the references therein).
In fact, the key point of the design of the numerical methods for the interface prob-

lems is the treatment of the discontinuities. Special techniques to incorporate the jump
conditions on the interface with an unfitted grid method are needed. One way is the
immersed finite element methods [2,5–10] where the finite element basis functions are
locally modified for elements intersected by the interface to satisfy the jump conditions
across the interface strongly or weakly. The other way is the Nitsche’s extended fi-
nite element method (NXFEM) (also called the unfitted interface penalty finite element
method or cut finite element method), in which the finite element space is enriched
with extra basis functions across the interface and the discontinuity of the finite ele-
ment space is then handled by the Nitsche’s approach originally proposed for enforcing
Dirichlet boundary condition through penalties [46]. This method was first proposed
by Hansbo and Hansbo in [11] to solve the elliptic interface problem. Then a variety
of related methods have been developed for different problems, such as elliptic inter-
face problems [12,13,15,16,18,25], Stokes interface problems [27,28] and the Oseen
problem [29].

For most of the NXFEMs, there are still two issues to consider. The first is whether
the condition number of the system matrix is independent of the location of the in-
terface relative to meshes. As shown in [30], the system matrix may be very ill-
conditioned if the interface elements have very small cuts or the cut elements have very
small intersection with the physical domain. To address this problem, Burman [30] pro-
posed the classical Nitsche’s method for the Possion’s problem by adding a penalty term
in the bilinear formulation that contained the difference between the solution and an
L2-projection of the solution on a patch of elements in the vicinity of the boundary. Fur-
ther, Burman and Hansbo [31] proposed the fictitious domain Nitsche’s method for the
Possion equation with inhomogeneous Dirichlet conditions by adding a penalty term
for normal-derivative jumps over the element face in the bilinear formulation. And
then in [14], Wadbro et al. proposed a uniformly well-conditioned, unfitted Nitsche’s
method for the interface problems where the solutions on each side of the interface
were enriched on the entire domain and the stabilized projection operators were in-
volved in the bilinear formulation. Most of the above methods use the extra stabiliza-
tion terms to guarantee the well conditioning. We remark that the preconditioning
techniques has also been used in [32] to overcome the ill-conditioning. The second
one is whether the error estimates are independent of the jump of the coefficients. To
our knowledge, for most of the unfitted methods ([11–13, 15]) and even the above
paper [14] to solve the interface problems, this issue is not clear. Consequently, some
works have been introduced to ensure that the errors are independent of the ratio of
discontinuous coefficients. For example, a modification of the NXFEM proposed in [11]
was considered in [25], which is robust with respect to the coefficients. And a multi-
scale finite element method was proposed in [4] where it is proved that energy error
estimates are independent of the contrast of the coefficients. Then, for high-contrast
interface problems, Guzman, et al. [26] proposed a finite element method which de-
fined local basis functions satisfying the continuity of the function and the continuity
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of the flux at certain points across the interface. They also added an extra stabilization
term penalizing the jumps of the normal derivatives of the approximation across the
edges cut by the interface. This idea was borrowed from the stabilized unfitted Nitsche
method developed by Burman and Zunino in [17] and it is shown that the method
introduced in [17] is robust with respect to diffusion contrast. Further, the Nitsche’s
method for the interface problems was introduced in [16] by adding the stabilized
terms on some edges of elements cut by the interface. In a recent paper [18], the
authors proposed an unfitted interface penalty finite element method which combined
with the trick of the merging elements. This work has the following good features: the
errors are optimal and independent of the location of the interface and the jump of the
coefficient; in addition, the condition number of the system matrix is independent of
the location of the interface with respect to the mesh.

However, there are few works using the nonconforming elements to solve the in-
terface problems. It is well-known that the nonconforming elements on triangulation
elements are used extensively due to their small stencil satisfying the inf-sup condition
for Stokes equations. Therefore, it is necessary to analyze the nonconforming finite
element method to solve the interface problems. We can refer to the works [9,33–35]
for the nonconforming finite element method implementation. For example, the im-
mersed finite element methods with the nonconforming elements on triangular meshes
and rectangular meshes are proposed in [33] and [9] respectively. In [35], Capatina,
et al. studied a nonconforming finite element method for an elliptic interface problem
by adding some stabilization on the cut edges. It is shown that optimal a priori error
estimates are robust with respect to the geometry and to the diffusion parameters. And
then [34] presented the nonconforming Nitsche’s extended finite element method on
triangular meshes in two cases for an elliptic interface problem. One is the same as that
method proposed in [35], and the other is obtained by modifying the nonconforming
basis function on the cut elements. However, in these two papers the condition number
of the system matrix has not been taken into consideration.

In this paper, we follow the partition in [34, 35], allowing elements cut by the in-
terface and defining the enriched nonconforming finite element space. The difference
from [34, 35] is that we use the weighted average flux only related to coefficients in-
stead of that related to coefficients and subareas of the interface elements across the
interface to guarantee the errors to be independent of the ratio of the discontinuous
coefficients. This weighted average flux was used in [18] to solve elliptic interface
problems with continuous piecewise finite elements. Comparing with the conforming
elements, the nonconforming elements exhibit discontinuities across the local cut seg-
ments of the edges for the cut elements. Thus, special dispose for the cut segments is
needed (see [34, 35]). In this paper, we use the arithmetic average flux instead of the
weighted average one on the cut segments used in [34, 35]. Extra stabilization terms
are added in the bilinear form, which adopt the techniques in [16, 26] (here we use
different basis functions) to guarantee the stability and a well conditioning. In sum-
mary, we propose a nonconforming extended finite element method for the interface
problems, which possesses all the good features of the work in [18]. Namely, the errors



A Well-Conditioned, Nonconforming Nitsche’s Extended Finite Element Method 103

in the energy and L2 norms are independent of the jump of the coefficients. Moreover,
both the errors and the condition number of the stiffness matrix are independent of the
interface position relative to the mesh.

The paper is organized as follows. In Section 2, we describe the Nitsche’s extended
finite element method with the nonconforming elements. In Section 3, we list some
preliminary lemmas. The errors in the energy and L2 norms are given in Section 4. In
Section 5, we discuss the condition number of the discrete system. Numerical tests are
presented in Section 6. Finally, we make a conclusion in Section 7.

Throughout the paper, C,C1, C2, Ci1, Ci2, · · · are used to denote the generic posi-
tive constants which are independent of h, the penalty parameters, and the jump of
the coefficient a(x). We also use the shorthand notation A . B and B & A for the
inequality A ≤ CB and B ≥ CA.

2. NXFEM with the nonconforming elements

In this section, we give the formulation of the nonconforming Nitsche’s extended
finite element method.

First, we introduce some notations. Let {Th} be a family of conforming, quasi-
uniform, and regular triangulations of the domain Ω, which is independent of the po-
sition of Γ. Moreover, we need to make some assumptions concerning the intersection
between Γ and the mesh (see Assumptions (A1)–(A3) below). For any K ∈ Th, we
define hK as diam(K) and denote h := maxK∈Th hK . Note that any element K ∈ Th is
considered as closed. Define the set of cut elements by GΓ

h := {K ∈ Th : K ∩ Γ 6= ∅}.
In particular for K ∈ GΓ

h, we denote ΓK = K ∩ Γ. Then we introduce T ih := {K ∈ Th :
K ∩ Ωi 6= ∅} and Ωi

h := ∪K∈T i
h
K for i = 1, 2. See Fig. 2 for an illustration of these

definitions. Denote the set of all edges of T ih by εih. For each interior edge e ∈ εih, there
are two elements Kl and Kr sharing the common side e, which is associated with a unit
normal vector ne pointing from Kl to Kr.

In this paper, we make the following assumptions (see [27,28]):

(A1) It is assumed that the interface intersects the boundary of each triangle at most
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Figure 2: Illustration of definitions of set GΓ
h and sub-domains Ω1

h and Ω2
h. Left figure: elements in GΓ

h

(cobalt blue area). Center figure: sub-domain Ω1
h (cobalt blue area). Right figure: sub-domain Ω2

h (cobalt
blue area).
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two points and each (open) edge at most once, or that the interface coincides
with one edge of the element.

(A2) The interface is defined by the zeros isoline of a level set function. The level
set function is then approximated by linear interpolation on the computational
mesh. The interface is approximated by a chain of straight lines. That is to
say, we assume that the straight line ΓK,h connecting the points of intersection
between Γ and ∂K is a good approximation of ΓK for K ∈ GΓ

h.

(A3) It is assumed that the mesh coincides with the outer boundary ∂Ω.

Assumptions (A1) and (A2) state that the interface is well resolved by the mesh
with an enough small mesh. Moreover, these two assumptions imply that the discrete
approximation of the interface divides elements into simple shapes (two triangles or a
triangle and a quadrilateral).

Before introducing the NXFEM space with nonconforming elements, we define the
space

Vi := {v ∈ L2(Ωi
h) : v ∈ H2(K), ∀K ∈ T ih}, i = 1, 2.

Further, we define a weak space:

V := {v : v|Ωi ∈ Vi|Ωi , i = 1, 2, v|∂Ω = 0}.

Denote the standard finite element space of nonconforming linear polynomials with
support in Ωi

h by

V i
h :=

{
v ∈ L2(Ωi

h) : v|K ∈ Sh(K) if K ∈ T ih ;

if e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ T ih , then
∫
e
[v] ds = 0;

if e = ∂K ∩ ∂Ω, K ∈ T ih , then
∫
e
v ds = 0

}
, i = 1, 2, (2.1)

where

Sh(K) := span
{
φl : φl ∈ P1(K),

1

|em|

∫
em

φl ds = δlm, em ∈ ∂K, l,m = 1, 2, 3

}
.

Then our nonconforming extended finite element space is defined by

Vh := {vh : vh|Ωi ∈ V i
h |Ωi , i = 1, 2}.

The set of uncut edges of T ih contained in Ωi and the set of cut segments contained
in Ωi are also of interest. We denote them by εi,nch and εi,cuth respectively, which are
defined as follows:

εi,nch := {e ∈ εih : e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ T ih and e ⊂ Ωi},
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Figure 3: Illustration of definitions of set ε1,nc
h , ε1,cut

h and εΓ,1
h . Left figure: edges in ε1,nc

h (red lines).

Center figure: edges in ε1,cut
h (red lines). Right figure: edges in εΓ,1

h (red lines).

and
εi,cuth := {ẽ = e ∩ Ωi : e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ GΓ

h}.

That is to say, for each edge ẽ ∈ εi,cuth , there exist two cut elements Kl,Kr ∈ GΓ
h and

Ki
j = Kj ∩ Ωi, j = l, r such that ẽ = Ki

l ∩ Ki
r. Define jump and jump of the flux of

v ∈ V + Vh respectively by

[v] = v|Ki
l
− v|Ki

r
and [∇v · nẽ] = ∇v|Ki

l
· nẽ −∇v|Ki

r
· nẽ,

provided that nẽ is a unit normal vector to the edge ẽ pointing from Ki
l to Ki

r. Similarly,
for e ∈ εi,nch , we can also define the jump of v ∈ V + Vh on e and a unit normal vector
to the edge e by ne. In particular, we note that [v] = v|K for e ∈ ε2,nc

h ∩ ∂Ω and e ⊂ ∂K
with K ∈ T 2

h . See Figs. 3(left and center) for an illustration of definitions of ε1,nc and
ε1,cut
h respectively.

Further, the set of all the edges of GΓ
h restricted to the interior of Ωi

h is denoted by

εΓ,i
h := {e = ∂Kl ∩ ∂Kr : Kl,Kr ∈ T ih , Kl or Kr ∈ GΓ

h}.

Then we define jump [∇v] = ∇v|Kl
−∇v|Kr for v ∈ V + Vh on each edge e ∈ εΓ,i

h . See
Fig. 3(right) for an illustration of the definition of εΓ,1

h .
For any v ∈ V + Vh and weights wi ∈ (0, 1), i = 1, 2, we define the averages {v}w

and {v}w on the interface Γ as follows:

{v}w = w1v1|Γ + w2v2|Γ, {v}w = w2v1|Γ + w1v2|Γ,

where vi = v|Ωi , i = 1, 2. In this paper, we use the so-called “harmonic weights” as
adopted by [18,36],

w1 =
a2

a1 + a2
, w2 =

a1

a1 + a2
.

Similarly, we denote the arithmetic weights {v}k on the cut edges ẽ ∈ εi,cuth by

{v}k =
1

2
vl|ẽ +

1

2
vr|ẽ,
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where vj = v|Kj , j = l, r, Kl,Kr ∈ GΓ
h. We now give the nonconforming NXFEM

based on the weak formulation of problem (1.1), penalty terms of the jump across the
interface and the jump across the cut segments contained in Ωi, and stabilization terms
on edges in εΓ,i

h and εi,cuth , i = 1, 2. The nonconforming NXFEM is to find uh ∈ Vh such
that

Ah(uh, vh) = L(vh), ∀vh ∈ Vh, (2.2)

where Ah(·, ·) is the bilinear form on (V +Vh)×(V +Vh) and L(·) is the linear functional
on V + Vh defined by

Ah(u, v) =
2∑
i=1

∑
K∈T i

h

∫
K∩Ωi

ai∇u · ∇v −
∑
K∈GΓ

h

∫
ΓK

(
{a∇u · n}w[v]

+ [u]{a∇v · n}w
)

+
γ0{a}w
h

∑
K∈GΓ

h

∫
ΓK

[u][v]

−
2∑
i=1

∑
ẽ∈εi,cuth

(∫
ẽ
({ai∇u · nẽ}k[v] + {ai∇v · nẽ}k[u])

−γiai
|ẽ|

∫
ẽ
[u][v]

)
+ J0(u, v) + J1(u, v), (2.3)

with

J0(u, v) =

2∑
i=1

∑
e∈εΓ,i

h

|e|ai
∫
e
[∇u] · [∇v],

J1(u, v) =
2∑
i=1

∑
ẽ∈εi,cuth

|ẽ|ai
∫
ẽ
[∇u · nẽ][∇v · nẽ],

and

L(v) =

2∑
i=1

∫
Ωi

fv +
∑
K∈GΓ

h

∫
ΓK

gN{v}w

−
∑
K∈GΓ

h

∫
ΓK

gD{a∇v · n}w +
γ0{a}w
h

∑
K∈GΓ

h

∫
ΓK

gD[v], (2.4)

and γ0, γ1 and γ2 are positive parameters to be chosen later.
Let H2(Ω1∪Ω2) be the piecewise H2 space such that if v ∈ H2(Ω1∪Ω2) then v|Ω1 ∈

H2(Ω1) and v|Ω2 ∈ H2(Ω2). For the solution to the interface problem (1.1) which
satisfies u ∈ H2(Ω1 ∪ Ω2), it is easy to check that it satisfies the following equation:

Ah(u, v) =

2∑
i=1

∑
e∈εi,nc

h

∫
e
ai∇u · ne[v] + L(v), ∀v ∈ Vh. (2.5)
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To end this section, we introduce the following energy norm on the space V + Vh:

‖|v|‖2 :=
2∑
i=1

∑
K∈T i

h

‖
√
ai∇v‖2L2(K∩Ωi)

+
{a}w
h

∑
K∈GΓ

h

‖[v]‖2L2(ΓK)

+
2∑
i=1

∑
e∈εΓ,i

h

|e| ai ‖[∇v]‖2L2(e)

+

2∑
i=1

∑
ẽ∈εi,cuth

(
|ẽ|ai ‖[∇v · nẽ]‖2L2(ẽ) + |ẽ|−1ai ‖[v]‖2L2(ẽ)

)
. (2.6)

3. Some preliminary lemmas

In this section, we give some useful lemmas. Recalling the partition of the domain
and Assumptions (A1) and (A2) in Section 2, we have the following Lemmas 3.1–
3.3, where Lemma 3.1, Lemma 3.2 and Lemma 3.3 are proved in [16, 26] and [13],
respectively.

Lemma 3.1. Consider a node z of the triangulation T ih such that z ∈ Ωi. Let ∆z be the
patch of elements associated to z, i.e., ∆z = ∪{K : K ∈ T ih , z ∈ ∂K}. Under Assumptions
(A1) and (A2), there exists an element Kz ∈ ∆z such that

|Kz ∩ Ωi| ≥ Ch2
Kz
.

Lemma 3.2. If ẽ ∈ εi,cuth , that is to say, ẽ = ∂Ki
l ∩ ∂Ki

r, where Kl,Kr ∈ GΓ
h and

Ki
j = Kj ∩Ωi, j = l, r, and Assumptions (A1) and (A2) hold, then there exists a constant

θ > 0 such that
|ẽ|2 ≤ θmax

j=l,r
|Ki

j |.

The constant θ depends on the shape regularity of Kl and Kr, and the C2-norm of the
parametrization of the interface.

Lemma 3.3. If Assumptions (A1) and (A2) hold, then for each K ∈ GΓ
h and v ∈ H1(K),

it holds
‖v‖L2(ΓK) . h

−1/2
K ‖v‖L2(K) + ‖v‖1/2

L2(K)
‖∇v‖1/2

L2(K)
.

Further, if v ∈ P1(K), then

‖v‖L2(ΓK) . h
−1/2
K ‖v‖L2(K) .

In order to estimate the error of our method, we need the following trace inequality
for the cut segments contained in Ωi.
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Lemma 3.4. Suppose that v ∈ H2(K) for K ∈ GΓ
h. If e ⊂ ∂K and ẽ ∈ εi,cuth such that

ẽ ⊆ e, then we have

1

|ẽ|
‖v‖2L2(ẽ) ≤ C

(
1

h2
K

‖v‖2L2(K) + ‖∇v‖2L2(K) + h2
K |∇v|2H1(K)

)
.

Proof. Since ẽ ⊆ e, from Lemma 3 of [37], we have

1

|ẽ|
‖v‖2L2(ẽ) ≤ C

(
1

|e|
‖v‖2L2(e) + |e| ‖∇v‖2L2(e)

)
,

then using the trace inequality yields the result. �

The following well known extension result plays an important role in the following
error analysis (see [38]).

Lemma 3.5. There exist two extension operators E1 : H2(Ω1) → H2(Ω) ∩ H1
0 (Ω) and

E2 : H2(Ω2) ∩H1
0 (Ω)→ H2(Ω) ∩H1

0 (Ω) such that

(Eiv)|Ωi = v, ‖Eiv‖Hj(Ω) . ‖v‖Hj(Ωi)
, i = 1, 2, j = 0, 1, 2,

where v ∈ Hj(Ωi) for i = 1 and v ∈ Hj(Ωi), v|∂Ω = 0 for i = 2.

4. Error estimates for the nonconforming NXFEM

In this section, we derive the error estimates of the energy and L2 norms. First, we
give the coercivity of the bilinear form Ah(·, ·).

Lemma 4.1 (Coercivity). Assume that γ0, γ1 and γ2 are large enough. Under Assumptions
(A1) and (A2), the following inequality holds

Ah(v, v) ≥ 1

2
‖|v|‖2, ∀v ∈ Vh.

Proof. Denote vi = v|Ωi , i = 1, 2. From the definition of Ah(·, ·), we have

Ah(v, v) =

2∑
i=1

∑
K∈T i

h

‖
√
ai∇v‖2L2(K∩Ωi)

− 2
∑
K∈GΓ

h

∫
ΓK

{a∇v · n}w[v]

+
γ0{a}w
h

∑
K∈GΓ

h

‖[v]‖2L2(ΓK)

+

2∑
i=1

∑
e∈εΓ,i

h

ai|e| ‖[∇v]‖2L2(e) − 2

2∑
i=1

∑
ẽ∈εi,cuth

∫
ẽ
{ai∇v · nẽ}k[v]

+
2∑
i=1

∑
ẽ∈εi,cuth

(
γiai|ẽ|−1 ‖[v]‖2L2(ẽ) + ai|ẽ| ‖[∇v · nẽ]‖2L2(ẽ)

)
.
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Figure 4: Illustration of the definition of ∆z.

To prove the coercivity, it is sufficient to bound the two non-symmetric terms. For the
first non-symmetric term, using the Cauchy-Schwarz and Young inequalities, we obtain

2

∣∣∣∣∫
ΓK

{a∇v · n}w[v]

∣∣∣∣ ≤ h

{a}wε
‖{a∇v · n}w‖2L2(ΓK) +

{a}wε
h
‖[v]‖2L2(ΓK) , (4.1)

where ε is a positive number to be fixed later.
Now we estimate the first term of the right-hand side of (4.1). It is easy to see that

h

{a}w
‖{a∇v · n}w‖2L2(ΓK) ≤

2∑
i=1

2h
a2
iw

2
i

{a}w
‖∇vi · n‖2L2(ΓK)

≤h
(
‖
√
a1∇v1 · n‖2L2(ΓK) + ‖

√
a2∇v2 · n‖2L2(ΓK)

)
, (4.2)

where we have used the fact that

a2
iw

2
i

{a}w
<

1

2
ai, i = 1, 2.

Let K ∈ GΓ
h, and let z ∈ Ωi be a node of K. According to Lemma 3.1, if h is small

enough, then there exist an element Kz ∈ ∆z and a constant Cz such that |Kz ∩ Ωi| ≥
Czh

2
Kz

. We assume that

e1 ⊂ ∂K, e1, e2 ⊂ ∂K2, · · · , en−1, en ⊂ ∂Kz,

where K,K2, · · · ,Kz ∈ ∆z. Namely, e1 = ∂K ∩ ∂K2, e2 = ∂K2 ∩ ∂K3, · · · , en−1 =
∂Kn−1 ∩ ∂Kz (see Fig. 4). Then, using the fact that ∇vi is a constant vector in each
element, we have

h||
√
ai∇vi · n||2L2(ΓK) ≤

h|ΓK |
|e1|

‖
√
ai∇vi|K‖2L2(e1) ≤ Ci1|e1| ‖

√
ai∇vi|K‖2L2(e1)

≤Ci1|e1|
(
ai ‖[∇vi]‖2L2(e1) + ‖

√
ai∇vi|K2‖

2
L2(e1)

)
≤Ci1|e1|ai ‖[∇vi]‖2L2(e1) + Ci1Ci2|e2| ‖

√
ai∇vi|K2‖

2
L2(e2) , (4.3)
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where we have used the fact that h|ΓK |
|e1|2 ≤ Ci1 because of the mesh is quasi-uniform and

|e1|2
|e2|2 ≤ Ci2 since the triangulation is regular. Further, using the following fact that

‖
√
ai∇vi|K2‖

2
L2(e2) ≤ ai ‖[∇vi]‖

2
L2(e2) + ‖

√
ai∇vi|K3‖

2
L2(e2) , (4.4)

we have

h ‖
√
ai∇vi · n‖2L2(ΓK) ≤Ci1|e1|ai ‖[∇vi]‖2L2(e1) + Ci1Ci2|e2|ai ‖[∇vi]‖2L2(e2)

+ Ci1Ci2Ci3|e3| ‖
√
ai∇vi|K3‖

2
L2(e3) ,

where we have used the fact that |e2|
2

|e3|2 ≤ Ci3. Thus, by the same argument, we obtain

h||
√
ai∇vi · n||2L2(ΓK)

≤
n−1∑
j=1

Ci1 · · ·Cij |ej |ai ‖[∇vi]‖2L2(ej) + Ci1 · · ·Cin|en| ‖
√
ai∇vi|Kz‖

2
L2(en)

≤
n−1∑
j=1

Ci1 · · ·Cij |ej |ai ‖[∇vi]‖2L2(ej) + Ci1 · · ·Cin
|en|2

Czh2
Kz

‖
√
ai∇vi|Kz‖

2
L2(Kz∩Ωi)

≤Ci

‖√ai∇v‖2L2(Kz∩Ωi)
+
∑
e∈εΓ,i

h

ai|e| ‖[∇v]‖2L2(e)

 . (4.5)

Next, we bound

2
2∑
i=1

∑
ẽ∈εi,cuth

∫
ẽ
{ai∇v · nẽ}k[v].

Note that any ẽ ∈ εi,cuth is the cut segment. Let Kl,Kr ∈ GΓ
h and Ki

l = Kl ∩ Ωi,
Ki
r = Kr ∩ Ωi satisfy ẽ = ∂Ki

l ∩ ∂Ki
r. Without loss of generality, we assume |Ki

l | =
maxj=l,r |Ki

j |. According to Lemma 3.2, it holds

|ẽ|2 ≤ θ|Ki
l |. (4.6)

It is easy to see∑
ẽ∈εi,cuth

∫
ẽ
{ai∇v · nẽ}k[v] =

∑
ẽ∈εi,cuth

∫
ẽ
ai

(
∇v|Kl

· nẽ ±
1

2
[∇v · nẽ]

)
[v]. (4.7)

Using the fact that ∇v is a constant vector, from (4.6), we have∫
ẽ
ai∇v|Kl

· nẽ[v]

≤
√
θ ‖
√
ai∇v‖L2(Ki

l )

√
ai√
|ẽ|
‖[v]‖L2(ẽ)

≤ θ

2ε
‖
√
ai∇v‖2L2(Ki

l ) +
ε

2|ẽ|
ai ‖[v]‖2L2(ẽ) . (4.8)
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Further, using the Cauchy-Schwarz inequality, we have∫
ẽ
ai[∇v · nẽ][v] ≤ 1

2
ai|ẽ| ‖[∇v · nẽ]‖2L2(ẽ) +

1

2
ai|ẽ|−1 ‖[v]‖2L2(ẽ) . (4.9)

Then, collecting the above two estimates (4.8) and (4.9), we obtain

2

∫
ẽ
ai(∇v|Kl

· nẽ ±
1

2
[∇v · nẽ])[v]

≤θ
ε
‖
√
ai∇v‖2L2(Ki

l ) +
1

2
ai|ẽ| ‖[∇v · nẽ]‖2L2(ẽ) +

ε+ 1/2

|ẽ|
ai ‖[v]‖2L2(ẽ) .

Therefore,

Ah(v, v) ≥
2∑
i=1

∑
K∈T i

h

(
1− Ci + θ

ε

)
‖
√
ai∇v‖2L2(K∩Ωi)

+
(γ0 − ε){a}w

h

∑
K∈GΓ

h

‖[v]‖2L2(ΓK) +
2∑
i=1

∑
e∈εΓ,i

h

(
1− Ci

ε

)
ai|e| ‖[∇v]‖2L2(e)

+

2∑
i=1

∑
ẽ∈εi,cuth

(
γi − ε− 1/2

|ẽ|
ai ‖[v]‖2L2(ẽ) +

ai|ẽ|
2
‖[∇v · nẽ]‖2L2(ẽ)

)
.

Taking ε = 2(max{C1, C2}+ θ), we can conclude the result by choosing

γ0 > ε+ 1/2, γi > ε+ 1, i = 1, 2.

This completes the proof. �

Next, we prove the continuity of the bilinear form. To do this, we define the aug-
mented norm as follows:

‖|v|‖2V := ‖|v|‖2 +
h

{a}w

∑
K∈GΓ

h

‖{a∇v · n}w‖2L2(ΓK)

+
2∑
i=1

∑
ẽ∈εi,cuth

ai|ẽ| ‖{∇v · nẽ}k‖2L2(ẽ) . (4.10)

Lemma 4.2 (Continuity). For any u, v ∈ V , there exists a constant C > 0 independent of
u, v such that

Ah(u, v) ≤ C ‖|u|‖V ‖|v|‖V . (4.11)

Additionally, for u ∈ V and v ∈ Vh, under Assumptions (A1) and (A2), it holds

Ah(u, v) ≤ C ‖|u|‖V ‖|v|‖ . (4.12)

Moreover, for v ∈ Vh, under Assumptions (A1) and (A2), the following inequality holds

‖|v|‖V ≤ C ‖|v|‖ . (4.13)
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Proof. (4.11) can be obtained by the Cauchy-Schwarz inequality easily. Then we
only need to prove (4.13) which can infer (4.12) directly.

Now we prove (4.13). From (4.2) and (4.5), we have

h

{a}w

∑
K∈GΓ

h

‖{a∇v · n}w‖2L2(ΓK)

≤
2∑
i=1

∑
K∈GΓ

h

aih ‖∇v · n‖2L2(ΓK) . ‖|v|‖
2 .

We also need to bound

2∑
i=1

∑
ẽ∈εi,cuth

ai|ẽ| ‖{∇v · nẽ}k‖2L2(ẽ) .

Similar to the analysis of Lemma 4.1 for any ẽ ∈ εi,cuth , we let Kl,Kr ∈ GΓ
h and Ki

l =
Kl ∩ Ωi, Ki

r = Kr ∩ Ωi satisfy ẽ = ∂Ki
l ∩ ∂Ki

r, and assume |Ki
l | = maxj=l,r |Ki

j |.
According to Lemma 3.2, |ẽ|2 ≤ θ|Ki

l | holds. Then

ai|ẽ| ‖{∇v · nẽ}k‖2L2(ẽ)

≤ai|ẽ|
∑
j=l,r

||∇v|Ki
j
||2L2(ẽ)

.ai|ẽ|
(
||∇v|Ki

l
||2L2(ẽ) + ||[∇v]||2L2(ẽ)

)
.||
√
ai∇v||2L2(Ki

l ) + ai|ẽ| ||[∇v]||2L2(ẽ).

Thus, by use of the definitions of ‖|v|‖V and ‖|v|‖, we obtain (4.13). �

To give the energy error estimate, we construct an interpolation operator Ih with
the integral-value as degrees of freedom. For any v ∈ H2(Ω1∪Ω2), denote by vi = v|Ωi ,
i = 1, 2, and take the interpolant Ihv of v onto Vh, which is defined as

(Ihv)|Ωi = (Ihvi)|Ωi , Ihvi = Πh(Eivi|Ωi
h
) ∈ V i

h , i = 1, 2, (4.14)

whereEi is defined in Lemma 3.5 and Πh is the standard Crouzeix-Raviart interpolation
operator. The optimal approximation error estimate is shown below.

Lemma 4.3. Suppose that v ∈ H2(Ω1∪Ω2) and Ihv is the interpolation defined by (4.14).
Then

‖|v − Ihv|‖V . h(
√
a1|v|H2(Ω1) +

√
a2|v|H2(Ω2)).

Proof. Denote by ηi = Eivi|Ωi
h
− Ihvi, i = 1, 2 and by η = v− Ihv. From the standard

finite element interpolation theory in [39] and Lemma 3.5, for i = 1, 2, j = 0, 1, 2, we
have

‖ηi‖Hj(K) . h
s−j |Eivi|Hs(K), j ≤ s ≤ 2, (4.15)
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and ∑
K∈T i

h

‖ηi‖2Hj(K) . h
4−2j |Eivi|2H2(Ωi

h) . h
4−2j |v|2H2(Ωi)

. (4.16)

Now we use (4.15) and (4.16) to bound each term of ‖|v − Ihv|‖V separately. First, it
is easy to see

∑
K∈T i

h

‖
√
ai∇ηi‖2L2(K∩Ωi)

. aih
2|Eivi|2H2(Ωi

h) . aih
2|v|2H2(Ωi)

. (4.17)

Further, using the fact {a}w ≤ 2ai and Lemma 3.3, we obtain

{a}w
h

∑
K∈GΓ

h

‖[η]‖2L2(ΓK) .
{a}w
h

2∑
i=1

∑
K∈GΓ

h

‖ηi‖2L2(ΓK)

.
2∑
i=1

ai
h

∑
K∈GΓ

h

(
h−1
K ‖ηi‖

2
L2(K) + ‖ηi‖L2(K) ‖∇ηi‖L2(K)

)

.
2∑
i=1

aih
2|v|2H2(Ωi)

. (4.18)

Likewise, applying the fact a2
iw

2
i

{a}w ≤
1
2ai and Lemma 3.3, we obtain

h

{a}w

∑
K∈GΓ

h

‖{a∇η · n}w‖2L2(ΓK) ≤
2∑
i=1

∑
K∈GΓ

h

aih ‖∇ηi · n‖2L2(ΓK)

.
2∑
i=1

∑
K∈GΓ

h

aih
(
h−1
K ‖∇ηi‖

2
L2(K) + ‖∇ηi‖L2(K) |∇ηi|H1(K)

)

.
2∑
i=1

aih
2|v|2H2(Ωi)

. (4.19)

Similarly, the following inequality is obtained by the triangle and standard trace in-
equalities

2∑
i=1

∑
e∈εΓ,i

h

ai|e| ‖[∇η]‖2L2(e) .
2∑
i=1

aih
2|v|2H2(Ωi)

. (4.20)

For any ẽ ∈ εi,cuth , suppose that e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ T ih and ẽ ⊆ e. Then using
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Lemma 3.4, we have

|ẽ|−1 ‖[ηi]‖2L2(ẽ) .|ẽ|
−1
∑
j=l,r

∥∥ηi|Kj

∥∥2

L2(ẽ)

.
∑
j=l,r

(
1

h2
Kj

‖ηi‖2L2(Kj) + ‖∇ηi‖2L2(Kj) + h2
Kj
|∇ηi|2H1(Kj)

)
.
∑
j=l,r

h2
Kj
|Ei(v|Ωi)|2H2(Kj).

Hence ∑
ẽ∈εi,cuth

ai|ẽ|−1 ‖[ηi]‖2L2(ẽ) . aih
2|Ei(v|Ωi)|2H2(Ωi

h) . aih
2|v|2H2(Ωi)

. (4.21)

Using the triangle inequality and standard trace inequality, we have∑
ẽ∈εi,cuth

ai|ẽ| ‖[∇ηi · nẽ]‖2L2(ẽ)

≤
∑

ẽ∈εi,cuth

ai|e| ‖[∇ηi · nẽ]‖2L2(e)

.
∑

ẽ∈εi,cuth

ai|e|
∑
j=l,r

(
|e|−1 ‖∇ηi‖2L2(Kj) + |e| |∇ηi|2H1(Kj)

)
.aih

2|v|2H2(Ωi)
. (4.22)

Similarly, ∑
ẽ∈εi,cuth

ai|ẽ| ‖{∇ηi · nẽ}k‖2L2(ẽ) . aih
2|v|2H2(Ωi)

. (4.23)

Finally, from (4.17)–(4.23), it follows the result immediately. �

We will give a priori error estimates in the energy and L2 norms for our method.

Theorem 4.1. Let u be the solution to problem (1.1) satisfying u ∈ H2(Ω1 ∪ Ω2) and
uh ∈ Vh be its nonconforming extended finite element approximation solution of (2.2).
Suppose that γi, i = 0, 1, 2 are large enough and Assumptions (A1)–(A3) hold. Then the
following inequality holds

‖|u− uh|‖ . h(
√
a1||∇u||H1(Ω1) +

√
a2||∇u||H1(Ω2)). (4.24)

Proof. Note that ‖|u− uh|‖ ≤ ‖|u− Ihu|‖+ ‖|Ihu− uh|‖. Since Ihu− uh ∈ Vh, from
the coercivity and continuity of Ah(·, ·), we have

‖|Ihu− uh|‖2 .Ah(Ihu− uh, Ihu− uh)

=Ah(Ihu− u, Ihu− uh) +Ah(u− uh, Ihu− uh)

. ‖|Ihu− u|‖V ‖|Ihu− uh|‖+Ah(u− uh, Ihu− uh).
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Hence, we obtain

‖|u− uh|‖ . ‖|u− Ihu|‖V + sup
vh 6=0∈Vh

Ah(u− uh, vh)

‖|vh|‖
. (4.25)

From Lemma 4.3, it follows that

‖|u− Ihu|‖2V .
2∑
i=1

aih
2|u|2H2(Ωi)

. (4.26)

Thus, we only need to estimate the inconsistency error. From (2.5), it follows that

Ah(u− uh, vh) = Ah(u, vh)− L(vh) =

2∑
i=1

∑
e∈εi,nc

h

∫
e
ai∇u · ne[vh]. (4.27)

Let v = 1
|e|
∫
e v. Then we have

∫
e
ai∇u · ne[vh] =

∫
e
ai(∇u · ne −∇u · ne)[vh − vh], (4.28)

where we have used that
∫
e[vh] = 0 for vh ∈ Vh.

Note that v is the L2 projection of v to the space of constant polynomials. Using the
error estimate for polynomial projection and the standard error estimate on interpola-
tion of Sobolev spaces (see [40]), we have the following inequality

‖v − v‖L2(e) ≤ Ch
1
2 ‖v‖

H
1
2 (e)

. (4.29)

Further, applying the Poincaré inequality, we have

‖v − v‖L2(e) ≤ C|e| ‖∇v‖L2(e) . (4.30)

Since e ∈ εi,nch is the non-cut edge, there are three cases.

Case 1: e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ Th are totally contained in Ωi. For (4.28), using the
Cauchy-Schwarz inequality, (4.29) and (4.30), we have∫

e
ai∇u · ne[vh] ≤ai||∇u · ne −∇u · ne||L2(e) ||[vh − vh]||L2(e)

.h
1
2ai ‖∇u · ne‖

H
1
2 (e)

∑
j=l,r

|e|
∥∥∇vh|Kj

∥∥
L2(e)

 . (4.31)
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Further, using the definition of || · ||
H

1
2 (e)

and the fact that triangulations is conforming,

quasi-uniform and regular, we have∫
e
ai∇u · ne[vh] .h

√
ai||∇u||H1(Kl∪Kr)

∑
j=l,r

√
ai|e|1/2

∥∥∇vh|Kj

∥∥
L2(e)

.h
√
ai||∇u||H1(Kl∪Kr)

∑
j=l,r

|e|√
|Kj |

‖
√
ai∇vh‖L2(Kj)


.h
√
ai||∇u||H1(Kl∪Kr)

∑
j=l,r

‖
√
ai∇vh‖L2(Kj)


≤h
√
ai||∇u||H1(Kl∪Kr) ‖|vh|‖ . (4.32)

Case 2: e = ∂Kl ∩ ∂Kr, Kl,Kr ∈ Th, where only one of the two elements is the cut
element. Without loss of the generality, we assume that Kl is contained in Ωi and
Kr ∈ GΓ

h. Similarly,

∫
e
ai∇u · ne[vh] . h

√
ai||∇u||H1(Kl)

∑
j=l,r

√
ai|e|1/2

∥∥∇vh|Kj

∥∥
L2(e)


.h
√
ai||∇u||H1(Kl)

√
ai|e|1/2

(
‖∇vh|Kl

‖L2(e) + ‖∇vh|Kl
± [∇vh]‖L2(e)

)
.h
√
ai||∇u||H1(Kl)

(
‖
√
ai∇vh‖L2(Kl)

+ |e|1/2
√
ai ‖[∇vh]‖L2(e)

)
.h
√
ai||∇u||H1(Kl) ‖|vh|‖ . (4.33)

Case 3: e ∈ ε2,nc
h and e = ∂K ∩ ∂Ω,K ∈ T 2

h (see Assumption (A3)). Similarly,∫
e
ai∇u · ne[vh] =

∫
e
ai(∇u · ne −∇u · ne)(vh − vh)

. h
√
a2||∇u||H1(K) ‖|vh|‖ ,

(4.34)

where we have used the fact that
∫
e∩∂Ω vh = 0 for v ∈ Vh.

Therefore,

Ah(u− uh, vh) .

(
2∑
i=1

h
√
ai||∇u||H1(Ωi)

)
‖|vh|‖ . (4.35)

Then, using (4.25), (4.26) and (4.35) yields the result. The proof is completed. �

We now give the L2 norm estimate with the technique of duality argument.

Theorem 4.2. Under the same conditions of Theorem 4.1, there holds

‖u− uh‖L2(Ω) . h
2a
−1/2
min

(
2∑
i=1

√
ai||∇u||H1(Ωi)

)
. (4.36)
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Remark 4.1. Suppose that gD = gN = 0. Then there holds the following regularity
estimate for the interface problem [4,41]:

|aiu|Hj(Ωi) . ||f ||L2(Ω), i, j = 1, 2.

Thus, from (4.36), we conclude the following error bound for L2-norm :

||u− uh||L2(Ω) . h
2a−1

min||f ||L2(Ω),

which does not depend on the contrast of the diffusion coefficient.

Proof. Let us consider an auxiliary problem: for u−uh ∈ L2(Ω), find z ∈ H2(Ω1∪Ω2)
such that 

−∇ · (a(x)∇z) = u− uh in Ω1 ∪ Ω2,

[z] = 0, [(a(x)∇z) · n] = 0 on Γ,

z = 0 on ∂Ω.

(4.37)

The solution satisfies the following regularity estimate (see [4,41]):

|aiz|Hj(Ωi) . ‖u− uh‖L2(Ω) , i, j = 1, 2. (4.38)

Multiplying the equation of (4.37) by u, integrating on each subdomain Ωi, and using
integration by parts, we obtain

(u− uh, u) =
2∑
i=1

∫
Ωi

ai∇z · ∇u−
∫

Γ
[a∇z · nu]

=
2∑
i=1

∫
Ωi

ai∇z · ∇u−
∫

Γ
{a∇z · n}w[u].

Here we have used the formula [vw] = {v}w [w]+ [v] {w}w and the fact that [a∇z · n] =
0. Therefore, using the definition of Ah(·, ·), and the facts that [z] = 0 on Γ, and [u] = 0,
[z] = 0, [∇u ·nẽ] = [∇z ·nẽ] = 0 on ẽ ∈ εi,cuth , and [∇u] = [∇z] = 0 on e ∈ εΓ,i

h , we have

(u− uh, u) = Ah(z, u). (4.39)

Further, let zh ∈ Vh be the solution of the nonconforming extended finite element
approximation of z which satisfies

Ah(zh, vh) = (u− uh, vh), ∀vh ∈ Vh.

Hence

‖u− uh‖2L2(Ω) = (u− uh, u)− (u− uh, uh) = Ah(z, u)−Ah(zh, uh). (4.40)

Noticing that the bilinear form Ah(·, ·) is symmetric, from (4.40), we have

‖u− uh‖2L2(Ω) = Ah(z − zh, u) +Ah(zh, u− uh)

=Ah(z − zh, u− Ihu) +Ah(z − zh, Ihu) +Ah(u− uh, zh). (4.41)
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From continuity of Ah(·, ·), it follows that

Ah(z − zh, u− Ihu) . ‖|z − zh|‖V ‖|u− Ihu|‖V .

Using the triangle inequality and (4.13), we have

‖|z − zh|‖V ≤‖|z − Ihz|‖V + ‖|Ihz − zh|‖V
. ‖|z − Ihz|‖V + ‖|Ihz − zh|‖ . (4.42)

Further, from the proof of Theorem 4.1, we have

‖|Ihz − zh|‖ . h
2∑
i=1

√
ai||∇z||H1(Ωi). (4.43)

Thus, from (4.42), (4.43), (4.38), and Lemma 4.3, it follows that

‖|z − zh|‖V . h
2∑
i=1

√
ai||∇z||H1(Ωi) . a

−1/2
min h ‖u− uh‖L2(Ω) .

Hence,

Ah(z − zh, u− Ihu) . a−1/2
min h2

(
2∑
i=1

√
ai|u|H2(Ωi)

)
‖u− uh‖L2(Ω) . (4.44)

For the second term of the right-hand side of (4.41), from (4.27) and (4.28), we have

Ah(z − zh, Ihu) =

2∑
i=1

∑
e∈εi,nc

h

∫
e
ai∇z · ne[Ihu]

=
2∑
i=1

∑
e∈εi,nc

h

∫
e
ai(∇z · ne −∇z · ne)[Ihu− u]. (4.45)

Thus, using the Cauchy-Schwarz inequality, (4.29), trace inequality and (4.16), we
have

Ah(z − zh, Ihu) ≤
2∑
i=1

∑
e∈εi,nc

h

ai
∥∥∇z · ne −∇z · ne∥∥L2(e)

‖[Ihu− u]‖L2(e)

.
2∑
i=1

∑
e∈εi,nc

h

aih
1
2 ‖∇z · ne‖

H
1
2 (e)
‖[Ihu− u]‖L2(e)

.
2∑
i=1

aih
2||∇z||H1(Ωi)|u|H2(Ωi)

.a−1/2
min h2

(
2∑
i=1

√
ai|u|H2(Ωi)

)
‖u− uh‖L2(Ω) . (4.46)
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Similarly, we have

Ah(u− uh, Ihz) .
2∑
i=1

aih
2||∇u||H1(Ωi)|z|H2(Ωi)

.a−1/2
min h2

(
2∑
i=1

√
ai||∇u||H1(Ωi)

)
‖u− uh‖L2(Ω) . (4.47)

Further, by the same argument as that of Ah(z − zh, u− Ihu), we obtain

Ah(u− uh, zh − Ihz) . ‖|u− uh|‖V ‖|zh − Ihz|‖
. (‖|u− Ihu|‖V + ‖|Ihu− uh|‖) ‖|zh − Ihz|‖

.a−1/2
min h2

(
2∑
i=1

√
ai||∇u||H1(Ωi)

)
‖u− uh‖L2(Ω) . (4.48)

Thus, from (4.47) and (4.48), we have

Ah(u− uh, zh) =Ah(u− uh, zh − Ihz) +Ah(u− uh, Ihz)

.a−1/2
min h2

(
2∑
i=1

√
ai||∇u||H1(Ωi)

)
‖u− uh‖L2(Ω) . (4.49)

Finally, from (4.44), (4.46) and (4.49), it follows the result immediately. �

5. Condition number of the system matrix

In this section, we will show that the condition number of the system matrix is
independent of the location of the interface with respect to the mesh, provided that the
mesh family is quasi-uniform.

From the definition of Vh, we have that for any uh ∈ Vh, there exist uh,i ∈ V i
h

such that uh|Ωi = uh,i|Ωi , i = 1, 2, where uh,i =
∑Ni

l=1 u
(l)
i φ

i
l ∈ V i

h , and φil is the
standard nonconforming linear basis of V i

h and Ni = dimV i
h . We define vector Ui =

(u
(1)
i , u

(2)
i , · · · , u(Ni)

i ) ∈ RNi , i = 1, 2. Denote the standard Euclidean norm by |Ui|Ni .
Let Mi denotes the mass matrix defined by

∫
Ωi

h
uh,ivh,i, i = 1, 2 and A denotes the

stiffness matrix associated with the bilinear form Ah(uh, vh). The system matrix A has
(N1 + N2) × (N1 + N2) dimensions, which is symmetric and positive definite. Since
the mesh family {T ih}, i = 1, 2 is quasi-uniform on each domain Ωi

h, the following
inequalities hold (see [31])

µ
1/2
i,min|Ui|Ni ≤ ‖uh,i‖L2(Ωi

h) ≤ µ
1/2
i,max|Ui|Ni , i = 1, 2, (5.1)

where µi,min and µi,max denote the smallest and largest eigenvalues of Mi, i = 1, 2.
The condition number of the system matrix is defined by

k(A) := ‖A‖
∥∥A−1

∥∥ ,
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where

‖A‖ := sup
{U=(U1,U2), Ui∈RNi , i=1,2}

|AU |N1+N2

|U |N1+N2

,

|U |2N1+N2
:= |U1|2N1

+ |U2|2N2
.

We first prove the following Poincaré-Friedrichs inequality.

Lemma 5.1. For vh ∈ Vh, if Assumptions (A1)–(A3) hold, then we have

‖vh‖L2(Ω1
h∪Ω2

h) . a
−1/2
min ‖|vh|‖ ,

where ‖vh‖2L2(Ω1
h∪Ω2

h) := ‖vh,1‖2L2(Ω1
h) + ‖vh,2‖2L2(Ω2

h) .

Proof. We assume φ is solution of the following dual problem
−∇ · (a(x)∇φ) = vh in Ω1 ∪ Ω2,

[φ] = 0, [(a(x)∇φ) · n] = 0 on Γ,

φ = 0 on ∂Ω,

(5.2)

which satisfies the elliptic regularity estimate (see [4,41])

ai|φ|Hj(Ωi) . ||vh||L2(Ω), i, j = 1, 2.

Multiplying the dual problem (5.2) with vh and integrating by parts, we have

‖vh‖2L2(Ω) =
2∑
i=1

∑
K∈T i

h

(−∇ · (a(x)∇φ), vh)K∩Ωi

=

2∑
i=1

∑
K∈T i

h

∫
K∩Ωi

ai∇φ · ∇vh −
∑
K∈GΓ

h

∫
ΓK

{a∇φ · n}w[vh]

−
2∑
i=1

 ∑
ẽ∈εi,cuth

∫
ẽ
ai∇φ · nẽ[vh] +

∑
e∈εi,nc

h

∫
e
ai∇φ · ne[vh]

 . (5.3)

Using the Cauchy-Schwarz inequality, we have

∑
K∈T i

h

∫
K∩Ωi

ai∇φ · ∇vh ≤
√
ai|φ|H1(Ωi)

∑
K∈T i

h

‖
√
ai∇vh‖2L2(K∩Ωi)

 1
2

, (5.4)
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and ∑
K∈GΓ

h

∫
ΓK

{a∇φ · n}w[vh]

≤

√
h

{a}w
‖{a∇φ · n}w‖L2(Γ)

{a}w
h

∑
K∈GΓ

h

‖[vh]‖2L2(ΓK)

 1
2

.
2∑
i=1

√
aih ‖∇φ|Ωi · n‖L2(Γ)

{a}w
h

∑
K∈GΓ

h

‖[vh]‖2L2(ΓK)

 1
2

.
2∑
i=1

√
aih ‖∇φ‖H1(Ωi)

{a}w
h

∑
K∈GΓ

h

‖[vh]‖2L2(ΓK)

 1
2

. (5.5)

Here we have used a2
iw

2
i

{a}w ≤
ai
2 and ‖∇φ|Ωi‖L2(Γ) ≤ CΓ ‖∇φ‖H1(Ωi)

. For ẽ ∈ εi,cuth , there
exist two elements Kl,Kr ∈ GΓ

h such that ẽ = ∂Ki
l ∩ ∂Ki

r with Ki
j = Kj ∩ Ωi, j = l, r.

Use the trace inequality to obtain∫
ẽ
ai∇φ · nẽ[vh]

.ai

∑
j=l,r

|ẽ|1/2
∥∥∇φ|Kj · nẽ

∥∥
L2(ẽ)

 |ẽ|−1/2 ‖[vh]‖L2(ẽ)

.ai|ẽ|−1/2 ‖[vh]‖L2(ẽ)

∑
j=l,r

(
‖∇φ‖

L2(Ki,∗
j )

+ hKj |∇φ|H1(Ki,∗
j )

)
,

where Ki,∗
j = ∆K ∩ Ωi and ∆K = ∪T∈Th{K ∩ T 6= ∅}. Then

∑
ẽ∈εi,cuth

∫
ẽ
ai∇φ · nẽ[vh] . ||

√
ai∇φ||H1(Ωi)

∑
e∈εi,cuth

√
ai
|ẽ|
||[vh]||L2(ẽ). (5.6)

Moreover, similar to (4.32), (4.33) and (4.34), we have∑
e∈εi,nc

h

∫
e
ai∇φ · ne[vh] . ||

√
ai∇φ||H1(Ωi) ‖|vh|‖ . (5.7)

In summary, from (5.4), (5.5), (5.6), (5.7) and the regularity estimate, the following
estimate holds

‖vh‖2L2(Ω) .
2∑
i=1

‖
√
ai∇φ‖H1(Ωi)

‖|vh|‖ . a
−1/2
min ‖vh‖L2(Ω) ‖|vh|‖ . (5.8)
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On the other hand, for any K ∈ GΓ
h, we assume that z ∈ Ωi be a vertex of K. According

to Lemma 3.1, there exist an element Kz ∈ ∆z and a constant Cz such that |Kz ∩Ωi| ≥
Czh

2
Kz

. Then using the scaling argument and the fact that any two norms on a finite
dimensional space are equivalent, we have

‖vh,i‖L2(K) .
|K|

|Kz ∩ Ωi|
‖vh‖L2(Kz∩Ωi)

. ‖vh‖L2(Kz∩Ωi)
,

which can prove that
‖vh,i‖L2(Ωi

h) . ‖vh‖L2(Ωi)
. (5.9)

The lemma is proved by combining (5.8) with (5.9). �

Lemma 5.2. For vh ∈ Vh, if Assumptions (A1) and (A2) hold, then we have

‖|vh|‖V . a
1/2
maxh

−1||vh||L2(Ω1
h∪Ω2

h).

Proof. We bound each term of ‖|vh|‖V separately. First, using the inverse inequality,
we can easily obtain ∑

K∈T i
h

‖
√
ai∇vh‖2L2(K∩Ωi)

. aih
−2 ‖vh,i‖2L2(Ωi

h) .

Further, applying Lemma 3.3, {a}w ≤ 2ai and the inverse inequality, we have

{a}w
h

∑
K∈GΓ

h

‖[vh]‖2L2(ΓK) .
{a}w
h

2∑
i=1

∑
K∈GΓ

h

‖vh,i‖2L2(ΓK)

.
2∑
i=1

ai
h

∑
K∈GΓ

h

(
h−1
K ‖vh,i‖

2
L2(K) + ‖vh,i‖L2(K) ‖∇vh,i‖L2(K)

)

.
2∑
i=1

aih
−2 ‖vh,i‖2L2(Ωi

h) . (5.10)

Similarly, from Lemma 3.3, the facts that a2
iω

2
i

{a}w ≤
1
2ai and∇vh,i is a constant vector, and

the inverse inequality, we obtain

h

{a}w

∑
K∈GΓ

h

‖{a∇vh · n}w‖2L2(ΓK) ≤
2∑
i=1

∑
K∈GΓ

h

aih ‖∇vh,i · n‖2L2(ΓK)

.h
2∑
i=1

∑
K∈GΓ

h

aih
−1
K ‖∇vh,i‖

2
L2(K) .

2∑
i=1

aih
−2 ‖vh,i‖2L2(Ωi

h) . (5.11)
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Likewise, the following inequalities are obtained by the triangle, standard trace and
inverse inequalities, and the fact ∇vh is a piecewise constant vector

2∑
i=1

∑
e∈εΓ,i

h

ai|e| ‖[∇vh]‖2L2(e) .
2∑
i=1

aih
−2||vh,i||2L2(Ωi

h),

∑
ẽ∈εi,cuth

ai|ẽ| ‖[∇vh · nẽ]‖2L2(ẽ) .
2∑
i=1

aih
−2 ‖vh,i‖2L2(Ωi

h) ,

∑
ẽ∈εi,cuth

ai|ẽ| ‖{∇vh · nẽ}k‖2L2(ẽ) .
2∑
i=1

aih
−2 ‖vh,i‖2L2(Ωi

h) .

For any ẽ ∈ εi,cuth , suppose that e = ∂Kl∩∂Kr, Kl,Kr ∈ T ih and ẽ ⊆ e. From Lemma 3.4
and the fact that ∇vh,i is a constant vector, we obtain

|ẽ|−1 ‖[vh]‖2L2(ẽ) . |ẽ|
−1
∑
j=l,r

‖vh,i‖2L2(ẽ)

.
∑
j=l,r

(
1

h2
Kj

‖vh,i‖2L2(Kj) + ‖∇vh,i‖2L2(Kj)

)
. (5.12)

Then using the inverse inequality, we obtain∑
ẽ∈εi,cuth

ai|ẽ|−1 ‖[vh]‖2L2(ẽ) .
2∑
i=1

aih
−2 ‖vh,i‖2L2(Ωi

h) .

Hence

‖|vh|‖V . h
−1

(
2∑
i=1

‖
√
aivh,i‖L2(Ωi

h)

)
. a1/2

maxh
−1||vh||L2(Ω1

h∪Ω2
h).

This completes the proof. �

With the above notations and inequalities, we now give the following theorem.

Theorem 5.1. Let {Th} be a quasi-uniform family of triangulation of domain Ω. Suppose
that γi, i = 0, 1, 2 are large enough and Assumptions (A1)–(A3) hold. Then the condition
number of the system matrix A associated with the NXFEM (2.2) satisfies

k(A) .
amax

amin

1

h2
. (5.13)

Proof. By the definition

|AU |N1+N2 = sup
{W=(W1, W2), Wi∈RNi , i=1,2}

(AU,W )

|W |N1+N2

= sup
{W=(W1,W2), Wi∈RNi , i=1,2}

Ah(uh, wh)

|W |N1+N2

. (5.14)
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Using the continuity of Ah(·, ·) and Lemma 5.2, we have

Ah(uh, wh) . ‖|uh|‖V ‖|wh|‖V
.amaxh

−2||uh||L2(Ω1
h∪Ω2

h)||wh||L2(Ω1
h∪Ω2

h)

.amaxh
−2µ̃max|U |N1+N2 |W |N1+N2 , (5.15)

where µ̃max = max{µ1,max, µ2,max} and we have applied the second inequality of (5.1).
Then we have

|AU |N1+N2 . amaxh
−2µ̃max|U |N1+N2 .

Hence,

‖A‖ = sup
{U=(U1,U2),Ui∈RNi , i=1,2}

|AU |N1+N2

|U |N1+N2

.amaxh
−2µ̃max. (5.16)

For the norm of the inverse, by the definition and coercivity of Ah(·, ·), it is easy to see
that

|AU |N1+N2 ≥
(AU,U)

|U |N1+N2

=
Ah(uh, uh)

|U |N1+N2

&
‖|uh|‖2

|U |N1+N2

. (5.17)

From Lemma 5.1, we have

|AU |N1+N2 &
amin||uh||2L2(Ω1

h∪Ω2
h)

|U |N1+N2

.

Using the first inequality of (5.1), we obtain

|AU |N1+N2 & aminµ̃min|U |N1+N2 ,

where µ̃min = min{µ1,min, µ2,min}. Since U is arbitrary, it follows by setting V = AU
that

∥∥A−1
∥∥ = sup

{V=(V1,V2),Vi∈RNi , i=1,2}

|A−1V |N1+N2

|V |N1+N2

.a−1
minµ̃min

−1. (5.18)

Using the fact that {Th} is quasi-uniform, we have µ̃max

µ̃min
. 1 from Theorem 9.8 of [39].

From (5.16), (5.18) and the definition of k(A), it concludes the result. The proof is
completed. �
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6. Numerical experiments

In this section, we explore the properties of the methods presented in Section 4 and
Section 5. The exact interface is approximated by a chain of straight lines and and the
cut-cells are approximated by simple shapes (two triangles or a triangle and a quadri-
lateral). We summarize our experimental results in tables, displaying the following
errors:

e0
h := ‖u− uh‖L2(Ω) , e∞h := ‖u− uh‖L∞(Ω) ,

e1
h,
√
a :=

∥∥√a(∇u−∇uh)
∥∥
L2(Ω)

.

We consider the two dimensional domain Ω = (−1, 1)×(−1, 1) with the curve interface
Γ = {x ∈ Ω : x2

1 +x2
2 = r2}. Define Ω1 := {x ∈ Ω : x2

1 +x2
2 < r2} and Ω2 := Ω\(Ω1∪Γ).

Consider the following exact solution:

u =


x2

1 + x2
2

a1
in Ω1,

x2
1 + x2

2

a2
+ r2

( 1

a1
− 1

a2

)
in Ω2,

where r = 1/2. A direct computation shows f = −4 and gD = gN = 0. All the
following results are obtained by our method with penalty parameters γ0 = 100 and
γ1 = γ2 = 100.

In the first experiment, we test our theoretical results with the convergence of errors
e0
h, e1

h,
√
a

and e∞h . Set a1 = 1000 and a2 = 1. Five kinds of mesh size are chosen as
h = 1/8, 1/16, 1/32, 1/64, 1/128. The results are shown in Table 1. It is observed that
the convergence orders of the errors are optimal. Namely, the second order for e0

h and
e∞h , and the first order for e1

h,
√
a
, which demonstrate the theoretical results presented

in Theorems 4.1 and 4.2.
The second numerical test is designed to confirm the influence of the jump of the

coefficient on the errors. To do this, we fix the mesh size h = 1/64. The results for the
errors e0

h, e1
h,
√
a

and e∞h are listed in Table 2 with (a1, a2) = (10, 1), (102, 1), · · · , (105, 1).
We can see that as amax/amin goes larger, the change of the errors is very small. It

Table 1: Errors and convergence orders of the nonconforming approximation for problem (1.1) with a1 =
1000, a2 = 1.

h e0h rate e1
h,

√
a

rate e∞h rate
1/8 4.9321E-02 2.7160E-01 8.1137E-02
1/16 1.1322E-02 2.1231 1.0173E-01 1.4168 1.8817E-02 2.1083
1/32 2.3123E-03 2.2917 4.2598E-02 1.2558 4.1915E-03 2.1665
1/64 4.2490E-04 2.4442 1.9601E-02 1.1198 9.1739E-04 2.1919
1/128 9.2652E-05 2.1972 9.6622E-03 1.0205 2.1966E-04 2.0623
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Figure 5: Elevation of the error for h = 1/32.

indicates that the errors are convergent as amax
amin

→ ∞, which means that they are all
independent of the jump of the coefficient.

Further, local errors between the exact solution of (1.1) and the numerical solution
of (2.2) on each cell with the mesh h = 1/32 are shown in Fig. 5. We note that the
errors are largest around the interface, that is to say, the errors are concentrated around
the discontinuity. Based on this observation, it is suggested to use a fine mesh in the
vicinity of the interface via the adaptive technique.

Finally, we give two tests to verify the theoretical result on the condition number of
the system proved in Section 5. First, we give the relationship between the condition
number and the mesh size. To do this, we fix a1 = 1000, a2 = 1, and change the values
of h. Fig. 6 reports log-log plot of k(A) versus 1/h with h = 1

8 ,
1
16 ,

1
32 ,

1
64 . It can be

seen that k(A) = O(h−2) with the fixed value amax
amin

= 1000, which verifies the result of
Theorem 5.1.

Further, we fix the mesh size h = 1/32 to confirm the influence of the jump of the
coefficients on the condition number. Fig. 7 shows log-log plot of k(A) versus a1/a2

with (a1, a2) = (10, 1), (102, 1), · · · , (106, 1). It is shown that the condition number k(A)
depends on amax

amin
linearly and hence verifies Theorem 5.1.

Table 2: Errors with (a1, a2) = (10, 1), (102, 1), · · · , (105, 1) for h = 1/64.

a1 a2 e0h e1
h,

√
a

e∞h
10 1 4.1443E-04 2.2971E-02 8.6676E-04
100 1 4.2381E-04 1.9932E-02 9.0851E-04
1000 1 4.2490E-04 1.9601E-02 9.1739E-04
10000 1 4.2501E-04 1.9568E-02 9.1833E-04
100000 1 4.2502E-04 1.9565E-02 9.1843E-04



A Well-Conditioned, Nonconforming Nitsche’s Extended Finite Element Method 127

1/h
10

0
10

1
10

2

k
(A

)

10
5

10
6

10
7

10
8

Figure 6: Log-log plot of k(A) versus 1/h (h = 1
8
, 1

16
, 1

32
, 1

64
) with a1 = 1000, a2 = 1. The dotted line

gives the reference line of slope 2.
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Figure 7: Log-log plot of k(A) versus a1/a2 with (a1, a2) = (10, 1), (102, 1), · · · , (106, 1) for h = 1/32.
The dotted line gives the reference line of slope 1.

7. Conclusions

In this paper, we have proposed a nonconforming Nitsche’s extended finite element
method with the stabilization terms to solve the elliptic interface problems. The method
allows the elements cut by the interface and defines the enriched nonconforming finite
element space on each side of the interface by the standard nonconforming piecewise
linear polynomials with the edge averages as degrees of freedom. We use the weighted
average flux with so-called “harmonic weights”, which are only related to the diffusion
coefficients instead of that related to coefficients and subareas of the interface elements
across the interface, to guarantee errors independent of the ratio of the discontinuous
coefficients. Further, extra stabilization terms are added in the bilinear form to guar-
antee the stability and a well conditioning. A rigorously analysis shows that the errors
of the proposed method are optimal and independent of the jump of the coefficients.
Moreover, both the errors and the condition number of the system matrix do not rely
on the interface position with respect to the mesh. Several numerical examples in two
dimensions have been given to demonstrate the theoretical results.
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