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Abstract. This paper considers a compact Finsler manifold (Mn,F(t),m) evolving un-
der a Finsler-geometric flow and establishes global gradient estimates for positive so-
lutions of the following nonlinear heat equation

∂tu(x,t)=∆mu(x,t), (x,t)∈M×[0,T],

where ∆m is the Finsler-Laplacian. By integrating the gradient estimates, we derive the
corresponding Harnack inequalities. Our results generalize and correct the work of S.
Lakzian, who established similar results for the Finsler-Ricci flow. Our results are also
natural extension of similar results on Riemannian-geometric flow, previously studied
by J. Sun. Finally, we give an application to the Finsler-Yamabe flow.
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1 Introduction

The paper studies nonlinear heat equation

∂tu(x,t)=∆mu(x,t) (1.1)

on a compact Finsler manifold (Mn,F(t),m) evolving by the Finsler-geometric flow

∂

∂t
g(t)=2h(t), (1.2)
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where (x,t)∈ M×[0,T], g(t) is the symmetric metric tensor associated with F, and h(t)
is a symmetric (0,2)-tensor field on (Mn,F(t),m). An important example would be the
case where h(t) =−Ricij(t) and g(t) is a solution of the Finsler-Ricci flow introduced
by Bao [1]. Unlike the usual Laplacian, the Finsler-Laplacian ∆m is a nonlinear opera-
tor. For the existence, uniqueness and Sobolev regularity of a positive global solution of
the nonlinear heat equation (1.1) (in the sense of distributions), we can see [2]. We will
give some gradient estimates and Harnack inequalities for positive global solutions of
equation (1.1).

The study of gradient estimates for the heat equation originated with the work of
P. Li and S.-T. Yau [3]. They proved a space-time gradient estimate for positive solu-
tions of the heat equation on a complete manifold. By integrating the gradient estimate
along a space-time path, a Harnack inequality was derived. Therefore, Li-Yau inequal-
ity is often called differential Harnack inequality. Li-Yau type gradient estimates have
been obtained for other nonlinear equations on manifolds, see for example [4-13] and
the references therein. Over the past two decades, many authors used similar techniques
to prove gradient estimates and Harnack inequalities for geometric flows. For instance,
in [14], weakening Guenther’s curvature constrains in [15] on the boundedness of the
gradient of scalar curvature in addition to the boundedness of the Ricci curvature, Liu
established first order gradient estimates for positive solutions of the heat equations on
complete noncompact or closed Riemannian manifolds under Ricci flows. As applica-
tions, he derived Harnack type inequalities and second order gradient estimates for pos-
itive solutions. Generalizing Liu’s work to general geometric flow, Sun [16] established
first order and second order gradient estimates for positive solutions of the heat equa-
tions under general Riemannian-geometric flows. The list of relevant references includes
but is not limited to [17-21].

Comparatively, there are less works on Finsler manifolds about gradient estimates of
the nonlinear heat equation (1.1). To the best of our knowledge, in [22], Ohta and Sturm
derived a Li-Yau gradient estimate as well as parabolic Harnack inequalities on compact
Finsler manifolds. In [23], Lakzian derived differential Harnack estimates for positive
global solutions to (1.1) under Finsler-Ricci flow. Later, the author and He [24] general-
ized and corrected Lakzian’s results under some curvature constraints. Compared to the
Riemannian case, it is harder to get the gradient estimate due to some obstructions. First,
the solutions of (1.1) are lack of higher order regularity. Second, ∆mu has no definition
at the maximum point of u, and thus we cannot use Finsler-Laplacian to adopt maxi-
mum principle. Last but not least, in view of nonlinear property of gradient operator, it
is difficult to do the calculations. In this paper, we follow the work of Sun [16], and estab-
lish some gradient estimates for positive global solutions of (1.1) under Finsler-geometric
flow (1.2), which are richer than [16,22-24].

The rest of this paper is organized as follows.
In Section 2, we first briefly review some facts and results about Finsler geometry. In

Section 3, we establish space-time gradient estimates for positive global solution of (1.1),
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see Theorem 3.1. We also give the corresponding Harnack inequalities, see Corollary
3.1. Finally, in Section 4, we give two applications to the Finsler-Ricci flow and Finsler-
Yamabe flow.

2 Preliminaries

In this section we briefly recall the fundamentals of Finsler geometry by Bao, Chern and
Shen [25], as well as some results on the analysis of Finsler geometry by Ohta-Sturm
[2,22].

2.1 Finsler metric

We assume that M is an n-dimensional smooth connected manifold. Let TM be the tan-
gent bundle over M with local coordinates (x,y), where x=(x1,··· ,xn) and y=(y1,··· ,yn).
A Finsler metric on M is a function F : TM−→ [0,∞) satisfying the following properties:

(i) F is smooth on TM\{0};

(ii) F(x,λy)=λF(x,y) for all λ>0;

(iii) For any nonzero tangent vector y∈TM, the approximated symmetric metric tensor,
gy, defined by

gy(u,v) :=
1
2

∂2

∂s∂t
F2(y+su+tv)

∣∣
s=t=0,

is positive definite.

Such a pair (Mn,F) is called a Finsler manifold. A Finsler structure is said to be re-
versible if, in addition, F is even. Otherwise F is nonreversible. We say a Finsler man-
ifold (Mn,F) is forward (resp.backward) complete if every geodesic defined on [0,a]
(resp.[−a,0]) can be extended to [0,+∞) (resp.(−∞,0]). Compact Finsler manifolds are
both forward and backward complete. By a Finsler measure space we mean a triple (Mn,F,m)
constituted with a smooth, connected n-dimensional manifold M, a Finsler structure F on
M and a measure m on M.

2.2 Geodesic spray and Chern connection

It is straightforward to observe that the geodesic spray in the Finsler setting is of the form,
G=yi ∂

∂xi −2Gi(x,y) ∂
∂yi where,

Gi(x,y)=
1
4

gik
y

{
2

∂(gy)jk

∂xl −
∂(gy)jl

∂xk

}
yjyl . (2.1)
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For every nonvanishing vector field V, gij(V) induces a Riemannian structure gV of
Tx M via

gV(X,Y)=
n

∑
i,j

gij(V)XiY j, for X,Y∈Tx M.

In particular, gV(V,V)=F2(V).
The projection π : TM−→ M gives rise to the pull-back bundle π∗TM over TM\{0}.

As is well known, on π∗TM there exists uniquely the Chern connection D. The Chern con-
nection is determined by the following structure equations, which characterize “torsion
freeness”:

DV
XY−DV

Y X=[X,Y]

and “almost g-compatibility”

Z(gV(X,Y))= gV(DV
Z X,Y)+gV(X,DV

Z Y)+CV(DV
Z V,X,Y) (2.2)

for V∈TM\{0}, X,Y,Z∈TM. Here

CV(X,Y,Z)=
1
4

∂3F2

∂Vi∂V j∂Vk (V)XiY jZk

denotes the Cartan tensor and DV
XY the covariant derivative with respect to reference

vector V ∈TM\{0}. We mention here that CV(V,X,Y)=0 due to the homogeneity of F.
The Chern connection coefficients are given by

Γi
jk :=

1
2

gil
{

∂gl j

∂xk −
∂gjk

∂xl +
∂gkl

∂xj −
∂gl j

∂yr Nr
k+

∂gjk

∂yr Nr
l −

∂gkl

∂yr Nr
j

}
,

where Ni
j =∂Gi/∂yj and g is in fact gy.

2.3 Covariant derivation of tensor field

Given the coordinates {xi,yi} on TM, one can observe that the pair { δ
δxi , ∂

∂yi } forms a

horizontal and vertical frame for TTM, where δ
δxi =

∂
∂xi −Nk

i
∂

∂yk . Let {dxi,δyi} denote the

local frame dual to { δ
δxi , ∂

∂yi }, where δyi=dyi+Ni
j dxj. Then we obtain a decomposition for

T(TM\{0}) and T∗(TM\{0}),

T(TM\{0})=HTM⊕VTM, T∗(TM\{0})=H∗TM⊕V∗TM,

where

HTM=span
{

δ

δxi

}
, VTM=span

{
∂

∂yi

}
,

H∗TM=span{dxi}, V∗TM=span{δyi}.
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Let T = Tij ∂
∂xi ⊗ ∂

∂xj be an arbitrary smooth local section of π∗TM⊗π∗T∗M. They can

therefore be expanded in terms of the natural basis {dxs, δys

F }. The covariant derivative of
Tij denotes

(∇T)ij =Tij
|sdxs+Tij

;s
δys

F
. (2.3)

The horizontal covariant derivative Tij
|s denotes

Tij
|s =

δTij

δxs +TkiΓj
ks+TkjΓi

ks. (2.4)

The vertical covariant derivative Tij
;s denotes

Tij
;s =F

∂Tij

∂ys . (2.5)

2.4 Distance function

For x1,x2∈M, the distance function from x1 to x2 is defined by

d(x1,x2)= inf
γ

∫ 1

0
F(γ̇(t))dt,

where the infimum is taken over all C1-curves γ : [0,1]→M such that γ(0)=x1 and γ(1)=
x2. Note that the distance function may not be symmetric unless F is reversible. A C∞-
curve γ : [0,1]→ M is called a geodesic if F(γ̇) is constant and it is locally minimizing. In
terms of the Chern connection, a geodesic γ satisfies Dγ̇

γ̇ γ̇=0.

2.5 S-Curvature

Associated to any Finsler structure, there is one canonical measure, called the Busemann-
Hausdorff measure, given by

dVF :=σF(x)dx1∧···∧dxn,

where σF(x) is the volume ratio

σF(x)=
vol(BRn(1))

vol((ai)∈Rn|F(∑ai
∂

∂xi )<1)
.

The S-curvature is then defined as

S(y) :=
∂Gi

∂yi (x,y)−yi ∂

∂xi (lnσF(x)). (2.6)
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2.6 Legendre transform, Gradient, Hessian and Finsler-Laplacian

In order to define the gradient of a function, we define the Legendre transform L : TM−→
T∗M, as L(y) = FFyi dxi, which satisfies L(0) = 0 and L(λy) = λL(y) for all λ > 0 and
y∈TM\{0}. Then L : TM\{0}−→T∗M\{0} is a norm-preserving C∞ diffeomorphism.
For a smooth function u : M−→R, the gradient vector of u at x∈M is defined as ∇u(x) :=
L−1(du(x))∈Tx M, which can be written as

∇u(x) :=

gij(x,∇u)
∂u
∂xj

∂

∂xi , du(x) ̸=0;

0, du(x)=0.

Set Mu :={x∈M|du(x) ̸=0}. We define ∇2u(x)∈T∗
x M⊗Tx M for x∈Mu by using the

following covariant derivative

∇2u(v) :=D∇u
v ∇u(x)∈Tx M, v∈Tx M.

Set
D2u(X,Y) := g∇u(∇2u(X),Y)= g∇u(D∇u

X (∇u),Y).

Then we have

g∇u(D∇u
X (∇u),Y)=D2u(X,Y)=D2u(Y,X)= g∇u(D∇u

Y (∇u),X),

for any X,Y∈Tx M.
In order to define a Laplacian on Finsler manifolds, we need a measure m (or a volume

form dm) on M. From now on, we consider the Finsler measure space (M,F,m) equipped
with a fixed smooth measure m. Let V ∈ TM be a smooth vector field on M. In a local
coordinate (xi), expressing dm= eΦdx1dx2 ···dxn, we can write divmV as

divmV=
n

∑
i=1

(
∂Vi

∂xi +Vi ∂Φ
∂xi

)
.

A Laplacian, which is called the Finsler-Laplacian, can now be defined by

∆mu=divm(∇u).

We remark that the Finsler-Laplacian is better to be viewed in a weak sense that for u∈
W1,2(M), ∫

M
ϕ∆mudm=−

∫
M

Dϕ(∇u)dm for ϕ∈C∞
c (M),

where Dϕ is the differential 1-form of ϕ.
The relationship between ∆mu and ∇2u is that

∆mu= trg∇u(∇2u)−S(∇u)=
n

∑
i=1

∇2u(ei,ei)−S(∇u),
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where {ei} is an orthonormal basis of Tx M with respect to g∇u.
Given a vector field V, the weighted Laplacian is defined on the weighted Riemannian

manifold (M,gV ,m) by
∆V

mu=divm(∇Vu),

where

∇Vu(x) :=

gij(x,V)
∂u
∂xj

∂

∂xi , du(x) ̸=0;

0, du(x)=0.

Similarly, the weighted Laplacian can be viewed in a weak sense for u ∈W1,2(M). We
note that ∆∇u

m u=∆mu.

2.7 Weighted Ricci curvature

The Ricci curvature of Finsler manifolds is defined as the trace of the flag curvature.
Explicitly, given two linearly independent vectors V,W ∈ TM\{0}, the flag curvature is
defined by

KV(V,W)=
gV(RV(V,W)W,V)

gV(V,V)gV(W,W)−gV(V,W)2 ,

where RV is the Chern curvature (or Riemannian curvature):

RV(X,Y)Z=DV
X DV

Y Z−DV
Y DV

X Z−DV
[X,Y]Z.

Then the Ricci curvature is defined by

Ric(V)=
n−1

∑
i=1

KV(V,ei),

where e1,··· ,en−1, V
F(V)

form an orthonormal basis of Tx M with respect to gV .
We recall the definition of the weighted Ricci curvature on Finsler manifolds, which was

introduced by Ohta in [26].
Given a vector V∈Tx M, let γ:(−ε,ε)→M be a geodesic with γ(0)=x, γ̇(0)=V. Define

Ṡ(V) :=F−2(V)
d
dt

[S(γ(t),γ̇(t))]t=0,

where S(V) denotes the S-curvature at (x,V). The weighted Ricci curvature of (M,F,m) is
defined by 

Ricn(V) :=
{

Ric(V)+Ṡ(V), for S(V)=0,
−∞, otherwise,

RicN(V) :=Ric(V)+Ṡ(V)− S(V)2

(N−n)F(V)2 , ∀ N∈ (n,∞),

Ric∞(V) :=Ric(V)+Ṡ(V).

We note that the curvature RicN is 0-homogeneous.
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2.8 Akbarzadeh’s Ricci Tensor, Ricij

Akbarzadeh’s Ricci tensor Ricij is defined as follows

Ricij :=
∂2

∂yi∂yj

(
F2Ric

2

)
. (2.7)

We denote second order contravariant tensor of Akbarzadeh’s Ricci tensor by R, that is

R :=Ricij ∂

∂xi ⊗
∂

∂xj , (2.8)

where Ricij=gikgjl Rickl . For further details regarding Akbarzadeh’s Ricci tensor, see [27].
Similarly, we denote second order contravariant tensor of h by h, that is

h :=hij ∂

∂xi ⊗
∂

∂xj , (2.9)

where hij = gikgjlhkl .

2.9 Bochner-Weitzenböck formula

The following Bochner-Weitzenböck type formula, established by Ohta-Sturm in [22],
plays an important role in this paper.

Theorem B. ([22]) (Bochner-Weitzenböck formula) Given u∈W2,2
loc (M)∩C1(M) with ∆mu∈

W1,2
loc (M), we have

−
∫

M
Dψ

(
∇∇u

(
F2(x,∇u)

2

))
dm

=
∫

M
ψ{D(∆mu)(∇u)+Ric∞(∇u)+|∇2u|2HS(∇u)}dm (2.10)

for all nonnegative functions ψ∈W1,2
c (M)∩L∞(M). Given u∈C∞(M), the pointwise version

of the identity is

∆∇u
m

(
F2(∇u)

2

)
=D(∆mu)(∇u)+Ric∞(∇u)+|∇2u|2HS(∇u). (2.11)

Here |∇2u|2HS(∇u) denotes the Hilbert-Schmidt norm with respect to g∇u.

2.10 Global solutions to ∂tu=∆mu

We say that a function u on [0,T]×M, T > 0, is a global solution to the nonlinear heat
equation ∂tu=∆mu if it satisfies the following:

(i) u(x,t)∈L2([0,T],H1(M))∩H1([0,T],H−1(M));
(ii) For any test function ϕ∈C∞(M) and for all t∈ [0,T],∫

M
ϕ∂tudm=−

∫
M

Dϕ(∇u)dm. (2.12)
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3 Space-time gradient estimates for positive global solutions

Firstly, we have the following global space-time gradient estimate for the system (1.1)-
(1.2).

Theorem 3.1. Let (Mn,F(t))t∈[0,T] be a closed solution to the Finsler-geometric flow (1.2). As-
sume that there are four positive real numbers K1, K2, K3 and K4 such that for all t∈ [0,T],

R≥−K1, −K2≤h≤K3, |∇h|≤K4,

and S-curvature vanishes. Consider a positive global solution u=u(x,t) of the equation (1.1). Let
f = logu. Then for any α>1, on M×(0,T], we have

F2(∇(logu))−α∂t(logu)

≤ nα2

2(1−2ε)

{
(α−1)K3+K1+ε

2(1−2ε)(α−1)
+

1
t
+

√
(1−2ε)

ε

(
K2+K3+

√
2
n

K4

)}
. (3.1)

Here ε∈ (0, 1
2 ) is an arbitrary constant.

The precise definition of the Finsler measure space, R, h, |∇h|, gradient vector field
∇, Finsler-Laplacian ∆m and the global solution to the nonlinear heat equation (1.1) have
been given in Section 2 above.

Remark 3.1. (1). When h(t) =−Ricij(t), (1.2) is the Finsler-Ricci flow equation. In this
case our results reduce to [23,24]. We also see that Theorem 3.1 covers [16, Theorem 6].

(2). The condition S≡0 is often required in the study of Finsler-geometric flow. Since
the S-curvature vanishes for Berwald metrics, our results can be applied to any Finsler-
geometric flow of Berwald metrics on closed manifolds (for example, see [23,28-30]).

Throughout the rest of these notes, we consider a positive solution u of the nonlinear
heat equation (1.1) on a compact Finsler manifold (Mn,F,m). The Laplacian and gradient
are all with respect to V :=∇u and are valid on Mu := {x ∈ M|∇u(x) ̸= 0}. Although
Chern connection coefficient Γi

jk(∇ f ) is not compatible with respect to g∇ f , it is torsion
free. Hence, similar to Riemannian case, for a given time t, we can choose a normal
coordinate system at a fixed point of Mu. We will compute at a fixed point and at this
point we have

hij(∇ f )=hij(∇ f ), |∇2 f |2HS(∇ f )=∑
i,j

f 2
ij,

n

∑
i=1

fii =∆m f , Γi
jk(∇ f )=0. (3.2)

Let u(x,t)∈L2([0,T],H1(M))∩H1([0,T],H−1(M)) be a positive global solution (in the
sense of distributions) of the nonlinear heat equation (1.1) under Finsler-geometric flow.
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We consider the function f := logu which is H2 in space and C1,α in both space and time,
then u= e f . We have

∂t f = e− f ∂tu, ∇ f = e− f∇u, ∆m f = e− f ∆mu−F2(∇ f ). (3.3)

Hence f satisfies the following equation,

∂t f =∆m f +F2(∇ f ) (3.4)

for every t in the weak sense that∫
M
{−Dϕ(∇ f )+ϕF2(∇ f )}dm=

∫
M

ϕ∂t f dm

for each ϕ∈H1(M). From (3.3), we have g∇ f =g∇u a.e. on Mu and ∆m f ∈H1(M) for each
t.

To prove Theorem 3.1, we need the following several lemmas. First, we will use the
following obvious lemma.

Lemma 3.1. ([25]) Let Ricij be a component of Akbarzadeh’s Ricci tensor and Ric be the Ricci
curvature on (Mn,F,m). We have

Ricij(∇ f ) fi f j =Ric(∇ f ). (3.5)

Proceedingly, we have the following lemma.

Lemma 3.2. Let h(t) is a symmetric (0,2)-tensor field on (Mn,F(t),m). We have

∂(hij(∇ f ))
∂xi f j =hij

|i f j+hij
;k

f j

F
(∇2 f )k

i , (3.6)

where hij
|i denotes the horizontal covariant derivative of hij and hij

;k denotes the vertical covariant
derivative of hij. In particular,

∂(Ricij(∇ f ))
∂xi f j =Ricij

|i f j+Ricij
;k

f j

F
(∇2 f )k

i , (3.7)

∂(H(∇ f ))
∂xj f j =H|j f j+H;k

f j

F
(∇2 f )k

j , (3.8)

∂(gij(∇ f ))
∂xi f j =0, (3.9)

where Ricij denotes a component of Akbarzadeh’s Ricci tensor and H=gijRicij denotes the scalar
curvature.
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Proof. We note that

hij
|i =

δhij

δxi +hkjΓi
ki+hikΓj

ki =
∂hij

∂xi −Nr
i

∂hij

∂yr +hkjΓi
ki+hikΓj

ki,

hij
;i =F

∂hij

∂yi .

Simple differentiation gives

∂(hij(∇ f ))
∂xi =

∂hij

∂xi +
∂hij

∂yk (∇ f )k
xi

=hij
|i−hkjΓi

ki−hikΓj
ki+

∂hij

∂yk ((∇ f )k
xi +Nk

i )

=hij
|i−hkjΓi

ki−hikΓj
ki+

∂hij

∂yk (∇
2 f )k

i .

We can choose a normal coordinate system at a fixed point of Mu. We will compute at a
fixed point and at this point we have

∂(hij(∇ f ))
∂xi f j =hij

|i f j+
∂hij

∂yk (∇
2 f )k

i f j =hij
|i f j+hij

;k
f j

F
(∇2 f )k

i .

Eqs. (3.7) and (3.8) are direct consequences of (3.6). Eq. (3.9) is direct consequences of
the fact CV(V,X,Y)=0, gij

|s =0 and gij
;s =2Cijs.

Proceedingly, we have the following lemma.

Lemma 3.3. Let (Mn,F(t),m) be a closed solution to the Finsler-geometric flow (1.2). Then we
have

∂t(F2(∇ f ))=−2hij(∇ f ) fi f j+2D(∂t f )(∇ f ). (3.10)

Proof. Simple differentiation gives

∂t(F2(∇ f ))=∂t(gij(∇ f ) fi f j)

=2gij(∇ f )(∂t f )i f j+∂t(gij(∇ f )) fi f j

=2gij(∇ f )(∂t f )i f j+∂t(gij)(∇ f ) fi f j+
∂gij

∂yk (∂t f k) fi f j

=−2hij(∇ f ) fi f j+2D(∂t f )(∇ f ), (3.11)

where the last equality used ∂tgij =−2hij and CV(V,X,Y)=0.
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Let
G(x,t)=F2(∇ f )(x,t)−α∂t f (x,t), (3.12)

where α>1 is a constant. J (x,t)=α∂t f (x,t) lies in H1(M) and G(x,t) lies in H1(M) for
each t and is Hölder continuous in both space and time.

Proceeding, we have the following lemma.

Lemma 3.4. In the sense of distributions, J (x,t) satisfies the parabolic differential equality

∆∇ f
m J −∂tJ +2DJ (∇ f )

=2αhij(∇ f ) fi f j+2αhij(∇ f ) fij+2αhij
|i f j+2αhij

;k
f j

F
(∇2 f )k

i , (3.13)

where hij
|i denotes the horizontal covariant derivative of hij and hij

;k denotes the vertical covariant
derivative of hij.

Proof. For any non-negative test function ϕ∈ H1
0(M×(0,T)) whose support is included

in the domain of the local coordinate, we have

∂t(D(αϕ)(∇ f ))

=∂t(gij(∇ f )(αϕ)i f j)

=∂t(gij(∇ f ))(αϕ)i f j+gij(∇ f )(∂t(αϕ))i f j+gij(∇ f )(αϕ)i(∂t f )j

=∂t(gij)(∇ f )(αϕ)i f j+
∂gij

∂yk (∂t f k)(αϕ)i f j+gij(∇ f )(∂t(αϕ))i f j+gij(∇ f )(αϕ)i(∂t f )j

=−2hij(∇ f )(αϕ)i f j+D(∂t(αϕ))(∇ f )+D(αϕ)(∇∇ f (∂t f )),

where the last equality used ∂tgij =−2hij and CV(V,X,Y)=0. That is,

−D(αϕ)(∇∇ f (∂t f ))

=−∂t(D(αϕ)(∇ f ))+D(∂t(αϕ))(∇ f )−2hij(∇ f )
∂(αϕ)

∂xi
∂ f
∂xj . (3.14)

Multiplying the LHS of (3.13) by ϕ, integrating and then substituting (3.14), we get

A=
∫ T

0

∫
M

{
−Dϕ(∇∇ fJ )+J ∂tϕ+2ϕDJ (∇ f )

}
dmdt

=
∫ T

0

∫
M

{
−D(αϕ)(∇∇ f (∂t f ))+∂t(ϕα)∂t f +2αϕD(∂t f )(∇ f )

}
dmdt

=
∫ T

0

∫
M

{
−∂t(D(αϕ)(∇ f ))+D(∂t(αϕ))(∇ f )−2hij(∇ f )

∂(αϕ)

∂xi
∂ f
∂xj

+∂t(ϕα)(∆m f +F2(∇ f ))+2αϕD(∂t f )(∇ f )
}

dmdt.
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Using Lemma 3.3 and the fact that∫ T

0

∫
M

∂t(D(αϕ)(∇ f ))dmdt=0,

we arrive at

A=
∫ T

0

∫
M

{
−∂t(D(αϕ)(∇ f ))+D(∂t(αϕ))(∇ f )−2hij(∇ f )

∂(αϕ)

∂xi
∂ f
∂xj

+∂t(ϕα)(∆m f +F2(∇ f ))+2αϕD(∂t f )(∇ f )
}

dmdt

=
∫ T

0

∫
M

{
−2hij(∇ f )

∂(αϕ)

∂xi
∂ f
∂xj +∂t(ϕα)(F2(∇ f ))+2αϕD(∂t f )(∇ f )

}
dmdt

=
∫ T

0

∫
M

{
−2hij(∇ f )

∂(αϕ)

∂xi
∂ f
∂xj +∂t(ϕα)(F2(∇ f ))+αϕ∂t(F2(∇ f ))

+2αϕhij(∇ f ) fi f j

}
dmdt

=
∫ T

0

∫
M

ϕ
{

2αhij(∇ f ) fi f j+2αhij(∇ f ) fij+2α
∂(hij(∇ f ))

∂xi f j

}
dmdt. (3.15)

From (3.6) we have

A=
∫ T

0

∫
M

ϕ
{

2αhij(∇ f ) fi f j+2αhij(∇ f ) fij+2αhij
|i f j+2αhij

;k
f j

F
(∇2 f )k

i

}
dmdt. (3.16)

This completes the proof of the lemma.

Now we can compute a parabolic partial differential equality for G(x,t) which will be
the key to the proof of our Theorem 3.1.

Lemma 3.5. In the sense of distributions, G(x,t) satisfies the parabolic differential equality

∆∇ f
m G−∂tG+2DG(∇ f )=B, (3.17)

where

B(x,t)=−2(α−1)hij(∇ f ) fi f j−2αhij(∇ f ) fij−2αhij
|i f j−2αhij

;k
f j

F
(∇2 f )k

i

+2Ric(∇ f )+2|∇2 f |2HS(∇ f ).

Proof. For any non-negative test function ϕ∈H1
0(M×(0,T)) , we compute∫ T

0

∫
M

{
−Dϕ(∇∇ fG)+G∂tϕ+2ϕDG(∇ f )

}
dmdt

=−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))+F2(∇ f )∂tϕ+2ϕD(F2(∇ f ))(∇ f )

}
dmdt
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=−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))−ϕ∂t(F2(∇ f ))+2ϕD(F2(∇ f ))(∇ f )

}
dmdt

=−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))−2ϕD(∂t f )(∇ f )+2ϕhij(∇ f ) fi f j

+2ϕD(F2(∇ f ))(∇ f )
}

dmdt

=−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))−2ϕD(∆m f )(∇ f )−2ϕD(F2(∇ f ))(∇ f )

+2ϕhij(∇ f ) fi f j+2ϕD(F2(∇ f ))(∇ f )
}

dmdt

=−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))−2ϕD(∆m f )(∇ f )+2ϕhij(∇ f ) fi f j

}
dmdt.

By applying the Bochner-Weitzenböck formula (2.10) and noticing that S=0 implies
Ric∞(V)=Ric(V), we have

−A+
∫ T

0

∫
M

{
−Dϕ(∇∇ f (F2(∇ f )))−2ϕD(∆m f )(∇ f )+2ϕhij(∇ f ) fi f j

}
dmdt

=−A+
∫ T

0

∫
M

{
2ϕRic(∇ f )+2ϕ|∇2 f |2HS(∇ f )+2ϕhij(∇ f ) fi f j

}
dmdt.

Now, substituting A from (3.16), we have

B(x,t)=−2(α−1)hij(∇ f ) fi f j−2αhij(∇ f ) fij−2αhij
|i f j−2αhij

;k
f j

F
(∇2 f )k

i

+2Ric(∇ f )+2|∇2 f |2HS(∇ f ).

Now we have all the ingredients that we need to complete the proof of Theorem 3.1.

Proof of Theorem 3.1. By our assumption and (3.17), we have

∆∇ f
m G−∂tG+2DG(∇ f )

=−2(α−1)hij(∇ f ) fi f j−2αhij(∇ f ) fij−2αhij
|i f j−2αhij

;k
f j

F
(∇2 f )k

i

+2Ric(∇ f )+2|∇2 f |2HS(∇ f )

≥−2(α−1)K3F2(∇ f )−2ε f 2
ij−

nα2

2ε
(K2+K3)

2−2εF2(∇ f )− α2

2ε
K2

4

−2ε f 2
ki−

α2

2ε
K2

4−2K1F2(∇ f )+2 f 2
ij

=2(1−2ε) f 2
ij−2((α−1)K3+K1+ε)F2(∇ f )− nα2

2ε
(K2+K3)

2− α2

ε
K2

4

≥2(1−2ε)

n
(∆m f )2−2((α−1)K3+K1+ε)F2(∇ f )− α2

ε

(n
2
(K2+K3)

2+K2
4

)
, (3.18)
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where we used

−2αhij fij ≥−2ε∑
i,j

f 2
ij−

α2

2ε ∑
i,j

h2
ij ≥−2ε∑

i,j
f 2
ij−

nα2

2ε
(K2+K3)

2,

−2αhij
|i f j ≥−2εF2(∇ f )− α2

2ε ∑
i,j
(hij

|i)
2≥−2εF2(∇ f )− α2

2ε
K2

4,

−2αhij
;k

f j

F
(∇2 f )k

i ≥−2ε∑
i,k

f 2
ik−

α2

2ε ∑
i,k

(
∑

j
hij

;k
f j

F

)2

≥−2ε∑
i,k

f 2
ik−

α2

2ε ∑
i,j,k

(
hij

;k

)2

≥−2ε∑
i,k

f 2
ik−

α2

2ε
K2

4

and the Cauchy inequality

∑
i,j

f 2
ij ≥

1
n
(∆m f )2.

Noticing that

∆m f =−F2(∇ f )+∂t f =−1
α

(
G+(α−1)F2(∇ f )

)
,

hence (3.18) shows

∆∇ f
m G−∂tG+2DG(∇ f ) (3.19)

≥2(1−2ε)

nα2

(
G+(α−1)F2(∇ f )

)2−2((α−1)K3+K1+ε)F2(∇ f )− α2

ε

(n
2
(K2+K3)

2+K2
4

)
.

Define G= tG. Then

∆∇ f
m G−∂tG= t(∆∇ f

m G−∂tG)−
G
t

≥t

{
2(1−2ε)

nα2

(
G+(α−1)F2(∇ f )

)2−2((α−1)K3+K1+ε)F2(∇ f )

− α2

ε

(n
2
(K2+K3)

2+K2
4

)
−2DG(∇ f )

}
−G

t

=
2(1−2ε)t

nα2

(
G+(α−1)F2(∇ f )

)2−2((α−1)K3+K1+ε)tF2(∇ f )

− α2t
ε

(n
2
(K2+K3)

2+K2
4

)
−2DG(∇ f )−G

t
. (3.20)

Let F2(∇ f )
G =µ. Then we have µ≥0 (otherwise the assertion of the theorem is trivial) and

∆∇ f
m G−∂tG+2DG(∇ f )
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≥2(1−2ε)t
nα2

(
G+(α−1)F2(∇ f )

)2−2((α−1)K3+K1+ε)tF2(∇ f )

− α2t
ε

(n
2
(K2+K3)

2+K2
4

)
−G

t

=
2(1−2ε)

nα2t
(1+(α−1)µ)2G2−

(
2((α−1)K3+K1+ε)µ+

1
t

)
G

− α2t
ε

(n
2
(K2+K3)

2+K2
4

)
:=D. (3.21)

Fix arbitrary t∈ (0,T] and assume that G achieves its maximum at the point (x0,t0)∈
M×[0,t] and G(x0,t0)> 0 (otherwise the proof is trivial), which implies t0 > 0. We shall
show D(x0,t0)≤0. Assume the contrary, D(x0,t0)>0. It would imply D>0 on a neigh-
borhood of (x0,t0). Hence, according to (3.21) on such a neighborhood, the function G
would be a strict sub-solution to the linear parabolic operator

∆∇ f
m G−∂tG+2DG(∇ f ).

Therefore, G(x0,t0) would be strictly less than the supremum of G on the boundary of
any small parabolic cylinder [t0−δ,t0]×Bδ(x0), where Bδ(x0) := {y∈ M|d(x0,y)< δ}. In
particular, G could not be maximal at (x0,t0), which is a contradiction. Hence, D(x0,t0)≤
0, that is at (x0,t0)

0≥2(1−2ε)

nα2t
(1+(α−1)µ)2G2−

(
2((α−1)K3+K1+ε)µ+

1
t

)
G

− α2t
ε

(n
2
(K2+K3)

2+K2
4

)
. (3.22)

All the following computations are at the point (x0,t0). Noticing that

µ

(1+(α−1)µ)2 =
1

α−1
(α−1)µ

(1+(α−1)µ)2 ≤
1

4(α−1)
,

1
(1+(α−1)µ)2 ≤1.

Solving the quadratic inequality of G in (3.22) yields

G≤ nα2t0

4(1−2ε)(1+(α−1)µ)2

{(
2((α−1)K3+K1+ε)µ+

1
t0

)

+

√(
2((α−1)K3+K1+ε)µ+

1
t0

)2

+
8(1−2ε)

nε
(1+(α−1)µ)2

(n
2
(K2+K3)2+K2

4

)}

≤ nα2t0

4(1−2ε)(1+(α−1)µ)2

{
2
(

2((α−1)K3+K1+ε)µ+
1
t0

)
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+2

√
2(1−2ε)

nε
(1+(α−1)µ)

(√
n
2
(K2+K3)+K4

)}

≤ nα2t0

2(1−2ε)

{
(α−1)K3+K1+ε

2(α−1)
+

1
t0
+

√
1−2ε

ε

(
K2+K3+

√
2
n

K4

)}

≤ nα2t0

2(1−2ε)

{
(α−1)K3+K1+ε

2(α−1)(1−2ε)
+

1
t0
+

√
1−2ε

ε

(
K2+K3+

√
2
n

K4

)}
. (3.23)

Since t≥ t0, we have

G(x,t)≤G(x0,t0)

≤ nα2t
2(1−2ε)

{
(α−1)K3+K1+ε

2(α−1)(1−2ε)
+

1
t
+

√
1−2ε

ε

(
K2+K3+

√
2
n

K4

)}

and for all x∈M, it holds that

G(x,t)≤ nα2

2(1−2ε)

{
(α−1)K3+K1+ε

2(α−1)(1−2ε)
+

1
t
+

√
1−2ε

ε

(
K2+K3+

√
2
n

K4

)}
. (3.24)

Since t is arbitrary in t∈ [0,T], we obtain (3.1). Hence, we complete the proof. �

Similar to [16, Corollary 8], integrating the gradient estimate in space-time as in [3],
we can derive the following parabolic Harnack type inequality.

Corollary 3.1. Let (Mn,F(t))t∈[0,T] be a closed solution to the Finsler-geometric flow (1.2). As-
sume that there are four positive real numbers K1, K2, K3 and K4 such that for all t∈ [0,T],

R≥−K1, −K2≤h≤K3, |∇h|≤K4,

and S-curvature vanishes. Consider a positive global solution u=u(x,t) of the equation (1.1). Let
f = logu. Then for (x1,t1)∈Mn×(0,T) and (x2,t2)∈Mn×(0,T) such that t1< t2, we have

u(x1,t1)≤u(x2,t2)

(
t2

t1

)nα

exp

{ 1∫
0

α

4
F(η̇(s))2|τ

t2−t1
ds

+nα

(
(α−1)K3+K1+

1
4

α−1
+
√

2

(
K2+K3+

√
2
n

K4

))
(t2−t1)

}
, (3.25)

whenever α> 1. Here η(s) be a smooth curve connecting x and y with η(1)= x and η(0)= y,
and F(η̇(s))|τ is the length of the vector η̇(s) at time τ(s)=(1−s)t2+st1.
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Proof. Let η(s) be a smooth curve connecting x and y with η(1) = x and η(0) = y, and
F(η̇(s))|τ is the length of the vector η̇(s) at time τ(s)= (1−s)t2+st1. Choosing ε= 1

4 in
(3.1) gives

−∂t f ≤nα

{
(α−1)K3+K1+

1
4

α−1
+

1
t
+
√

2

(
K2+K3+

√
2
n

K4

)}
− 1

α
F2(∇ f ).

Let l(s)= logu(η(s),τ(s))= f (η(s),τ(s)). Then

f (x1,t1)− f (x2,t2)=

1∫
0

d
ds

(
f (η(s),τ(s))

)
ds=

1∫
0

(t2−t1)
(D f (η̇(s))

t2−t1
−∂t f

)
ds

≤
1∫

0

(t2−t1)
{ F(η̇(s))F(∇ f )

t2−t1
−∂t f

}
ds

≤
1∫

0

(t2−t1)

{
F(η̇(s))F(∇ f )

t2−t1
+nα

(
(α−1)K3+K1+

1
4

α−1
+

1
τ

+
√

2

(
K2+K3+

√
2
n

K4

))
− 1

α
F2(∇ f )

}
ds

≤
1∫

0

{
α

4
F(η̇(s))2|τ

t2−t1
+(t2−t1)nα

(
(α−1)K3+K1+

1
4

α−1
+

1
τ
+
√

2

(
K2+K3+

√
2
n

K4

))}
ds, (3.26)

where the last inequality used −Ax2+Bx≤ B2

4A . Using (3.26), we derive

log
(

u(x1,t1)

u(x2,t2)

)
= f (x1,t1)− f (x2,t2)

≤
1∫

0

α

4
F(η̇(s))2|τ

t2−t1
ds+nα

(
(α−1)K3+K1+

1
4

α−1
+
√

2

(
K2+K3+

√
2
n

K4

))
(t2−t1)

+nαlog
(

t2

t1

)
.

Therefore, we arrive at

u(x1,t1)≤u(x2,t2)

(
t2

t1

)nα

exp

{ 1∫
0

α

4
F(η̇(s))2|τ

t2−t1
ds

+nα

(
(α−1)K3+K1+

1
4

α−1
+
√

2

(
K2+K3+

√
2
n

K4

))
(t2−t1)

}
.
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4 Applications to Finsler-Ricci flow and Finsler-Yamabe flow

In this section, we apply our results to the special cases of the Finsler-Ricci flow and
Finsler-Yamabe flow.

4.1 The Finsler-Ricci flow

When h(t)=−Ricij(t), (1.2) is the Finsler-Ricci flow equation (see [1,28,31]). In this sit-
uation our results reduced to those in [23,24]. Comparing with the Riemannian case, in
this case our results in Section 3 need the assumption |∇R| ≤K4. Since the solutions of
the nonlinear heat equation (1.1) are lack of higher order regularity, we have to compute
∂t(∆m f ) in a weak sense, which produces Ricij

|i and Ricij
;k. In order to obtain the gradient

estimate, we require |∇R| bounded above.
It is worth to notice that the inequality (2) in [23] was not completely correct. In fact,

due to the proof of Lemma 4.1 in [23], Lakzian thought that

∂(Ricij(∇ f ))
∂xi f j =0

by Euler’s theorem. This means that the parabolic differential equality (43) in [23] is lack

of ∂(Ricij(∇ f ))
∂xi f j. However, we compute

∂(Ricij(∇ f ))
∂xi f j =Ricij

|i f j+Ricij
;k

f j

F
(∇2 f )k

i ̸=0,

hence our results generalize and correct the work of Lakzian in [23].

4.2 The Finsler-Yamabe flow

When h(t)=− 1
2 (Hg)(t), (1.2) is the Finsler-Yamabe flow equation

∂

∂t
g(t)=−(Hg)(t), (4.1)

where H=gijRicij is called the scalar curvature. For further details regarding the Finsler-
Yamabe flow, see [29,32].

However, to prove our Theorem 4.1, it is enough to consider for all t∈ [0,T],

R≥−K1, −K2≤H≤K3, |∇H|≤K4,

and S-curvature vanishes to derive the following space-time gradient estimate for the
system (1.1)-(4.1).
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Theorem 4.1. Let (Mn,F(t))t∈[0,T] be a closed solution to the Finsler-Yamabe flow (4.1). Assume
that there are four positive real numbers K1, K2, K3 and K4 such that for all t∈ [0,T],

R≥−K1, −K2≤H≤K3, |∇H|≤K4,

and S-curvature vanishes. Consider a positive global solution u=u(x,t) of the equation (1.1). Let
f = logu. Then for any α>1, on M×(0,T], we have

F2(∇(logu))−α∂t(logu)

≤ nα2

2(1−ε)

{
(α−1)K2+K1+ε

4(1−ε)(α−1)
+

1
t
+

√
(1−ε)

2ε

(
K2+K3+

√
2
n

K4

)}
. (4.2)

Here ε∈ (0,1) is an arbitrary constant.

The proof of Theorem 4.1 is similar to the one at Section 3. We only to sketch a very
simple outline of the proof. First of all, we have the following several lemmas.

Lemma 4.1. Let (Mn,F(t),m) be a closed solution to the Finsler-Yamabe flow (4.1). Then we
have

∂t(F2(∇ f ))=HF2(∇ f )+2D(∂t f )(∇ f ). (4.3)

Lemma 4.2. In the sense of distributions, J (x,t) satisfies the parabolic differential equality

∆∇ f
m J −∂tJ +2DJ (∇ f )=−αHF2(∇ f )−αHgij(∇ f ) fij−αgijH|i f j

−αgijH;k
f j

F
(∇2 f )k

i , (4.4)

where H|i denotes the horizontal covariant derivative of H and H;k denotes the vertical covariant
derivative of H.

Lemma 4.3. In the sense of distributions, G(x,t) satisfies the parabolic differential equality

∆∇ f
m G−∂tG+2DG(∇ f )=B, (4.5)

where

B(x,t)=(α−1)HF2(∇ f )+αHgij fij+αgijH|i f j+αgijH;k
f j

F
(∇2 f )k

i

+2Ric(∇ f )+2|∇2 f |2HS(∇ f ).

Lemma 4.4. In the sense of distributions, G(x,t) satisfies the parabolic differential inequality

∆∇ f
m G−∂tG+2DG(∇ f )

≥2(1−ε)

n
(∆m f )2−((α−1)K2+K1+ε)F2(∇ f )− α2

2ε

(n
2
(K2+K3)

2+K2
4

)
. (4.6)

Then, using Lemma 4.4, the quadratic formula and the maximum principle, we can
complete the proof of Theorem 4.1.
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