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Abstract

This paper designs a hybrid scheme based on finite difference methods and a spectral

method for the time-dependent Wigner equation, and gives the error analysis for the full

discretization of its initial value problem. An explicit-implicit time-splitting scheme is used

for time integration and the second-order upwind finite difference scheme is used to dis-

cretize the advection term. The consistence error and the stability of the full discretization

are analyzed. A Fourier spectral method is used to approximate the pseudo-differential

operator term and the corresponding error is studied in detail. The final convergence result

shows clearly how the regularity of the solution affects the convergence order of the pro-

posed scheme. Numerical results are presented for confirming the sharpness of the analysis.

The scattering effects of a Gaussian wave packet tunneling through a Gaussian potential

barrier are investigated. The evolution of the density function shows that a larger portion

of the wave is reflected when the height and the width of the barrier increase.

Mathematics subject classification: 65M06, 65M70.

Key words: Finite difference method, Spectral method, Hybrid scheme, Error analysis,

Wigner equation.

1. Introduction

With the development of micro-manufacturing engineering and technology, the quantum

effects (such as the tunnelling effects in Resonant Tunnelling Diodes) play an important role in

transport property and can not be neglected. In order to clearly understand the quantum effects,

quantum transport models have to be considered. One of such models is the Wigner equation,

which was proposed by Wigner in 1932 as a quantum correction of the classical statistical

mechanics in the phase space [1]. As its classical counterparts, the Boltzmann equation and the

Vlasov equation are popular models in simulating of carrier transport in classical mechanics for

clear description of scattering effects and boundary conditions. Thus, the Wigner equation has

advantages over other quantum frameworks in handling scattering mechanisms and boundary
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conditions [2]. The Wigner equation is also suitable for describing time dependent dynamics

and connecting quantum and semi-classical regimes [3], and it has been found many applications

in different fields, e.g., quantum optics [4], nano-scale semiconductor devices [5].

The Wigner equation and its numerical solution have attracted more and more attention

since Frensley successfully reproduced the negative differential resistance phenomenon of res-

onant tunnelling diodes (RTDs) in [5], where the first-order upwind finite difference method

was used. Then the second-order upwind finite difference method was proposed and used to

study the tunneling characteristics of double-barrier semiconductor structures [6, 7]. Many

more numerical methods have developed for the Wigner equation, e.g., a WENO solver [8],

a spectral method [9], a spectral collocation method [10], high-order upwind finite-difference

methods [11], a Gaussian beam method [12], moment methods [13,14] and a cell average spec-

tral element method [15]. Many mathematicians also devoted to analyze the Wigner equation.

Markowich proved the existence and uniqueness of the solution to the initial-value problem of

the time-dependent Wigner equation by studying the equivalence between the quantum Liou-

ville equation and the Schrödinger equation [16]. Jiang et al. studied the effect of the inflow

boundary conditions of the stationary Wigner equation in [17,18], and proposed a device adap-

tive inflow boundary condition in [19]. Readers interested in the research on the well-posedness

of related problems can refer to, e.g., [16, 20–23].

There are also many works on the Wigner equation that focus on the numerical simulation

and investigate the parallel computing, where the nonlinear iteration technique is used when

the self-consistent potential is included. However, works on a detailed numerical analysis of

the consistency, convergence and stability of numerical methods for the Wigner equation is

still inadequate. In this paper, we propose a hybrid explicit-implicit scheme of finite difference

methods and a Fourier spectral method for the time-dependent Wigner equation. We adopt the

second-order upwind finite difference method for the discretization of the advection term as did

in [6], which has gained its popularity comparing with the first-order upwind finite difference

method used in [5]. The pseudo-differential term of the Wigner equation, which corresponds

to the force field, is approximated by the Fourier spectral method. Because of the non-locality

of the pseudo-differential operator of the Wigner equation, the semi-discretization in the phase

space results a matrix with much more nonzero elements than that of the Vlasov equation.

Thus the forward Euler method used in [5] is popular since a linear system (whose matrix

is not very sparse) need not to be solved at every time step. However, the time step in the

forward Euler method is restricted due to the CFL condition restraint. An implicit scheme

can be used to alleviate the CFL restraint. For example, a backward Euler method is used

in [9]. In order to take advantage of the computational efficiency of the explicit method and

the big time step of the implicit method, we apply the implicit method for the advection term

(which actually can be solved very efficiently) and the explicit method for the pseudo-differential

operator term. A prediction-correction technique is implemented to achieve a second-order

accuracy in time integration. For the discretization with respect to velocity, many methods

have proposed, such as the collocation spectral method [9], the adaptive cell-average spectral

element method [15], the moment method [13, 14]. In this paper, we adopt the collocation

spectral method to approximate the pseudo-differential operator term as used in [9], which

guarantees the conservative conditions automatically. The high-order truncation error of the

proposed full discretization scheme is proved, and the stability is analyzed by using the von

Neumann method. Finally, we give a proof of the convergence of the full discretization scheme.

This paper is arranged as following: Firstly, we introduce an initial boundary value prob-
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lem for the time-dependent Wigner equation in a finite phase space. Secondly, the hybrid

explicit-implicit (EI) scheme is developed to solve the time-dependent Wigner equation. Third-

ly, the local truncation error, the stability and the convergence of the high-order EI scheme are

analyzed. Finally, numerical simulations are implemented to validate the convergence of the

scheme, and the scheme is adopted to simulate the evolution of Gaussian wave packet tunneling

through a Gaussian barrier.

2. The Wigner Equation

The initial value problem of the Wigner equation





ℜ0f(x, k, t) :=
∂f(x, k, t)

∂t
+

k~

m

∂f(x, k, t)

∂x
+

1

2π~
Θ(f)(x, k, t) = 0,

(x, k) ∈ (−∞,∞)× (−∞,∞), t > 0,

f(x, k, 0) = f0(x, k),

(2.1)

describes how the Wigner distribution function f(x, k, t) evolves in the phase space (x, k) with

time t when the initial distribution f0(x, k) is given. Here m is the effective mass, ~ the reduced

Plank constant, and Θ is the convolution operator





Θ(f)(x, k, t) =

∫ ∞

−∞

Vw(x, k − k′)f(x, k′, t)dk′,

Vw(x, k) = i

∫ ∞

−∞

[
V
(
x+

r

2

)
− V

(
x−

r

2

)]
exp(−ikr)dr,

(2.2)

where V (x) is the potential energy function to denote the external barrier imposed to cause the

scattering of the wave, and then changes the distribution function. In our case, V (x) is assumed

to be independent of time. Θ(f) is a pseudo-differential operator term for having differential

form if V (x) is infinitely differentiable. The Wigner equation is a kinetic equation in the

phase space which includes quantum effects, so it is also called quantum Boltzmann equation.

Inflow boundary condition is usually imposed on Wigner equation due to its similarity with

the Boltzmann equation. The initial value problem (2.1) can be recast as the following initial

inflow boundary value problem (IBVP) in a finite domain





ℜ0f(x, k, t) = 0, −
L

2
< x <

L

2
, t > 0,

f (x, k, t) = fL(k), x ≤ −
L

2
, k > 0, t > 0,

f (x, k, t) = fR(k), x ≥
L

2
, k < 0, t > 0,

f(x, k, 0) = f0(x, k), −
L

2
< x <

L

2
,

(2.3)

where L is the length of the device which is sandwiched by two contacts.

3. The Hybrid Explicit-Implicit Scheme

Usually it is impossible to solve the initial value problem (2.1) or the IBVP (2.3) analytically

for the complexity of pseudo-differential operator term. The finite difference method and Fourier
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spectral method are used to solve the IBVP (2.3) numerically. The derivatives with respect

to time t and space x are approximated by applying the finite difference method. The Fourier

spectral method is applied to approximate the double integral in the pseudo-differential operator

term Θ(f). A high-order hybrid accurate scheme is designed by the following three steps.

3.1. The discretization of pseudo-differential operator term

Firstly, we consider the discretization of Θ(f) which is composed of a double integral with

respect to the variables k and r. The Fourier spectral methods are used for the semi-discrete

Wigner equation in the k direction. Denoting Lk as the length of the computation domain

for the wave number k, Wigner function f(x, k, t) can be expanded as the Fourier series with

respect to k

f(x, k, t) =

+∞∑

n=−∞

ρn(x, t) exp

(
−i

2nπ

Lk

k

)
,

ρn(x, t) =
1

Lk

∫ L
k

2

−
L
k

2

f(x, k, t) exp

(
i
2nπ

Lk

k

)
dk,

(3.1)

where ρn(x, t) are the Fourier coefficients. Substituting the Fourier series (3.1) into Θ(f) and

exchanging the integration and summation yield

Θ(f)(x, k, t) =

∫ ∞

−∞

Vw(x, k − k′)
+∞∑

n=−∞

ρn(x, t) exp

(
−i

2nπ

Lk

k′
)
dk′

= 2πi
+∞∑

n=−∞

ρn(x, t)

[
V

(
x+

nπ

Lk

)
− V

(
x−

nπ

Lk

)]
exp

(
−i

2nπ

Lk

k

)
. (3.2)

If the Fourier series is cut off as

fN (x, k, t) =
N−1∑

n=−N

ρn(x, t) exp

(
−i

2nπ

Lk

k

)
, (3.3)

applying operator Θ to fN

Θ(fN )(x, k, t) = 2πi

N−1∑

n=−N

ρn(x, t)

[
V

(
x+

nπ

Lk

)
− V

(
x−

nπ

Lk

)]
exp

(
−i

2nπ

Lk

k

)
. (3.4)

The Fourier coefficients ρn(x, t) will be approximated by the discrete Fourier transform(DFT)

coefficients

ρn(x, t) =
hk

Lk

N−1∑

j=−N

f(x, kj , t) exp

(
i
2nπ

Lk

kj

)
, (3.5)

where

kj =

(
j +

1

2

)
hk, j = −N,−N + 1, · · · , N − 1, (3.6)

are the sampling points. They are obtained by partitioning interval
[
−Lk

2
, Lk

2

]
into a uniform

mesh with mesh size hk = Lk

2N
. The fast Fourier transform (FFT) is used to calculate these

DFT coefficients. The full discretization formulation of the pseudo-differential operator term is

Θ̃(f)(x, k, t) = 2πi

N−1∑

n=−N

ρn(x, t)

[
V

(
x+

nπ

Lk

)
− V

(
x−

nπ

Lk

)]
exp

(
−i

2nπ

Lk

k

)
. (3.7)
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Noting that
[
V
(
x+ r

2

)
− V

(
x− r

2

)]
is odd with respect to r, the calculation formula for Θ(f)

can be simplified as




Θ̃(f)(x, k, t) = hk

N−1∑

j′=−N

Ṽw(x, k − kj′)f(x, kj′ , t),

Ṽw(x, k) = 2hr

N−1∑

n=0

[
V

(
x+

nhr

2

)
− V

(
x−

nhr

2

)]
sin(nhrk),

(3.8)

where hr = 2π
Lk

. Denote Lr = 2Nhr = 2π
hk

, where Lr is the coherence length. In fact, these

are the conservative conditions for quadrature rules in [17,18]. It is concluded that the Fourier

spectral methods satisfy the conservative condition naturally. After the semi-discretization in

the k direction, the Wigner equation (2.3) is approximated by a hyperbolic system

ℜ1f(x, kj , t) :=
∂f(x, kj , t)

∂t
+

~

m
kj

∂f(x, kj , t)

∂x
+

1

2π~
Θ̃(f)(x, kj , t) = 0,

j = −N,−N + 1, · · · , N − 1. (3.9)

Defining a vector function F (x, t) as

F (x, t) = [f(x, k−N , t), f(x, k−N+1, t), · · · , f(x, kN−1, t)]
T
,

where T means the transpose of a matrix, the matrix form of the hyperbolic system (3.9) can

be written as
∂F (x, t)

∂t
+K

∂F (x, t)

∂x
+A(x)F (x, t) = 0, (3.10)

where K is a diagonal matrix, K =
~

m
diag(k−N , k−N+1, · · · , kN−1), and

A(x) = (ajj′ (x))2N×2N , ajj′ (x) =
hk

2π~

(
Ṽw(x, kj − kj′ )

)
, (3.11)

for all j, j′ = −N,−N +1, · · · , N − 1. The discretization formulation of the pseudo-differential

operator term can also be written as

1

2π~
Θ̃(f)(x, kj , t) = aj(x)F (x, t), (3.12)

where aj(x) is the j-th line of matrix A(x).

3.2. The discretization in the x direction

The second-order upwind finite difference scheme is used to discretize the advection term in

(3.9). [−L
2
, L
2
] is partitioned into Nx equal sized subintervals, and grid points are

xl = −
L

2
+ lhx, hx =

L

Nx

, l = 0, 1, 2, · · · , Nx.

We define the difference operator D±, which is the second-order accurate one-side difference

scheme of the first-order derivative with respect to x

D+g(xl) =
g(xl−2)− 4g(xl−1) + 3g(xl)

2hx

, (3.13a)

D−g(xl) =
−g(xl+2) + 4g(xl+1)− 3g(xl)

2hx

, (3.13b)
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where g(xl) is the value of function g(x) at xl. Denoting

Dj =

{
D+ kj > 0,

D− kj < 0,

and applying (3.13) to approximate the first-order derivative with respect to x, the discretization

of (3.9) yields

ℜ2flj(t) :=
dflj(t)

dt
+

~

m
kjDjflj(t) + aj(xl)Fl(t) = 0,

l = 1, · · · , Nx − 1, j = −N,−N + 1, · · · , N − 1, (3.14)

where flj(t) is the approximate value of f(x, k, t) at (xl, kj) and the corresponding vector

function is Fl(t) = [fl,−N (t), fl,−N+1(t), ..., fl,N−1(t)]
T. Denoting D as the diagonal operator

matrix D = diag(D−N , D−N+1, · · · , DN−1), the matrix form of (3.14) can be written as

dFl(t)

dt
+KDFl(t) +A(xl)Fl(t) = 0, l = 1, · · · , Nx − 1. (3.15)

In fact, (3.15) is the discretization of (3.10) in the x direction.

3.3. The discretization in the t direction

After the discretizations in the k and x directions, a first-order ordinary differential system

(3.14) which only depends on t is obtained. By combining the computational efficiency of the

explicit scheme and robust stability of the implicit scheme, a prediction-correction scheme is

proposed to discretize (3.14) in the t direction




f
n+1

lj − fn
lj

ht

+
~

m
kjDj

(
fn
lj + f

n+1

lj

2

)
+ aj(xl)F

n
l = 0,

fn+1
lj − fn

lj

ht

+
~

m
kjDj

(
fn
lj + fn+1

lj

2

)
+ aj(xl)

(
F

n+1

l + Fn
l

2

)
= 0,

(3.16)

where fn
lj is the approximate value of flj(t) at tn and the vector Fn

l = [fn
l,−N , fn

l,−N+1, · · · ,

fn
l,N−1]

T. Although the scheme (3.16) includes implicit character in upwind term and convolu-

tion integration term, f
n

lj and fn
lj can be calculated explicitly for inflow boundary conditions.

The prediction step determines the relation of the prediction value and the initial value

F
n+1

l = TFn
l :=

(
I +

ht

2
KD

)−1(
I −

ht

2
KD +Al

)
Fn
l . (3.17)

While f
n+1

lj is calculated by the prediction step and substituted into the correction step, the

relation of fn+1
lj and fn

lj is derived

ℜ3(f
n+1
lj , fn

lj) :=
fn+1
lj − fn

lj

ht

+
~

m
kjDj

(
fn
lj + fn+1

lj

2

)
+ aj(xl)

(
T + I

2

)
Fn
l = 0. (3.18)

So far, the full discretization of the time dependent Wigner equation is obtained. We name the

scheme (3.16) as explicit-implicit (EI) scheme. The high-order accuracy and the unconditional

stability of the scheme will be analyzed in Section 4.
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4. Error Analysis

In this section, the proof of the high-order accuracy of the EI scheme will be given. The

stability and convergence of the EI scheme are also analyzed. The main results in this section

are Theorems 4.1-4.3.

4.1. Truncation error

The truncation error τ is the difference between the full discretization operator ℜ3 and

Wigner operator ℜ0 applying to f(x, k, t)

τ(xl, kj , tn) = ℜ3(f(xl, kj , tn+1), f(xl, kj , tn))−ℜ0f(xl, kj , tn). (4.1)

It is convenient to separate the truncation error τ(xl, kj , tn) into two parts. One part comes

from the difference methods and the other is due to the Fourier spectral method. Introducing

the following notations

τ1(xl, kj , tn) := ℜ1f(xl, kj , tn)−ℜ0f(xl, kj , tn) =
1

2π~

[
Θ(f)− Θ̃(f)

]
(xl, kj , tn),

τ2(xl, kj , tn) := ℜ3(f(xl, kj , tn+1), f(xl, kj , tn))−ℜ1f(xl, kj , tn), (4.2)

it is obvious that,

τ(xl, kj , tn) = τ1(xl, kj , tn) + τ2(xl, kj , tn). (4.3)

Lemma 4.1. Assume that there exist constants M and Q, such that

|V (x)| ≤ M, (4.4a)
∣∣∣∣
∂jf(x, k, t)

∂kj

∣∣∣∣ ≤ Q,

(
|k| <

Lk

2

)
j = 0, 1, · · · , p, (4.4b)

∂jf(x, k, t)

∂kj
= 0

(
|k| ≥

Lk

2

)
, j = 0, 1, · · · , p− 1, (4.4c)

for all x ∈
[
−L

2
, L
2

]
, k ∈

[
−Lk

2
, Lk

2

]
and t ≥ 0. Then the local truncation error τ1(xl, kj , tn)

satisfies

|τ1(xl, kj , tn)| ≤
MQLk

2πp+1~

(
5p− 1

p− 1

)
h
p−1

k . (4.5)

Proof. The truncation error τ1 caused by the discretization of the pseudo-differential oper-

ator term is

τ1(xl, kj , tn) =
1

2π~

[
Θ(f)− Θ̃(f)

]
(xl, kj , tn). (4.6)

The discretization of the pseudo-differential operator term consists of two steps. Firstly, the

infinite Fourier series are truncated into a finite series fN (x, k, t). Secondly, the Fourier coef-

ficients are calculated approximately by DFT. Thus the truncation error τ1 can be separated

into two parts. One is the summation of the cut-off Fourier coefficients and the other is the

total difference between the Fourier coefficients and discrete Fourier coefficients,

|Θ(f)− Θ̃(f)| ≤ |Θ(f)−Θ(fN )|+ |Θ(fN)− Θ̃(f)|. (4.7)
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Denoting Vd(x, r) = V
(
x+

r

2

)
− V

(
x−

r

2

)
and assuming |V (x)| ≤ M , the errors can be

estimated according to (3.2), (3.4) and (3.7),

|Θ(f)−Θ(fN)| =

∣∣∣∣∣

(
−N−1∑

n=−∞

+

+∞∑

n=N

)
ρn(x, t)Vd(x, nhr) exp(inhrk)

∣∣∣∣∣

≤ 2M

(
−N−1∑

n=−∞

+

+∞∑

n=N

)
|ρn(x, t)|, (4.8)

|Θ(fN)− Θ̃(f)| =

∣∣∣∣∣

N−1∑

n=−N

(ρn(x, t)− ρn(x, t)) Vd(x, nhr) exp(inhrk)

∣∣∣∣∣

≤ 2M
N−1∑

n=−N

|ρn(x, t)− ρn(x, t)|. (4.9)

The relation of the discrete Fourier coefficients and Fourier coefficients is

ρn(x, t) = ρn(x, t) +
∑

l 6=0

ρn+2lN (x, t). (4.10)

Thus we have
N−1∑

n=−N

|ρn(x, t)− ρn(x, t)| =

N−1∑

n=−N

∑

l 6=0

|ρn+2lN (x, t)|. (4.11)

It is obvious that

N−1∑

n=−N

ρn(x, t) =

∞∑

n=−∞

ρn(x, t),

N−1∑

n=−N

|ρn(x, t)| <

∞∑

n=−∞

|ρn(x, t)|. (4.12)

The main task is to give the estimation of the Fourier coefficient. The Wigner function f(x, k, t)

and its (p − 1)-th (p > 1) order derivative are assumed to be continuous. As a quantum

distribution function, the Wigner function is damping very fast with |k| increasing. Applying

integration by parts p times and using assumption (4.4), it can be attained

ρn(x, t) =
1

Lk

∫ L
k

2

−
L
k

2

f(x, k, t) exp

(
i
2nπ

Lk

k

)
dk

=
1

Lk

(
Lk

i2nπ

)p ∫ L
k

2

−
L
k

2

∂pf(x, k, t)

∂kp
exp

(
i
2nπ

Lk

k

)
dk. (4.13)

Using (4.4) and (4.13), the following estimate arrives

|ρn(x, t)| < Q

(
Lk

2π

)p
1

|n|p
(n 6= 0). (4.14)

Thus 1-norm of the discrete Fourier coefficients and Fourier coefficients are bounded by

N−1∑

n=−N

|ρn(x, t)| <

∞∑

n=−∞

|ρn(x, t)| < Q

(
1 +

(
Lk

π

)2
)
. (4.15)



30 H.Y. JIANG, T. LU AND X. YIN

It is easily derived that

∞∑

n=N+1

1

np
<

∫ ∞

0

1

(N + x)p
dx =

(
1

p− 1

)
1

Np−1
. (4.16)

Thus we can obtain the following estimates:

(
−N−1∑

n=−∞

+
n=+∞∑

n=N

)
1

|n|p
<

1

Np
+

∞∑

n=N+1

2

|n|p
<

(
p+ 1

p− 1

)
1

Np−1
, (4.17)

∞∑

l=1

1

(n+ 2lN)
p <

1

(n+ 2N)
p +

∫ ∞

1

1

(n+ 2Nx)
p dx

<
1

N

(
2p− 1

2p− 2

)
1

(n+ 2N)
p−1

, (4.18)

−1∑

l=−∞

1

|n+ 2lN |p
=

∞∑

l=1

1

(2lN − n)
p <

1

N

(
2p− 1

2p− 2

)
1

(2N − n)
p−1

. (4.19)

Then we can get

N−1∑

n=−N

∑

l 6=0

1

|n+ 2lN |p
<

N−1∑

n=−N

1

N

(
2p− 1

2p− 2

)(
1

(n+ 2N)
p−1

+
1

(2N − n)
p−1

)

< 2

(
2p− 1

p− 1

)
1

Np−1
. (4.20)

Using the conclusions above, we obtain the following estimate

|Θ(f)− Θ̃(f)| ≤ 2MQ1

(
5p− 1

p− 1

)
1

Np−1
, (4.21)

where Q1 = Q
(
Lk

2π

)p
. According to (4.6), the conclusion (4.5) can be attained. �

Lemma 4.2. Assume that there exist constants M and P , such that

|V (x)| ≤ M, (4.22a)
∣∣∣∣
∂qf(x, k, t)

∂xq

∣∣∣∣+
∣∣∣∣
∂3f(x, k, t)

∂xq1∂kq2∂tq3

∣∣∣∣+
∣∣∣∣
∂4f(x, k, t)

∂x2∂k2

∣∣∣∣+
∣∣∣∣
∂4f(x, k, t)

∂x∂t∂k2

∣∣∣∣ < P,

(q1 + q2 + q2 = 3, 0 ≤ q1, q2, q3 ≤ 3; q = 1, 2) , (4.22b)

for all x ∈
[
−L

2
, L
2

]
, k ∈

[
−Lk

2
, Lk

2

]
and t ≥ 0. Then the local truncation error τ2(xl, kj , tn)

satisfies

|τ2| ≤ h2
t

(
1

6
+

~

4m
+

28M

~

(
2 +

Lk

2

)2
(
1 +

(
Lk

π

)2
))

P + h2
x

(
Lk~

2m

)
P, (4.23)
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Proof. In order to analyze the truncation error due to the finite difference method, the

Taylor expansions which will be used later in the discussion of the truncation error are listed

f(xl, kj , tn+1)− f(xl, kj , tn)

ht

=
∂f(xl, kj , tn)

∂t
+

1

2

∂2f(xl, kj , tn)

∂t2
ht +

1

3!

∂3f(xl, kj , tn + θht)

∂t3
h2
t , (4.24)

D+f(xl, kj , tn)

=
∂f(xl, kj , tn)

∂x
+

1

3

[
∂3f(xl − θhx, kj , tn)

∂x3
− 2

∂3f(xl − 2θhx, kj , tn)

∂x3

]
h2
x, (4.25)

D+f(xl, kj , tn+1) =
∂f(xl, kj , tn)

∂x
+

∂2f(xl, kj , tn)

∂x∂t
ht +

1

2

∂3f(xl, kj , tn + θht)

∂x∂t2
h2
t

+
1

3

[
∂3f(xl − θhx, kj , tn)

∂x3
− 2

∂3f(xl − 2θhx, kj , tn)

∂x3

]
h2
x, (4.26)

where θ ∈ (0, 1) and it is different for all formulas. Operator D− has the similar expansions as

D+. Supposing g(x) ∈ C3
[
−L

2
, L
2

]
, it is easy to derive the following conclusions by Lagrange

mean value theorem,

D+g(xl) =
3

2
g′(x11)−

1

2
g′(x12), (4.27a)

(D+)2g(xl) =
5

2
g′′(x21)−

3

2
g′′(x22), (4.27b)

(D+)3g(xl) =
9

2
g′′′(x31)−

7

2
g′′′(x32), (4.27c)

where xj1, xj2 ∈
(
−L

2
, L
2

)
for j = 1, 2, 3. Operator D− satisfies the same conclusions. Assuming

that g(xl) = u exp(iωlhx), it is easily verified that

D+g(xl) =
1

hx

[
(cos(ωhx)− 1)2 + i(2− cos(ωhx)) sin(ωhx)

]
g(xl),

D−g(xl) =
1

hx

[
−(cos(ωhx)− 1)2 + i(2− cos(ωhx)) sin(ωhx)

]
g(xl).

(4.28)

Denoting α = (cos(ωhx)− 1)2, β = (2 − cos(ωhx)) sin(ωhx), we have

(kjDj)g(xl) = (|kj |α+ ikjβ)g(xl). (4.29)

It is concluded that

‖1 + θkiDj‖ ≥ 1, θ ≥ 0. (4.30)

Thus it is reasonable to expand the inverse operator of (I + ht

2
KD) as

(
I +

ht

2
KD

)−1

= I −
ht

2
KD +

h2
t

8

(
I +

θ

2
htKD

)−3

K2D2, (4.31)
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where θ ∈ (0, 1). Substituting (4.31) into operator T yields

T =

(
I +

ht

2
KD

)−1(
I −

ht

2
KD − htA(x)

)

= I − htKD − htA(x) +
h2
t

4

[
K2D2 + 2KDA(x) +

1

2

(
I +

θ

2
htKD

)−3

K2D2

]

−
h3
t

8

[(
I +

θ

2
htKD

)−3

K2D2

(
KD

2
+A(x)

)]
. (4.32)

Based on the above preparations, ℜ3(f(xl, kj , tn+1), f(xl, kj , tn)) can be separated into three

parts

ℜ3(f(xl, kj , tn+1), f(xl, kj , tn)) =: ℜ31 + ℜ32 + ℜ33, (4.33)

where

ℜ31 =
f(xl, kj , tn+1)− f(xl, kj , tn)

ht

, (4.34a)

ℜ32 =
~kj

m
Dj

(
f(xl, kj , tn+1) + f(xl, kj , tn)

2

)
, (4.34b)

ℜ33 = aj(x)

(
TF (xl, tn) + F (xl, tn)

2

)
. (4.34c)

According to the Taylor expansions (4.24)-(4.26), we can obtain

ℜ31 =
∂f(xl, kj , tn)

∂t
+

1

2

∂2f(xl, kj , tn)

∂t2
ht +

1

3!

∂3f(xl, kj , tn + θht)

∂t3
h2
t , (4.35a)

ℜ32 =
~kj

m

∂f(xl, kj , tn)

∂x
+

~kj

2m

∂2f(xl, kj , tn)

∂x∂t
ht +

~kj

4m

∂3f(xl, kj , tn + θht)

∂x∂t2
h2
t

+
~kj

6m

[
∂3f(xl ± θhx, kj , tn)

∂x3
− 2

∂3fj(xl ± 2θhx, tn)

∂x3

+
∂3f(xl ± θhx, kj , tn+1)

∂x3
− 2

∂3f(xl ± 2θhx, kj , tn+1)

∂x3

]
h2
x. (4.35b)

The error ℜ33 can be computed by (4.32)

ℜ33 = aj(x)
(I + T )F (xl, tn)

2

= aj(x)F (xl, tn)−
ht

2
aj(x)

(
K

∂

∂x
+A(x)

)
F (xl, tn)

+
hth

2
x

6
aj(x)K

[
∂3F (x± θhx, tn)

∂x3
− 2

∂3F (xl ± 2θhx, tn)

∂x3

]

+
h2
t

8
aj(x)

[
K2D2 + 2KDA(x) +

1

2

(
I +

θ

2
htKD

)−3

K2D2

]
F (xl, tn)

−
h3
t

16
aj(x)

[(
I +

θ

2
htKD

)−3

K2D2

(
KD

2
+A(x)

)]
F (xl, tn). (4.36)



A Hybrid Explicit-Implicit Scheme for the Time-Dependent Wigner Equation 33

It is easily verified by (3.9) and (3.10) that

∂2f(x, kj , t)

∂t2
+

~kj

m

∂2f(x, kj , t)

∂x∂t
+ aj(x)

∂F (x, t)

∂t
= 0,

∂2f(x, kj , t)

∂t2
+

~kj

m

∂2f(x, kj , t)

∂x∂t
+ aj(x)

[
−K

∂

∂x
−A

]
F (x, t) = 0. (4.37)

Applying (4.35)–(4.37), the expression of the truncation error τ2 can be calculated as

τ2 = h2
t

[
1

3!

∂3f(xn, kj , tn + θht)

∂t3
+

~

m

1

4

∂3f(xn, kj , tn + θht)

∂x∂t2

+
1

8
aj(x)

(
K2D2 + 2KD

(
−

∂

∂t
−K

∂

∂x

)
+

1

2

(
I +

θ

2
htKD

)−3

K2D2

)
F (xl, tn)

]

+ h2
x

~kj

6m

[
∂3f(xl ± θhx, kj , tn)

∂x3
− 2

∂3f(xl ± 2θhx, kj , tn)

∂x3

+
∂3f(xl ± θhx, kj , tn+1)

∂x3
− 2

∂3f(xl ± 2θhx, kj , tn+1)

∂x3

]

+
hth

2
x

6
aj(x)K

[
∂3F (x± θhx)

∂x3
− 2

∂3F (xl ± 2θhx)

∂x3

]

−
h3
t

16
aj(x)

[(
I +

θ

2
htKD

)−3

K2D2

(
KD

2
+A(x)

)]
F (xl, tn). (4.38)

Supposing that g(x, k, t) is periodic in the k direction with period length Lk and denoting

G(x, t) = (g(x, k−N , t), g(x, k−N+1, t), · · · , g(x, kN−1, t))
T
,

vn =
hk

Lk

N−1∑

n=−N

g(x, kj , t) exp

(
i
2nπ

Lk

kj

)
, (4.39)

the following estimate can be obtained

|aj(x)G(x, t)| =

∣∣∣∣∣
i

~

N−1∑

−N

vnVd(x,
2nπ

Lk

) exp

(
i
2nπ

Lk

kj

)∣∣∣∣∣

≤
2M

~

N−1∑

−N

|vn|. (4.40)

According to (4.15), |aj(x)G(x, t)| is bounded as the function g(x, k, t) satisfies

∣∣∣∣
∂2g(x, k, t)

∂k2

∣∣∣∣ ≤ C, (4.41)

where C is a constant. From (4.27), we can get

k2jD
2
jf(xl, kj , tn) =

5

2
k2j

∂2f(x11, kj , t)

∂x2
−

3

2
k2j

∂2f(x12, kj , t)

∂x2
, (4.42a)

kjDj

∂f(xl, kj , tn)

∂t
=

3

2
kj

∂2f(x21, kj , tn)

∂x∂t
−

1

2
kj

∂2f(x22, kj , tn)

∂x∂t
, (4.42b)

k2jDj

∂f(xl, kj , tn)

∂x
=

3

2
k2j

∂2f(x31, kj , t)

∂x2
−

1

2
k2j

∂2f(x32, kj , t)

∂x2
. (4.42c)
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Applying (4.38), (4.41), (4.42) and assumption (4.22), the estimation (4.23) for error τ2 is

arrived and τ2 has the second-order accuracy with respect hx and ht. �

The estimation of local truncation error τ(xl, kj , tn) is summarized in the following theorem.

Theorem 4.1. Under the Assumption of Lemma 1 and Lemma 2, the local truncation error

τ(xl, kj , tn) defined in (4.1) satisfies

|τ(xl, kj , tn)| = C1h
2
t + C2h

2
x + C3h

p−1

k , (4.43)

where

C1 =

(
1

6
+

~

4m
+

28M

~

(
2 +

Lk

2

)2
(
1 +

(
Lk

π

)2
))

P, (4.44a)

C2 =

(
Lk~

2m

)
P, C3 =

MQLk

2~πp+1

(
5p− 1

p− 1

)
, (4.44b)

and Ci (i = 1, 2, 3) are constants which are independent of hx, ht and hk.

4.2. Stability

The EI scheme (3.16) can be reformulated in matrix form





F
n+1

l − Fn
l

ht

+KD

(
Fn
l + F

n+1

l

2

)
+AlF

n
l = 0,

Fn+1
l − Fn

l

ht

+KD

(
Fn
l + Fn+1

l

2

)
+Al

(
Fn
l + F

n+1

l

2

)
= 0.

(4.45)

The von Neumann method is used to analyze the stability of the EI scheme through (4.45).

Supposing that Fn
l = Uneilωhx and vector Un = (un

−N , un
−N+1, · · · , u

n
N−1)

T, we insert the

expressions into (4.45). It is easily verified that

D+Fn
l =

1

hx

(α+ iβ)Fn
l , D−Fn

l =
1

hx

(−α+ iβ)Fn
l , (4.46)

where α = (cos(ωhx) − 1)2, β = (2 − cos(ωhx)) sin(ωhx). Denoting λ =
~ht

2mhx

and fixing the

matrix Al as A, we can derive that





(I + λα|K|+ iλβK)U
n+1

= (I − λα|K|+ iλβK)Un − htAU
n,

(I + λα|K|+ iλβK)Un+1 = (I − λα|K|+ iλβK)Un −
ht

2
AUn −

ht

2
AU

n+1
,

(4.47)

where |K| = diag(|k−N |, |k−N+1|, ..., |kN−1|) and K = diag(k−N , k−N+1, ..., kN−1). Introducing

the following notations

H1 = I + αλ|K|+ iβλK, H2 = I − αλ|K|+ iβλK,

substituting these into (4.47) yields

Un+1 = H−1
1 H2U

n −
ht

2
H−1

1 AUn −
ht

2
H−1

1 AH−1
1 (H2 − htA)U

n. (4.48)
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Matrix H−1
1 is a diagonal matrix with the j-th diagonal element hj

hj =
1

1 + αλ|kj |+ iβλkj
. (4.49)

H1
−1H2 is also a diagonal matrix with the j-th diagonal element gj

gj =
1− αλ|kj |+ iβλkj
1 + αλ|kj |+ iβλkj

. (4.50)

Observe in (4.49) and (4.50) that |gj| ≤ 1 and |hj | ≤ 1 for α ≥ 0. Thus we have

‖Un+1‖2 ≤ ‖Un‖2 + ht‖A‖2‖U
n‖2 +

h2
t

2
‖A‖22‖U

n‖2. (4.51)

It is obvious that the matrix 2π~ ·A is the discretization of the pseudo-differential term defined

in (3.11).

Lemma 4.3. Under the assumptions of Theorem 4.1, let the 2N × 2N matrix A with the

elements (A(x))jj′ = ajj′ be defined in (3.11). Assuming |V (x)| ≤ M , then

‖A(x)‖2 ≤
2

~
M (4.52)

holds.

Proof. The j-th element of AF can be written as

(AF )j =
hk

2π~

N−1∑

j′=−N

Ṽw(x, kj − kj′)f(x, kj′ , t)

=
i

~

1

2N

N−1∑

j′=−N

N−1∑

n=−N

Vd(x, nhr) exp(−inhr(kj − kj′ ))f(x, kj′ , t). (4.53)

One can find that AF is a discrete convolution, i.e.,

AF =
i

~
V d ∗ F, V d =

{
1

2N

N−1∑

n=−N

Vd(x, nhr) exp(−inhrkj)

}N−1

j=−N

, (4.54)

where V d is periodic with the period length 2N and F = F (xl, tn). Applying Parseval equation

to the discrete convolution yields

‖AF‖2 =
1

~
‖V d ∗ F‖2 =

1

~

∥∥∥Vd (x, nhr) F̂
∥∥∥
2
≤

1

~
‖Vd (x, nhr)‖∞ ‖F‖2, (4.55)

where F̂ is the Fourier transform of F . On the other hand, we have

‖Vd (x, nhr)‖∞ ≤ 2‖V (x)‖∞ = 2M. (4.56)

Using (4.55) and (4.56), (4.52), we can arrive the conclusion. �

Denoting M1 = 2
~
M , it is derived that

‖Un+1‖2 ≤

(
1 + htM1 +

1

2
h2
tM

2
1

)
‖Un‖2. (4.57)

According to von Neumann theorem, the conclusion can be obtained as follow.
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Theorem 4.2. Under the assumptions of Theorem 4.1, there exists a constant M1 = 2
~
M such

that ‖A(x)‖2 ≤ M1. Then the EI scheme (4.45) is stable

‖Fn+1‖h2 ≤

(
1 + htM1 +

1

2
h2
tM

2
1

)
‖Fn‖h2 , (4.58)

where norm ‖ · ‖h2 is defined by ‖Fn‖h2 =
√∑Nx−1

l=1

∑N−1

j=−N |fn
lj |

2hkhx.

4.3. Convergence

In this section, we describe the convergence theorem of the hybrid EI scheme. Firstly, we

rewrite (4.45) as

(
I +

ht

2
KD

)
Fn+1
l =

(
I −

ht

2
KD +

ht

2
Al(I + T )

)
Fn
l . (4.59)

Denoting

L = I +
ht

2
KD, R = I −

ht

2
KD +

ht

2
Al(I + T ), (4.60)

it is obvious that ‖L−1‖ ≤ 1 according to (4.30). Numerical solution Fn
l and exact solution

F (xl, tn) satisfy

LFn+1
l −RFn

l = 0, LF (xl, tn+1)−RF (xl, tn) = htℜ3F (xl, tn). (4.61)

According to the stability conclusion (4.58), we can get

‖Fn+1‖h2 = ‖L−1RF
n
‖h2 ≤

(
1 + htM1 +

1

2
h2
tM

2
1

)
‖Fn‖h2 . (4.62)

The error vector between numerical solution Fn
l and exact value F (xl, tn) is denoted by

E(xl, tn) = F (xl, tn)− Fn
l . (4.63)

Due to (4.61), the error vector E(xl, tn) satisfies

E(xl, tn+1) = L−1RE(xl, tn) + htL
−1ℜ3F (xl, tn). (4.64)

Applying the conclusions in Theorem 4.2 and (4.62), it is derived that

‖En+1‖h2 ≤

(
1 +M1ht +

1

2
M2

1h
2
t

)
‖En‖h2 + htLxLkτ∞, (4.65)

where τ∞ = C1h
2
t + C2h

2
x + C3h

p−1

k and ‖En‖h2 =
√∑Nx−1

l=1

∑N−1

j=−N |fn
lj − f(xl, kj , tn)|2hkhx.

It is a trivial process to arrive at the convergence conclusion.

Theorem 4.3. Under the assumptions of Theorems 4.1 and 4.2, the global error En defined in

(4.63) satisfies

||En||h2 ≤ eM1T ||E0||h2 +
LxLk(e

M1T − 1)

M
(C1h

2
t + C2h

2
x + C3h

p−1

k ) (4.66)

for all x ∈
[
−L

2
, L
2

]
, k ∈

[
−Lk

2
, Lk

2

]
and 0 ≤ t ≤ T , where Cj , (j = 1, 2, 3) and M1 are constants

which are independent of ht, hx and hk.
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5. Numerical Results

In this section, we carry out a series of numerical experiments to illustrate the convergence

of the EI scheme. The tunneling of a Gaussian wave packet through a potential barrier is

simulated. The initial distribution is set as a normalized Gaussian function

f(x, k, 0) =
2

π
exp

(
−
(x− 0.5)2

0.5

)
exp

(
−
(k + 0.25)2

0.5

)
, (5.1)

which is located to the right of a potential barrier. The potential is chosen to be a Gaussian

function of the form

V (x) = v0 exp

(
−
x2

σ2

)
, (5.2)

where parameter v0 denotes the height of potential barrier and parameter σ indicates the width

of potential barrier. Some variables, parameters and their values or units in (2.1) and (2.3)

used in our codes are listed in Table 5.1.

Table 5.1: The meaning, units and values of the independent variables and coefficients.

Variable Meaning Unit Value

x position nm

k wave number nm−1

t time 10−15s

m effective mass kg 0.61× 10−31

~ reduced Plank constant J.s 1.055× 10−34

V (x) potential eV

The density function is the zero momentum of the Wigner function

n(x, t) =

∫ ∞

−∞

f(x, k, t)dk, (5.3)

which can be calculated by

n(xl, tn) =

N−1∑

j=−N

fn
ljhk. (5.4)

5.1. The convergence order of the EI scheme

Firstly, we implement our method for the Wigner equation with zero potential, i.e., v0 = 0.

In this special case, the Wigner equation is reduced into a set of advection equations

∂f(x, k, t)

∂t
+

k~

m

∂f(x, k, t)

∂x
= 0. (5.5)

The exact solution of (5.5) and (5.1) is

f(x, k, t) =
2

π
exp

(
−
(x− 0.5− k~

m
t)2

0.5

)
exp

(
−
(k + 0.25)2

0.5

)
. (5.6)

The second-order upwind scheme is used to discretize the advection term and the explicit-

implicit scheme is used to discretize time integration. The simulation region is chosen as



38 H.Y. JIANG, T. LU AND X. YIN

Table 5.2: The numerical error and numerical order of accuracy at different spatial mesh size hx for

the Wigner equation with potential v0 = 0.

hx 0.5 0.25 0.125 0.0625 0.03125 0.0156

E 0.0808 0.0315 0.0092 0.0024 6.0121e-004 1.5029e-004

p * 1.3590 1.7756 1.9386 1.9971 2.0001

L = 6, Lt = 0.4, which is large enough to reasonably impose homogenous Dirichlet boundary

conditions. The numerical error in L2-norm is defined by

E(h) =


hxhk

∑

l

∑

j

(
fn
lj(h)− f(xl, kj , tn)

)2



1

2

, (5.7)

where f(xl, kj , tn) denotes the exact value at (xl, kj , tn) and fn
lj(h) denotes the numerical value

computed with mesh step h. If the exact solution of the Wigner equation can not be obtained

as the reference solution, we can estimate the error on each grid by using the next finer grid

as the reference solution [24]. In this case, the numerical error in L2-norm is defined by the

difference between two solutions with refined steps as

E(h) =


hxhk

∑

l

∑

j

(
fn
lj(h)− fn

lj

(
h

2

))2




1

2

. (5.8)

The convergence order of the numerical solution with respect to h is defined as

p = log2
E(h)

E(h
2
)
. (5.9)

In order to analyze the convergence order of the EI scheme with respect to hx, the time step

ht is set to be 0.001 which is too small to affect the numerical solution.

When the mesh size hx is halved every time, the numerical error and the convergence order

are calculated and listed in Table 5.2. It shows the convergence order with respect to hx is

Fig. 5.1. The potential function V (x), where v0 = 1 and σ
2 = 0.05.
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approaching to 2 and this verifies the results of convergence analysis. The convergence orders

with respect to ht and hk are also investigated by simulating a Gaussian wave packet function

tunneling through a time-independent potential barrier with barrier height v0 6= 0. Firstly , we

investigate the convergence of the density function with respect to hk and Lk. In the proposed

hybrid EI scheme, the parameters Lk and hk are related to hr and Lr by Lk = 2π
hr
, hk = 2π

Lr
.

Figure 5.2(a) shows the convergence of the density function n(x, t) with respect to hr or the

length of the wave number domain Lk. It is found out that hr =
π

4
(eg, Lk = 8.0) is good

enough for the density convergence. Figure 5.2(b) presents that the density function n(x, t)

converges with the coherence length Lr. The numerical test illustrates that it is not necessary

to use too big coherence length Lr or too small wave number step hk. It is demonstrated that

the hybrid EI scheme has spectral accuracy with respect to hk in Table 5.3. Table 5.4 studies

the convergence order with respect to ht with fixing hx = 0.1, hk = 0.1 and Lk = 8.0. It shows

the hybrid EI scheme has the second-order accuracy with respect to the time step ht.

(a) The convergence of the density function with respect

to hr, where hk = 0.1 and a = π.

(b) The convergence of the density function with respect

to Lr , where hr = 0.1 and b = 2.

Fig. 5.2. Density functions calculated by using the EI scheme with different hr and Lr.

Table 5.3: The numerical error and the numerical accuracy of order with respect to hk when applying

the EI scheme for the Wigner equation with a Gaussian potential barrier.

2N 20 40 80 160 320

E * 0.0879 0.0345 0.0017 1.5750e-005

p * * 1.3474 4.3735 6.7253

Table 5.4: The numerical error and the numerical accuracy of order with respect to ht when applying

the EI scheme for the Wigner equation with a Gaussian potential barrier.

ht 0.1 0.05 0.025 0.0125 0.00625

E * 0.0110 0.0047 0.0014 1.3259e-005

p * * 1.2268 1.7472 1.9429

The evolution of the Gaussian wave packet is depicted in Figure 5.3. The initial Gaussian

distribution function (5.1) is given in Figure 5.3(a). Figure 5.3(b) shows the distribution func-

tion f(x, k, t) at T = 0.4 with barrier height v0 = 0.0 and presents the smooth dispersion of
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(a) T = 0 (b) T = 0.4, v0 = 0, σ2 = 0.05 (c) T = 0.4, v0 = 1, σ2 = 0.05

Fig. 5.3. The evolution of the Gaussian wave packet.

(a) T = 0 (b) T = 0.4, v0 = 0, σ2 = 0.05 (c) T = 0.4, v0 = 1, σ2 = 0.05

Fig. 5.4. The contour lines of the Gaussian wave packet.

Fig. 5.5. Density functions calculated by using the EI scheme at T = 0.4 and T = 1.4, where σ2 = 0.05.

a free Gaussian wave packet; Figure 5.3(c) depicts the tunneling of the Gaussian wave packet

through a Gaussian potential barrier with barrier height v0 = 1.0. Negative values of the Wign-

er distribution appearing in Figure 5.3(c) reflect the quantum property of the Wigner equation.

In order to observe the scattering effects of the potential barrier clearly, the corresponding con-

tours are plotted in Figure 5.4. Obviously, the free Gaussian wave packet disperses smoothly

while the Gaussian wave packet tunneling through a barrier oscillates due to the scattering

effect of the potential barrier.

5.2. The scattering effect

The scattering effect can be investigated clearly by computing the density function (5.4). It

is obvious that the initial density function is a Gaussian function with respect to x according

to the initial Gaussian wave packet (5.1). The density functions at T = 0.4 and T = 1.4 are
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(a) σ
2 = 0.05 (b) v0 = 1

Fig. 5.6. Density functions with different barrier height and width calculated by using the EI scheme.

depicted in Figure 5.5. The left figure is the density at T = 0.4 with v0 = 0.0 and v0 = 1.0. It

shows the density functions disperse and shift to the left. The density function with v0 = 1.0

moves a little slowly than the density function of the free Gaussian packet. The simulation

time scale is enlarged to T = 1.4 in the right figure. It shows that the density function with

v0 = 1.0 collapses at x = 0 where the barrier center is located for the scattering effect of the

barrier. The effects of the barrier height and width to the scattering phenomenon are studied

in Figure 5.6. The left figure presents that the density functions collapse more seriously as the

barrier height increases. It indicates that a larger portion of the wave is reflected back when

encountering a higher barrier. The right figure gives the density functions with different values

of σ which indicates the width of the barrier. It can be easily seen that the density functions

collapse less as the width is decreased. It shows a larger portion of the wave is reflected back

when encountering a thicker barrier.

6. Conclusion

In this paper, we proposed a hybrid explicit-implicit scheme that combines the finite differ-

ence method and a spectral method for the time-dependent Wigner equation. The consistence

error and the stability of the full discretization are analyzed. In the numerical results, we

demonstrate that the scheme is convergent second-order accuracy with respect to time and

space variable and the spectral accuracy with respect to hk. The tunneling of a Gaussian wave

packet through a Gaussian potential barrier is simulated, and the effects of the barrier’s shape

to the scattering phenomena are investigated. It is concluded that a larger portion of the wave

is reflected when the height and width of the barrier increase.
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