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#### Abstract

We propose a type of numerical methods for a class of stochastic Poisson systems with invariant energy. The proposed numerical methods preserve both the energy and the Casimir functions of the systems. In addition, we provide a new approach of constructing stochastic Poisson integrators which respect the Poisson structure and the Casimir functions of stochastic Poisson systems based on coordinate transformations on the midpoint method. Numerical tests are performed to demonstrate our theoretical analysis.
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## 1. Introduction

Stochastic Poisson systems (SPSs) are generalizations of stochastic Hamiltonian systems ([2, 9, 19]) and have the following form ([9]):

$$
\begin{align*}
d \boldsymbol{y}(t) & =\boldsymbol{B}(\boldsymbol{y}(t))\left(\nabla H_{0}(\boldsymbol{y}(t)) d t+\sum_{r=1}^{s} \nabla H_{r}(\boldsymbol{y}(t)) \circ d W_{r}(t)\right) \\
\boldsymbol{y}(0) & =\boldsymbol{y}_{0} \tag{1}
\end{align*}
$$

where $\boldsymbol{y}=\left(y^{1}, \ldots, y^{m}\right)^{T} \in \mathbb{R}^{m}, H_{r}(\boldsymbol{y})(r=0, \ldots, s)$ are smooth functions of $\boldsymbol{y}, \boldsymbol{\mathcal { W }}(t):=\left(W_{1}(t), \ldots, W_{s}(t)\right)$ is an $s$-dimensional standard Wiener process defined on a complete filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathcal{P}\right)$, ' $\circ$ ' denotes the Stratonovich differential, and $\boldsymbol{B}(\boldsymbol{y})=\left(b_{i j}(\boldsymbol{y})\right)$ is a smooth $m \times m$ matrix-valued function of $\boldsymbol{y}$ which is skew-symmetric $\left(b_{i j}(\boldsymbol{y})=-b_{j i}(\boldsymbol{y})\right)$ and satisfies

$$
\begin{equation*}
\sum_{l=1}^{m}\left(\frac{\partial b_{i j}(\boldsymbol{y})}{\partial y^{l}} b_{l k}(\boldsymbol{y})+\frac{\partial b_{j k}(\boldsymbol{y})}{\partial y^{l}} b_{l i}(\boldsymbol{y})+\frac{\partial b_{k i}(\boldsymbol{y})}{\partial y^{l}} b_{l j}(\boldsymbol{y})\right)=0, \tag{2}
\end{equation*}
$$

for all $i, j, k \in\{1, \ldots, m\}$.
If the dimension $m=2 d$ is an even integer, and

$$
\boldsymbol{B}(\boldsymbol{y}) \equiv \boldsymbol{J}^{-1}=\left(\begin{array}{cc}
\mathbf{0}_{d} & -\boldsymbol{I}_{d} \\
\boldsymbol{I}_{d} & \mathbf{0}_{d}
\end{array}\right)
$$

where $\boldsymbol{I}_{d}$ denotes the $d$-dimensional identity matrix, then SPSs (1) degenerate to stochastic Hamiltonian systems ( $[17,18,19]$ ). It was proved in [9] that almost surely the phase flow of a $\operatorname{SPS} \varphi_{t}: \boldsymbol{y} \rightarrow \varphi_{t}(\boldsymbol{y})$ possesses the Poisson structure:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\varphi}_{t}(\boldsymbol{y})}{\partial \boldsymbol{y}} \boldsymbol{B}(\boldsymbol{y}) \frac{\partial \boldsymbol{\varphi}_{t}(\boldsymbol{y})^{T}}{\partial \boldsymbol{y}}=\boldsymbol{B}\left(\boldsymbol{\varphi}_{t}(\boldsymbol{y})\right), \quad \forall t \geq 0, \quad \text { a.s. } \tag{3}
\end{equation*}
$$

Moreover, if the rank of $\boldsymbol{B}(\boldsymbol{y})$ is not full, there exists at least one Casimir function $C(\boldsymbol{y})$ with the property $\nabla C(\boldsymbol{y})^{T} \boldsymbol{B}(\boldsymbol{y}) \equiv \mathbf{0}(\forall \boldsymbol{y})([7])$. Casimir functions are invariants of the SPSs almost surely $([9])$, i.e. $C(\boldsymbol{y}(t)) \equiv C\left(\boldsymbol{y}_{0}\right)$ along the solution $\boldsymbol{y}(t)$

[^0]of (1) $\forall t \geq 0$ almost surely, since
\[

$$
\begin{aligned}
d C(\boldsymbol{y}) & =\nabla C(\boldsymbol{y})^{T} d \boldsymbol{y} \\
& =\nabla C(\boldsymbol{y})^{T} \boldsymbol{B}(\boldsymbol{y})\left(\nabla H_{0}(\boldsymbol{y}) d t+\sum_{r=1}^{s} \nabla H_{r}(\boldsymbol{y}) \circ d W_{r}(t)\right) \\
& =0 .
\end{aligned}
$$
\]

A numerical method $\left\{\boldsymbol{y}_{n}: n \in \mathbb{N}\right\}$ of (1) is said to preserve the Casimir function $C(\boldsymbol{y})$ if

$$
C\left(\boldsymbol{y}_{n+1}\right)=C\left(\boldsymbol{y}_{n}\right), \quad \forall n \in \mathbb{N}, \quad \text { a.s.. }
$$

It is not difficult to see that, for any $i \in\{0, \ldots, s\}$, if

$$
\left\{H_{i}(\boldsymbol{y}), H_{j}(\boldsymbol{y})\right\}:=\nabla H_{i}(\boldsymbol{y})^{T} \boldsymbol{B}(\boldsymbol{y}) \nabla H_{j}(\boldsymbol{y})=0 \text { for all } j=0, \ldots, s \text { and all } \boldsymbol{y}
$$

where $\left\{H_{i}(\boldsymbol{y}), H_{j}(\boldsymbol{y})\right\}$ is called the Poisson bracket of $H_{i}(\boldsymbol{y})$ and $H_{j}(\boldsymbol{y})$, then

$$
d H_{i}(\boldsymbol{y})=\nabla H_{i}(\boldsymbol{y})^{T} d \boldsymbol{y}=0
$$

In this case $H_{i}(\boldsymbol{y})$ is an invariant Hamiltonian of (1). When $H_{r} \equiv 0$ for $r=1, \ldots, s$, SPSs (1) degenerate to deterministic Poisson systems ([7, 13]).

Poisson systems find applications in many scientific and engineering areas such as astronomy, robotics, quantum mechanics, electrodynamics and so on ([31]). Given the characterization of the Poisson structure (3), a numerical method $\left\{\boldsymbol{y}_{n}: n \in \mathbb{N}\right\}$ is said to preserve the Poisson structure of the system if it satisfies (see e.g. [7, 9])

$$
\begin{equation*}
\frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}} \boldsymbol{B}\left(\boldsymbol{y}_{n}\right){\frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}}}^{T}=\boldsymbol{B}\left(\boldsymbol{y}_{n+1}\right) \quad \text { (a.s. in stochastic cases), } n \in \mathbb{N} \text {. } \tag{4}
\end{equation*}
$$

Numerical methods for Poisson systems that can preserve both the Poisson structure and the Casimir functions are called Poisson integrators. Even for deterministic Poisson systems, it is challenging to construct general Poisson integrators in case the structure matrix $\boldsymbol{B}(\boldsymbol{y})$ is nonconstant (p. 270 of [7], [10]). During the last decades, there have been numerous studies exploiting special structures of particular deterministic Poisson systems to construct Poisson integrators or other structure-preserving numerical methods for them. Such methods have been shown to produce much better long-time numerical behavior than other general-purpose methods (see e.g. $[1,3,4,5,6,7,15,16,21,22,23,24,28,29,30]$ and references therein).

Stochastic Poisson systems were recently proposed and numerically studied (see e.g. $[2,8,9,12,25,26]$ ), where stochastic Poisson integrators or energy (Hamiltonian)preserving methods were investigated. For the following stochastic Poisson system

$$
\begin{equation*}
d \boldsymbol{y}(t)=\boldsymbol{B}(\boldsymbol{y}(t)) \nabla H(\boldsymbol{y}(t))(d t+c \circ d W(t)) \tag{5}
\end{equation*}
$$

where $\boldsymbol{B}(\boldsymbol{y})$ is a skew-symmetric matrix satisfying (2) and $c$ is a non-zero constant, $H(\boldsymbol{y})$ is obviously an invariant Hamiltonian and called the energy of the system ([2]). [2] proposed a class of numerical methods that can preserve the energy $H(\boldsymbol{y})$ and quadratic Casimir functions of the system. [12] constructed a class of explicit parametric stochastic Runge-Kutta methods which preserve the energy $H(\boldsymbol{y})$ for suitable parameters and can achieve any prescribed mean-square orders.

In (5), when $c=0$ and

$$
\begin{align*}
& \boldsymbol{B}(\boldsymbol{y})=\left(b_{i j}^{0} y^{i} y^{j}\right)=\operatorname{diag}\left(y^{1}, \ldots, y^{m}\right) \boldsymbol{B}_{\mathbf{0}} \operatorname{diag}\left(y^{1}, \ldots, y^{m}\right), \\
& H(\boldsymbol{y})=\sum_{i=1}^{m} \beta_{i} y^{i}-p_{i} \ln y^{i} \tag{6}
\end{align*}
$$

where $\boldsymbol{B}_{\mathbf{0}}=\left(b_{i j}^{0}\right)$ is a skew-symmetric constant matrix, and $\beta_{i} \neq 0(i=1, \ldots, m)$, the system is a deterministic Lokta-Volterra system studied in [20] where the Poisson structure of the system was revealed. Therefore the system (5) with $\boldsymbol{B}(\boldsymbol{y})$ and $H(\boldsymbol{y})$ defined by (6), denoted by (5)-(6) in the sequel, is a stochastic extension of the Lotka-Volterra system in [20], which includes the test Lotka-Volterra model in [2] as a special case.

For the system (5)-(6), motivated by the discussion in [14], we proved in [27] the almost sure existence and uniqueness of the solution under certain conditions, which we call the well-posedness conditions, and further verified that the solution is almost surely positive given positive initial values and bounded under the wellposedness conditions. It is not difficult to verify that the functions

$$
\begin{equation*}
C(\boldsymbol{y})=\alpha_{1} \ln y^{1}+\cdots+\alpha_{m} \ln y^{m} \tag{7}
\end{equation*}
$$

are Casimir functions of the system (5)-(6) where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{T} \in \operatorname{Ker} \boldsymbol{B}_{\mathbf{0}}$. Obviously, these Casimir functions are not quadratic so that they are not guaranteed to be preserved by the energy-preserving method in [2].

In this paper, we propose a new numerical method for the system (5)-(6) which preserves both the energy and the Casimir functions of the system. For brevity we call it the energy-Casimir-preserving scheme in the sequel. In addition, we prove that the scheme also inherits the almost sure positiveness (given positive initial values) and boundedness of the exact solution under the well-posedness conditions, and the root mean-square convergence order of the scheme is 1 . Furthermore, we shall show that the midpoint scheme applied to a stochastic Poisson system with constant structure matrix is a Poisson integrator, and that Poisson integrators are invariant under invertible coordinate transformations. Based on these we construct Poisson integrator for the system (5)-(6) by firstly transforming it via coordinate transformation to a system with constant structure matrix to which we apply the midpoint method, and then using the inverse coordinate transformation to transform the midpoint method back to a Poisson integrator for the original system (5)-(6). Numerical tests confirm our theoretical analysis.

The rest of the paper is arranged as follows. In Section 2 we construct the energy-Casimir-preserving scheme for (5)-(6), and prove its preservation of the positiveness and boundedness of the exact solution in addition to its preservation of the energy and Casimir functions. In Section 3 we analyze the root mean-square convergence order of the method. In Section 4 we show that the midpoint method is a Poisson integrator for any SPS with constant structure matrix, and that Poisson integrators are invariant under invertible coordinate transformations. Then we construct a stochastic Poisson integrator for the considered system (5)-(6) via transforming a midpoint scheme. In Section 5 we conduct a variety of numerical experiments to demonstrate our theoretical results, followed by a brief conclusion in Section 6.

## 2. The energy-Casimir-preserving scheme

In the following we write a vector $\boldsymbol{a}>0$ to mean that each of its elements is positive.
2.1. Construction of the numerical scheme. For convenience we write the system (5)-(6) more compactly as the following system (8):

$$
\begin{aligned}
& d \boldsymbol{y}(t)=\boldsymbol{B}(\boldsymbol{y}(t)) \nabla H(\boldsymbol{y}(t))(d t+c \circ d W(t)), \quad \boldsymbol{y}(0)=\boldsymbol{y}_{0}, \quad \text { where } \boldsymbol{y}_{0}>0, \text { and } \\
& \boldsymbol{B}(\boldsymbol{y})=\left(b_{i j}^{0} y^{i} y^{j}\right)=\operatorname{diag}\left(y^{1}, \ldots, y^{m}\right) \boldsymbol{B}_{\mathbf{0}} \operatorname{diag}\left(y^{1}, \ldots, y^{m}\right),
\end{aligned}
$$

(8) $H(\boldsymbol{y})=\sum_{i=1}^{m} \beta_{i} y^{i}-p_{i} \ln y^{i}$.

We first state its well-posedness conditions in Assumption 2.1 which also guarantee the almost sure positiveness and boundedness of the solution ([27]):
Assumption 2.1. ([27]) For the parameters $\beta=\left(\beta_{1}, \ldots, \beta_{m}\right)^{T}, p=\left(p_{1}, \ldots, p_{m}\right)^{T}$ of system (8), there exists a real number $s_{0} \in R$ and a vector $\boldsymbol{\alpha} \in \operatorname{Ker} \boldsymbol{B}_{\mathbf{0}}$ such that

$$
\left\{\begin{array}{l}
s_{0} \beta>0, \\
-s_{0} p+\alpha<0 .
\end{array}\right.
$$

In the sequel we assume that Assumption 2.1 is valid. We propose the following numerical scheme for (8):
$\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+\boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right) \int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right)$,
where

$$
\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}:=\left(\frac{y_{n+1}^{1}-y_{n}^{1}}{\ln \left|y_{n+1}^{1}\right|-\ln \left|y_{n}^{1}\right|}, \ldots, \frac{y_{n+1}^{m}-y_{n}^{m}}{\ln \left|y_{n+1}^{m}\right|-\ln \left|y_{n}^{m}\right|}\right)^{T}
$$

and $\Delta \widehat{W}_{n}$ is a truncation of the Wiener process increment $\Delta W_{n}:=W\left(t_{n+1}\right)-$ $W\left(t_{n}\right)$, which was proposed for implicit stochastic schemes in [18] and $\Delta \widehat{W}_{n}=$ $\sqrt{h} \zeta_{h, n}$ with

$$
\zeta_{h, n}= \begin{cases}A_{h}, & \xi_{n}>A_{h} \\ \xi_{n}, & \left|\xi_{n}\right| \leq A_{h} \\ -A_{h}, & \xi_{n}<-A_{h}\end{cases}
$$

where $A_{h}=\sqrt{2 k|\ln h|}$ for $k \geq 2, \xi_{n} \sim \mathcal{N}(0,1)$ and $\Delta W_{n}=\sqrt{h} \xi_{n}$.

### 2.2. Properties of the scheme.

### 2.2.1. Preservation of the energy and Casimir functions.

Theorem 2.1. Applied to system (8), the numerical scheme (9) exactly preserves the energy and the Casimir functions of (8).

Proof. From the fundamental theorem of calculus, we have

$$
H\left(\boldsymbol{y}_{n+1}\right)-H\left(\boldsymbol{y}_{n}\right)=\int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right)^{T}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) d \theta
$$

By the scheme (8),

$$
\begin{aligned}
& \int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right)^{T} d \theta \\
& \cdot \boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right) \int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right)=0,
\end{aligned}
$$

due to skew-symmetry of the structure matrix $\boldsymbol{B}(\boldsymbol{y})$.

The gradient of the Casimir function $C$ given by $C(\boldsymbol{y})=\sum_{i=1}^{m} \alpha_{i} \ln y^{i}$ is $\left(\frac{\alpha_{1}}{y^{1}}, \ldots\right.$, $\left.\frac{\alpha_{m}}{y^{m}}\right)^{T}$. By straightforward calculations we obtain

$$
\begin{aligned}
& \int_{0}^{1} \nabla C\left(\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right)^{T} d \theta \\
& \quad=\left(\alpha_{1} \frac{\ln \left|y_{n+1}^{1}\right|-\ln \left|y_{n}^{1}\right|}{y_{n+1}^{1}-y_{n}^{1}}, \ldots, \alpha_{m} \frac{\ln \left|y_{n+1}^{m}\right|-\ln \left|y_{n}^{m}\right|}{y_{n+1}^{m}-y_{n}^{m}}\right) \\
& \quad=\nabla C\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right)^{T} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& C\left(\boldsymbol{y}_{n+1}\right)-C\left(\boldsymbol{y}_{n}\right)=\int_{0}^{1} \nabla C\left(\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right)^{T}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) d \theta \\
& =\nabla C\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right)^{T} \boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right) \\
& \quad \cdot \int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right)=0,
\end{aligned}
$$

owing to the definition of Casimir functions.
2.2.2. Positiveness and boundedness of the numerical solution. For any given initial value $\boldsymbol{y}_{0} \in \mathbb{R}_{+}^{m}$, the almost sure existence (global non-explosion) and uniqueness of the solution of the system (8) can be ensured, and the solution is positive and bounded almost surely $([27])$. Next we show that the almost sure positiveness and boundedness can be preserved by the scheme (9). In what follows, equalities and inequalities between random variables are in the 'almost sure' sense.

Write $\boldsymbol{B}(\cdot) \nabla H(\cdot)$ as $(\boldsymbol{B} \nabla H)(\cdot)$. From

$$
\int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau=\nabla H\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right)
$$

the scheme (9) can be rewritten as

$$
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+(\boldsymbol{B} \nabla H)\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \left|\boldsymbol{y}_{n+1}\right|-\ln \left|\boldsymbol{y}_{n}\right|}\right)\left(h+c \Delta \widehat{W}_{n}\right),
$$

Calculating $\boldsymbol{B}(\boldsymbol{y}) \nabla H(\boldsymbol{y})$ out, we have that system (8) is equivalent to

$$
\left(\begin{array}{c}
d y^{1}(t) \\
\vdots \\
d y^{m}(t)
\end{array}\right)=\left(\begin{array}{c}
y^{1}\left(\sum_{j \neq 1} b_{1 j}^{0}\left(\beta_{j} y^{j}-p_{j}\right)\right) \\
\vdots \\
y^{m}\left(\sum_{j \neq m} b_{m j}^{0}\left(\beta_{j} y^{j}-p_{j}\right)\right)
\end{array}\right)(d t+c \circ d W(t)),
$$

and the component form of the scheme (9) is
$y_{n+1}^{i}=y_{n}^{i}+\frac{y_{n+1}^{i}-y_{n}^{i}}{\ln \left|y_{n+1}^{i}\right|-\ln \left|y_{n}^{i}\right|}\left(\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{y_{n+1}^{j}-y_{n}^{j}}{\ln \left|y_{n+1}^{j}\right|-\ln \left|y_{n}^{j}\right|}-p_{j}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)$,
for $i=1, \ldots, m$. Note that $b_{i i}^{0}=0$ since $\boldsymbol{B}_{\mathbf{0}}$ is skew-symmetric.

We denote $[l, L]^{m}:=\underbrace{[l, L] \times \cdots \times[l, L]}_{m}$, i.e. the $m$-fold Cartesian product of $[l, L]$ for the following lemma, and a vector $\boldsymbol{y}=\left(y^{1}, \ldots, y^{m}\right) \in[l, L]^{m}$ means $y^{i} \in[l, L]$ for $i=1, \ldots, m$.

Lemma 2.1. Given Assumption 2.1 and $\boldsymbol{y}_{0}>0$, for any vector $\boldsymbol{y}=\left(y^{1}, \ldots, y^{m}\right) \in$ $\mathbb{R}_{+}^{m}$ which satisfies $H(\boldsymbol{y})=H\left(\boldsymbol{y}_{0}\right)$ and $C(\boldsymbol{y})=C\left(\boldsymbol{y}_{0}\right)$, there exist positive numbers $l>0$ and $L>0$ such that $\boldsymbol{y} \in[l, L]^{m}$.

Proof. By Assumption 2.1,

$$
\begin{aligned}
& \left(a_{1}, a_{2}, \ldots, a_{m}\right):=s_{0} \beta>0 \\
& \left(d_{1}, d_{2}, \ldots, d_{m}\right):=-s_{0} p+\alpha<0 .
\end{aligned}
$$

Now we construct the function $G(\boldsymbol{y})$ for $\boldsymbol{y}>0$ :

$$
\begin{aligned}
G(\boldsymbol{y}) & =s_{0} H(\boldsymbol{y})+C(\boldsymbol{y})+\sum_{j=1}^{n} d_{j}-d_{j} \ln \left(-d_{j} / a_{j}\right) \\
& =\sum_{j=1}^{m} a_{j} y^{j}+d_{j} \ln y^{j}+d_{j}-d_{j} \ln \left(-d_{j} / a_{j}\right)=: \sum_{j=1}^{m} G_{j}\left(y^{j}\right)
\end{aligned}
$$

with

$$
G_{j}\left(y^{j}\right):=a_{j} y^{j}+d_{j} \ln y^{j}+d_{j}-d_{j} \ln \left(-d_{j} / a_{j}\right), \quad j=1, \ldots, m .
$$

Clearly, the function $G_{j}\left(y^{j}\right)$ has the minimum value $G_{j}\left(-\frac{d_{j}}{a_{j}}\right)=0$ which implies $G_{j}\left(y^{j}\right) \geq 0$ on $(0,+\infty)$ for $j=1, \ldots, m$. Since $H(\boldsymbol{y})=H\left(\boldsymbol{y}_{0}\right)$ and $C(\boldsymbol{y})=C\left(\boldsymbol{y}_{0}\right)$, we have

$$
G(\boldsymbol{y})=s_{0} H(\boldsymbol{y})+C(\boldsymbol{y})+\sum_{j=1}^{m} d_{j}-d_{j} \ln \left(-d_{j} / a_{j}\right) \equiv G\left(\boldsymbol{y}_{0}\right) .
$$

Therefore,

$$
\begin{equation*}
G_{j}\left(y^{j}\right)=G(\boldsymbol{y})-\sum_{i \neq j}^{m} G_{i}\left(y^{i}\right) \leq G\left(\boldsymbol{y}_{0}\right), \quad j=1, \ldots, m . \tag{10}
\end{equation*}
$$

The second derivative $G_{j}^{\prime \prime}\left(y^{j}\right)=-\frac{d_{j}}{\left(y^{j}\right)^{2}}>0$. It is not difficult to see that, for $j=1, \ldots, m$,
i) $G_{j}\left(y^{j}\right)$ convexes down on $(0,+\infty)$;
ii) $\lim _{y^{j} \rightarrow 0^{+}} G_{j}\left(y^{j}\right)=+\infty, \lim _{y^{j} \rightarrow+\infty} G_{j}\left(y^{j}\right)=+\infty$.
(10)-(11) implies that there exist $l>0$ and $L>0$ such that $y^{j} \in[l, L](j=$ $1, \ldots, m)$. More explicitly for $L$, the equation of the tangent line of $G_{j}$ at the point $\left(-\frac{2 d_{j}}{a_{j}}, G_{j}\left(-\frac{2 d_{j}}{a_{j}}\right)\right)$ is

$$
z=\frac{a_{j}}{2}\left(y^{j}+\frac{2 d_{j}}{a_{j}}\right)+G_{j}\left(-\frac{2 d_{j}}{a_{j}}\right) .
$$

Then by the convexity of $G_{j}\left(y^{j}\right)$, we obtain

$$
\frac{a_{j}}{2}\left(y^{j}+\frac{2 d_{j}}{a_{j}}\right)+G_{j}\left(-\frac{2 d_{j}}{a_{j}}\right) \leq G_{j}\left(y^{j}\right) \leq G\left(\boldsymbol{y}_{0}\right)
$$

which implies

$$
y^{j} \leq \frac{2\left[G\left(\boldsymbol{y}_{0}\right)-d_{j} \ln 2\right]}{a_{j}}=: L_{j}, \quad j=1, \ldots, m
$$

which concludes the proof of the lemma with $L:=\max _{j \in\{1, \ldots, m\}} L_{j}$.
In the following, for vectors $\rho=\left(\rho^{1}, \ldots, \rho^{m}\right)^{T}$ and $r=\left(r^{1}, \ldots, r^{m}\right)^{T},|\rho| \leq|r|$ means that $\left|\rho^{i}\right| \leq\left|r^{i}\right|$ for $i=1, \ldots, m$, and $\|\cdot\|$ denotes the Euclidean norm.

Theorem 2.2. Under the Assumption 2.1 and $\boldsymbol{y}_{0}>0$, there exist constants $K>0$ and $h_{0}>0$ such that for any $h<h_{0}$, solution $\boldsymbol{y}_{n+1}, n=0,1, \cdots$, of the scheme (9) is positive and

$$
\begin{equation*}
\left|\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right| \leq \frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}\left|\boldsymbol{y}_{n}\right| \leq \frac{1}{2} \boldsymbol{y}_{n} \tag{12}
\end{equation*}
$$

Proof. We prove the theorem by induction. Given $\boldsymbol{y}_{n}>0$ and $h$, let

$$
\phi(\boldsymbol{z})=\boldsymbol{y}_{n}+(\boldsymbol{B} \nabla H)\left(\frac{\boldsymbol{z}-\boldsymbol{y}_{n}}{\ln |\boldsymbol{z}|-\ln \left|\boldsymbol{y}_{n}\right|}\right)\left(h+c \Delta \widehat{W}_{n}\right) .
$$

Then the scheme (9) can be written as

$$
\boldsymbol{y}_{n+1}=\phi\left(\boldsymbol{y}_{n+1}\right)
$$

which we solve by the fixed-point iteration with an initial value $\boldsymbol{z}$ satisfying

$$
\begin{equation*}
0<\left|\boldsymbol{z}-\boldsymbol{y}_{n}\right| \leq \frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}\left|\boldsymbol{y}_{n}\right| \tag{13}
\end{equation*}
$$

for certain $K>0$ and $h_{1}>0$ such that when $h \leq h_{1}$

$$
\begin{equation*}
K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \leq \frac{1}{3}, \quad \frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)} \leq \frac{1}{2} \tag{14}
\end{equation*}
$$

which implies

$$
\begin{equation*}
0<\left|\boldsymbol{z}-\boldsymbol{y}_{n}\right| \leq \frac{1}{2}\left|\boldsymbol{y}_{n}\right| \tag{15}
\end{equation*}
$$

so that $\boldsymbol{z}>0$. Since $\boldsymbol{y}_{n}>0$ satisfies $H\left(\boldsymbol{y}_{n}\right)=H\left(\boldsymbol{y}_{0}\right)$ and $C\left(\boldsymbol{y}_{n}\right)=C\left(\boldsymbol{y}_{0}\right)$, it follows from Lemma 2.1 that there exist $l>0$ and $L>0$ dependent only on the system (8) such that $\boldsymbol{y}_{n} \in[l, L]^{m}$. (15) then implies that $\boldsymbol{z} \in\left[\frac{l}{2}, 2 L\right]^{m}$.

By the mean value theorem, $\frac{\boldsymbol{z}-\boldsymbol{y}_{n}}{\ln \boldsymbol{z}-\ln \boldsymbol{y}_{n}}:=\left(\frac{z^{1}-y_{n}^{1}}{\ln z^{1}-\ln y_{n}^{1}}, \ldots, \frac{z^{m}-y_{n}^{m}}{\ln z^{m}-\ln y_{n}^{m}}\right)^{T}$ is a vector between $\boldsymbol{y}_{n}$ and $\boldsymbol{z}$, thus

$$
\begin{equation*}
\left|\frac{\boldsymbol{z}-\boldsymbol{y}_{n}}{\ln \boldsymbol{z}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right| \leq\left|\boldsymbol{z}-\boldsymbol{y}_{n}\right|, \quad \frac{\boldsymbol{z}-\boldsymbol{y}_{n}}{\ln \boldsymbol{z}-\ln \boldsymbol{y}_{n}} \in\left[\frac{l}{2}, 2 L\right]^{m} . \tag{16}
\end{equation*}
$$

Next, we show that the vector $\boldsymbol{\phi}(\boldsymbol{z})$ form the iteration also satisfies the inequality (13), i.e.,

$$
0<\left|\boldsymbol{\phi}(\boldsymbol{z})-\boldsymbol{y}_{n}\right| \leq \frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}\left|\boldsymbol{y}_{n}\right|
$$

We consider the $i$-th component of $\boldsymbol{\phi}(\boldsymbol{z}), i \in\{1, \ldots, m\}$ :

$$
\begin{aligned}
\phi^{i}(\boldsymbol{z}) & =y_{n}^{i}+\frac{z^{i}-y_{n}^{i}}{\ln \left|z^{i}\right|-\ln \left|y_{n}^{i}\right|}\left(\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln \left|z^{j}\right|-\ln \left|y_{n}^{j}\right|}-p_{j}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right) \\
& =y_{n}^{i}+\frac{z^{i}-y_{n}^{i}}{\ln z^{i}-\ln y_{n}^{i}}\left(\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right),
\end{aligned}
$$

Due to (16), there exists $K_{1}>0$ such that for $i=1, \ldots, m$

$$
\begin{equation*}
\left|\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right)\right| \leq K_{1} . \tag{17}
\end{equation*}
$$

Now we update the $K$ by letting $K:=\max \left\{K, K_{1}\right\}$, and adjust the $h_{1}$ for the validity of (14) accordingly. Then by (16), (13) and (14) we have

$$
\begin{aligned}
\left|\phi^{i}(\boldsymbol{z})-y_{n}^{i}\right| \leq & \left|\frac{z^{i}-y_{n}^{i}}{\ln z^{i}-\ln y_{n}^{i}}-y_{n}^{i}\right|\left|\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right)\right|\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \\
& +\left|y_{n}^{i}\right|\left|\sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right)\right|\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \\
\leq & K\left|z^{i}-y_{n}^{i}\right|\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)+K\left|y_{n}^{i}\right|\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \\
\leq & K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)\left(\frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}+1\right)\left|y_{n}^{i}\right| \\
= & \frac{K\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)}{1-K\left(h+c\left|\zeta_{h}\right| \sqrt{h}\right)}\left|y_{n}^{i}\right| \leq \frac{1}{2}\left|y_{n}^{i}\right|
\end{aligned}
$$

for $i=1, \ldots, m$. Since $h+c \zeta_{h, n} \sqrt{h} \neq 0$ a.s., $\boldsymbol{\phi}(\boldsymbol{z}) \neq \boldsymbol{y}_{n}$ a.s.. Therefore, almost surely the mapping $\boldsymbol{\phi}$ maps $\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$ to $\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$ itself. Next we show that $\boldsymbol{\phi}$ is also a contraction mapping on $\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$ for sufficiently small $h$. For $\boldsymbol{z} \in\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$, denoting

$$
\boldsymbol{f}(\boldsymbol{z})=(\boldsymbol{B} \nabla H)\left(\frac{\boldsymbol{z}-\boldsymbol{y}_{n}}{\ln \boldsymbol{z}-\ln \boldsymbol{y}_{n}}\right)=:\left(f^{1}(\boldsymbol{z}), \ldots, f^{m}(\boldsymbol{z})\right)^{T},
$$

we have

$$
\boldsymbol{\phi}(\boldsymbol{z})=\boldsymbol{y}_{n}+\boldsymbol{f}(\boldsymbol{z})\left(h+c \zeta_{h, n} \sqrt{h}\right),
$$

and for $i=1, \ldots, m$,

$$
f^{i}(\boldsymbol{z})=\left(\frac{z^{i}-y_{n}^{i}}{\ln z^{i}-\ln y_{n}^{i}}\right) \sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right) .
$$

For $k=1, \ldots, m$, the partial derivative of $f^{i}(\boldsymbol{z})$ with respect to $z^{k}$ is

$$
f_{k}^{i}(\boldsymbol{z}):=\frac{\partial f^{i}}{\partial z^{k}}(\boldsymbol{z})= \begin{cases}\frac{\ln z^{i}-\ln y_{n}^{i}-\left(z^{i}-y_{n}^{i}\right) / z^{i}}{\left(\ln z^{i}-\ln y_{n}^{i}\right)^{2}} \sum_{j \neq i} b_{i j}^{0}\left(\beta_{j} \frac{z^{j}-y_{n}^{j}}{\ln z^{j}-\ln y_{n}^{j}}-p_{j}\right), & k=i, \\ \frac{z^{i}-y_{n}^{i}}{\ln z^{i}-\ln y_{n}^{i}} b_{i k}^{0} \beta_{k} \frac{\ln z^{k}-\ln y_{n}^{k}-\left(z^{k}-y_{n}^{k}\right) / z^{k}}{\left(\ln z^{k}-\ln y_{n}^{k}\right)^{2}}, & k \neq i .\end{cases}
$$

A simple calculation gives $\lim _{z^{k} \rightarrow y_{n}^{k}} \frac{\ln z^{k}-\ln y_{n}^{k}-\frac{z^{k}-y_{n}^{k}}{\left(\ln z^{k}-\ln y_{n}^{k}\right)^{k}}}{\left(\frac{1}{2} \text { (see also (19)), wherefore }\right.}$ defining $\frac{\ln z^{k}-\ln y_{n}^{k}-z^{k}-y_{n}^{k}}{\left(\ln z^{k}-\ln y_{n}^{k}\right)^{k}}=\frac{1}{2}$ when $z^{k}=y_{n}^{k}$, the function $\frac{\ln z^{k}-\ln y_{n}^{k}-\frac{z^{k}-y_{n}^{k}}{\left(\ln z^{k}-\ln y_{n}^{k}\right)^{2}}}{\text { 2 }}$ is continuous on $z^{k} \in\left[\frac{l}{2}, 2 L\right]$ and thus bounded by a certain $m_{k} \geq \frac{1}{2}$ for $k=1, \ldots, m$. Owing to (16) and (17), there exists $M_{k}^{i}>0$ such that $\left|f_{k}^{i}(\boldsymbol{z})\right| \leq M_{k}^{i}$ for $i, k=$ $1, \ldots, m$, which implies that $\left\|\boldsymbol{f}^{\prime}(\boldsymbol{z})\right\| \leq M$ on $\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$ for certain $M>0$.

Thus for $z_{1}, z_{2} \in\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$,

$$
\begin{align*}
\left\|\boldsymbol{\phi}\left(\boldsymbol{z}_{1}\right)-\boldsymbol{\phi}\left(\boldsymbol{z}_{2}\right)\right\| & =\left\|\boldsymbol{f}\left(\boldsymbol{z}_{1}\right)-\boldsymbol{f}\left(\boldsymbol{z}_{2}\right)\right\|\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \\
& \leq M\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right)\left\|\boldsymbol{z}_{1}-\boldsymbol{z}_{2}\right\| . \tag{18}
\end{align*}
$$

Note that there exists $h_{2}>0$ and $C_{0}>0$ such that for $h \leq h_{2}$,

$$
M\left(h+c\left|\zeta_{h, n}\right| \sqrt{h}\right) \leq C_{0}<1,
$$

which means that $\phi$ is a contraction map on $\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$. Then by the contraction mapping theorem, when $h \leq h_{0}:=\min \left\{h_{1}, h_{2}\right\}$, the iteration based on $\phi$ converges and $\boldsymbol{y}_{n+1} \in\left[\frac{l}{2}, 2 L\right]^{m} \backslash\left\{\boldsymbol{y}_{n}\right\}$ almost surely. Since $H\left(\boldsymbol{y}_{n+1}\right)=H\left(\boldsymbol{y}_{0}\right)$ and $C\left(\boldsymbol{y}_{n+1}\right)=C\left(\boldsymbol{y}_{0}\right)$, Lemma 2.1 indicates that $\boldsymbol{y}_{n+1} \in[l, L]^{m}$ almost surely. Therefore, given $\boldsymbol{y}_{0} \in \mathbb{R}_{+}^{m}$, the numerical solutions $\left\{\boldsymbol{y}_{n}, n=0,1, \ldots\right\}$ form the scheme (9) are positive and bounded almost surely.

Remark 2.1. Note that the bound for the numerical solution derived in the proof of Lemma 2.1 is the same with that of the exact solution given in [27].

From the above analysis, since the scheme (9) preserves the positiveness of the solution, we can rewrite it without the absolute value notations as

$$
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+\boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}\right) \int_{0}^{1} \nabla H\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right) .
$$

## 3. Root mean-square convergence order of the method

In this section we derive the root mean-square error estimate of our numerical method proposed in Section 2. To this end, we need the following three lemmas.

Lemma 3.1. ([2]) For all $\gamma \in[1,+\infty)$, there exists a positive constant $C_{\gamma}>0$ such that, for all $n \in \mathbb{N}_{+}$and all $h \in(0,1)$, we have

$$
\left(E\left(\left|\Delta W_{n}\right|^{\gamma}\right)\right)^{\frac{1}{\gamma}} \leq C_{\gamma} h^{\frac{1}{2}} \quad \text { and } \quad\left(E\left(\left|\Delta \widehat{W}_{n}\right|^{\gamma}\right)\right)^{\frac{1}{\gamma}} \leq C_{\gamma} h^{\frac{1}{2}} .
$$

Define a function $\mathscr{H}$ as

$$
\mathscr{H}(x)= \begin{cases}\frac{x-x_{0}}{\ln x-\ln x_{0}}, & x \neq x_{0}, \\ x_{0}, & x=x_{0},\end{cases}
$$

with $x \in \mathbb{R}$ and $x_{0}>0$.
Lemma 3.2. The function $\mathscr{H}$ is at least three times continuously differentiable at $x_{0}$, and has the following expansion

$$
\mathscr{H}(x)=x_{0}+\frac{1}{2}\left(x-x_{0}\right)-\frac{1}{12 x_{0}}\left(x-x_{0}\right)^{2}+\frac{1}{6} h^{(3)}(\xi)\left(x-x_{0}\right)^{3},
$$

where $\xi$ is between $x_{0}$ and $x$.

Proof. Clearly $\mathscr{H}(x)$ is continuous on $(0,+\infty)$, and when $x \neq x_{0}$,

$$
\mathscr{H}^{\prime}(x)=\frac{\left(\ln x-\ln x_{0}\right)-\frac{1}{x}\left(x-x_{0}\right)}{\left(\ln x-\ln x_{0}\right)^{2}} .
$$

By the derivative limit theorem,

$$
\begin{align*}
\mathscr{H}^{\prime}\left(x_{0}\right) & =\lim _{x \rightarrow x_{0}} \frac{\left(\ln x-\ln x_{0}\right)-\frac{1}{x}\left(x-x_{0}\right)}{\left(\ln x-\ln x_{0}\right)^{2}} \\
& =\lim _{x \rightarrow x_{0}} \frac{\frac{1}{x_{0}}\left(x-x_{0}\right)-\frac{1}{2 x_{0}^{2}}\left(x-x_{0}\right)^{2}+O\left(\left(x-x_{0}\right)^{3}\right)-\frac{1}{x}\left(x-x_{0}\right)}{\left(\frac{1}{x_{0}}\left(x-x_{0}\right)+O\left(\left(x-x_{0}\right)^{2}\right)\right)^{2}} \\
& =\lim _{x \rightarrow x_{0}} \frac{\frac{1}{x x_{0}}\left(x-x_{0}\right)^{2}-\frac{1}{2 x_{0}^{2}}\left(x-x_{0}\right)^{2}+O\left(\left(x-x_{0}\right)^{3}\right)}{\frac{1}{x_{0}^{2}}\left(x-x_{0}\right)^{2}+O\left(\left(x-x_{0}\right)^{3}\right)} \\
& =\lim _{x \rightarrow x_{0}} \frac{\frac{1}{x x_{0}}-\frac{1}{2 x_{0}^{2}}+O\left(\left(x-x_{0}\right)\right)}{\frac{1}{x_{0}^{2}}+O\left(\left(x-x_{0}\right)\right)}=\frac{1}{2} . \tag{19}
\end{align*}
$$

Using the derivative limit theorem again, we obtain the second derivative function

$$
\mathscr{H}^{\prime \prime}(x)= \begin{cases}\frac{2\left(x-x_{0}\right)-\left(x+x_{0}\right)\left(\ln x-\ln x_{0}\right)}{x^{2}\left(\ln x-\ln x_{0}\right)^{3}}, & x \neq x_{0} \\ -\frac{1}{6 x_{0}}, & x=x_{0}\end{cases}
$$

and similarly,

$$
\mathscr{H}^{(3)}(x)= \begin{cases}\frac{\left(x+2 x_{0}\right)\left(\ln x-\ln x_{0}\right)^{2}+6 x_{0}\left(\ln x-\ln x_{0}\right)-6\left(x-x_{0}\right)}{x^{3}\left(\ln x-\ln x_{0}\right)^{4}}, & x \neq x_{0} \\ \frac{1}{4 x_{0}^{2}}, & x=x_{0}\end{cases}
$$

Then by the Taylor's formula, Lamma 3.2 holds.
Lemma 3.3. If the numerical solutions $\left\{\boldsymbol{y}_{n}, n=0,1, \ldots, N\right\}$ of system (8) based on the scheme (9) are positive, then $\boldsymbol{y}_{n}$ has the asymptotic expansion:

$$
\begin{equation*}
\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}=\boldsymbol{a}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)+\boldsymbol{b}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)^{2}+\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}+\boldsymbol{R}_{n} \tag{20}
\end{equation*}
$$

where $\boldsymbol{a}\left(\boldsymbol{y}_{n}\right)=\boldsymbol{B} \nabla H\left(\boldsymbol{y}_{n}\right)$, $\boldsymbol{b}\left(\boldsymbol{y}_{n}\right)=(\boldsymbol{B} \nabla H)^{\prime}\left(\boldsymbol{y}_{n}\right)(\boldsymbol{B} \nabla H)\left(\boldsymbol{y}_{n}\right) / 2$, $\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)$ is a continuous function of $\boldsymbol{y}_{n} \in[l, L]^{m}$ and independent of $\boldsymbol{y}_{n+1}$ and $\Delta \widehat{W}_{n}$, and $\boldsymbol{R}_{n}$ depends on $\boldsymbol{y}_{n+1}$ and satisfies:

$$
\begin{equation*}
E\left[\left\|\boldsymbol{R}_{n}\right\|\right] \leq O\left(h^{2}\right), \quad\left(E\left[\left\|\boldsymbol{R}_{n}\right\|^{2}\right]\right)^{\frac{1}{2}} \leq O\left(h^{2}\right) . \tag{21}
\end{equation*}
$$

Proof. For simplicity, we write $\boldsymbol{g}:=\nabla H$ in the following discussion, and $\boldsymbol{R}$ denotes random vectors or matrices whose norms possess finite moments bounded by a constant independent of $h$. Since $\left\{\boldsymbol{y}_{n}\right\}$ are positive, the scheme (9) can be written as

$$
\begin{equation*}
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+\boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}\right) \int_{0}^{1} \boldsymbol{g}\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right) . \tag{22}
\end{equation*}
$$

By the mean value theorem,

$$
\begin{equation*}
\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}=\boldsymbol{y}_{n}+\theta_{n}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) \tag{23}
\end{equation*}
$$

with $\theta_{n} \in(0,1)$. Thus

$$
\begin{align*}
\boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}\right)= & \boldsymbol{B}\left(\boldsymbol{y}_{n}\right)+\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right) \\
& \cdot \int_{0}^{1} \boldsymbol{B}^{\prime}\left(\boldsymbol{y}_{n}+\tau\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right)\right) d \tau \\
= & \boldsymbol{B}\left(\boldsymbol{y}_{n}\right)+\theta_{n} \int_{0}^{1} \boldsymbol{B}^{\prime}\left(\boldsymbol{y}_{n}+\tau\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right)\right) d \tau \\
& \cdot\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) . \tag{24}
\end{align*}
$$

By Lemma 2.1 and the proof of Theorem 2.2 we know that given $\boldsymbol{y}_{0}>0, \boldsymbol{y}_{n} \in$ $[l, L]^{m}$ almost surely for $n \in \mathbb{N}$, wherefore almost surely $\boldsymbol{z}_{n, \theta}:=\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) \in$ $[l, L]^{m}$ for $\theta \in[0,1]$. Since $\boldsymbol{B}(\boldsymbol{y}), \boldsymbol{B}^{\prime}(\boldsymbol{y})$ and $\boldsymbol{g}(\boldsymbol{y})=\nabla H(\boldsymbol{y})$ are continuous functions on $[l, L]^{m}$, they are bounded almost surely at $\boldsymbol{y}=\boldsymbol{z}_{n, \theta}$ by a constant independent of $h$ for all $n \in \mathbb{N}$ and $\theta \in[0,1]$, implying that their moments at $\boldsymbol{y}=\boldsymbol{z}_{n, \theta}$ are bounded by constants independent of $h, n$ and $\theta$. Substituting $\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}$ from (22) into the right-hand side of (24), we can write

$$
\begin{equation*}
\boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}\right)=\boldsymbol{B}\left(\boldsymbol{y}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right) \boldsymbol{R} \tag{25}
\end{equation*}
$$

where $\boldsymbol{R}$ represents a random matrix whose norm has finite moments bounded by constants independent of $h$.

Similarly,

$$
\begin{align*}
& \int_{0}^{1} \boldsymbol{g}\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau \\
= & \int_{0}^{1}\left[\boldsymbol{g}\left(\boldsymbol{y}_{n}\right)+\int_{0}^{\tau} \boldsymbol{g}^{\prime}\left(\boldsymbol{y}_{n}+s\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d s\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right] d \tau \\
= & \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)+\int_{0}^{1} \int_{0}^{\tau} \boldsymbol{g}^{\prime}\left(\boldsymbol{y}_{n}+s\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d s d \tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) \\
= & \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right) \boldsymbol{R}, \tag{26}
\end{align*}
$$

where $\boldsymbol{R}$ is a random vector whose norm has finite moments bounded by constants independent of $h$. Taking the product of (25) and (26), we obtain the coefficient of the first power of $\left(h+c \Delta \widehat{W}_{n}\right)$ in the expansion (20)

$$
\begin{equation*}
\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}=\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right)^{2} \boldsymbol{R} \tag{27}
\end{equation*}
$$

Next, we deduce the explicit form of the coefficient of $\left(h+c \Delta \widehat{W}_{n}\right)^{2}$ in the expansion (20). For the function $\mathscr{H}(x)$ in Lemma 3.2, if $\boldsymbol{x} \in \mathbb{R}^{m}$ we let $\mathscr{H}(\boldsymbol{x})=$ $\left(\mathscr{H}\left(x^{1}\right), \ldots, \mathscr{H}\left(x^{m}\right)\right)^{T}$. Then by Lemma 3.2 and the equality (27) we have:

$$
\begin{align*}
\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n} & =\frac{1}{2} \boldsymbol{I}_{m}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)+\frac{1}{2} \mathscr{H}^{\prime \prime}\left(\boldsymbol{\xi}_{n}\right)\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)^{2} \\
& =\frac{1}{2} \boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right)^{2} \boldsymbol{R} \tag{28}
\end{align*}
$$

where $\boldsymbol{\xi}_{n}$ is a vector between $\boldsymbol{y}_{n}$ and $\boldsymbol{y}_{n+1}$ and $\boldsymbol{I}_{m}$ is the $m$-dimensional identity matrix. Note that, for a vector $\boldsymbol{y} \in \mathbb{R}^{m}$ and a tensor $\boldsymbol{\mathcal { T }}$ that can function on $\boldsymbol{y}$, we write $\boldsymbol{\mathcal { T }}(\boldsymbol{y})^{2}$ to represent $\boldsymbol{\mathcal { T }}(\boldsymbol{y}, \boldsymbol{y})$ for brevity. Thanks to the smoothness of $\boldsymbol{B}$ and
$\boldsymbol{g}$, and using (28) we have

$$
\begin{aligned}
& \boldsymbol{B}\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}\right)=\boldsymbol{B}\left(\boldsymbol{y}_{n}\right)+\boldsymbol{B}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right) \\
& +\int_{0}^{1} \int_{0}^{\tau} \boldsymbol{B}^{\prime \prime}\left(\boldsymbol{y}_{n}+s\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right)\right) d s d \tau\left(\frac{\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}}{\ln \boldsymbol{y}_{n+1}-\ln \boldsymbol{y}_{n}}-\boldsymbol{y}_{n}\right)^{2}
\end{aligned}
$$

$$
\begin{equation*}
=\boldsymbol{B}\left(\boldsymbol{y}_{n}\right)+\frac{1}{2} \boldsymbol{B}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right)^{2} \boldsymbol{R} \tag{29}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{0}^{1} \boldsymbol{g}\left(\boldsymbol{y}_{n}+\tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d \tau=\boldsymbol{g}\left(\boldsymbol{y}_{n}\right)+\frac{1}{2} \boldsymbol{g}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) \\
& +\int_{0}^{1} \int_{0}^{\tau} \int_{0}^{s} \boldsymbol{g}^{\prime \prime}\left(\boldsymbol{y}_{n}+s_{1}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)\right) d s_{1} d s d \tau\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)^{2} \\
= & \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)+\frac{1}{2} \boldsymbol{g}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)+\left(h+c \Delta \widehat{W}_{n}\right)^{2} \boldsymbol{R} . \tag{30}
\end{align*}
$$

Taking the product of the two equalities (29) and (30), we obtain

$$
\begin{align*}
& \boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}=\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right) \\
& +\frac{1}{2}\left(\boldsymbol{B}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right), \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\right)+\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}^{\prime}\left(\boldsymbol{y}_{n}\right)\left(\boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{g}\left(\boldsymbol{y}_{n}\right)\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)^{2} \\
& 31)  \tag{31}\\
& +\left(h+c \Delta \widehat{W}_{n}\right)^{3} \boldsymbol{R} .
\end{align*}
$$

Following this procedure, we can futher obtain the coefficient $\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)$ of $\left(h+c \Delta \widehat{W}_{n}\right)^{3}$ in the expansion (20), which is a continuous function of $\boldsymbol{y}_{n} \in[l, L]^{m}$ and independent of $\boldsymbol{y}_{n+1}$ and $\Delta \widehat{W}_{n}$, and $\boldsymbol{R}_{n}=\left(h+c \Delta \widehat{W}_{n}\right)^{4} \boldsymbol{R}$. By Lemma 3.1 and the moment boundedness of $\boldsymbol{R}$ we have

$$
\begin{aligned}
E\left(\left\|\boldsymbol{R}_{n}\right\|\right) & =E\left(\left\|\left(h+c \Delta \widehat{W}_{n}\right)^{4} \boldsymbol{R}\right\|\right)=E\left(\left(h+c \Delta \widehat{W}_{n}\right)^{4}\|\boldsymbol{R}\|\right) \\
& \leq\left(E\left(h+c \Delta \widehat{W}_{n}\right)^{8}\right)^{\frac{1}{2}}\left(E\|\boldsymbol{R}\|^{2}\right)^{\frac{1}{2}} \leq O\left(h^{2}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left(E\left(\left\|\boldsymbol{R}_{n}\right\|^{2}\right)\right)^{\frac{1}{2}} & =\left(E\left(\left(h+c \Delta \widehat{W}_{n}\right)^{8}\|\boldsymbol{R}\|^{2}\right)\right)^{\frac{1}{2}} \leq\left(E\left(h+c \Delta \widehat{W}_{n}\right)^{16}\right)^{\frac{1}{4}}\left(E\|\boldsymbol{R}\|^{4}\right)^{\frac{1}{4}} \\
& \leq O\left(h^{2}\right) .
\end{aligned}
$$

We are now ready to prove the following result on the root mean-square convergence order of the method (9).

Theorem 3.1. Under Assumption 2.1 and $\boldsymbol{y}_{0}>0$, the numerical scheme (9) applied to the system (8) is of root mean-square convergence order 1 .

Proof. The energy-preserving scheme proposed in [2] applied to the system (8) has the following form
(32) $\quad \tilde{\boldsymbol{y}}_{n+1}=\tilde{\boldsymbol{y}}_{n}+\boldsymbol{B}\left(\frac{\tilde{\boldsymbol{y}}_{n}+\tilde{\boldsymbol{y}}_{n+1}}{2}\right) \int_{0}^{1} \nabla H\left(\tilde{\boldsymbol{y}}_{n}+\tau\left(\tilde{\boldsymbol{y}}_{n+1}-\tilde{\boldsymbol{y}}_{n}\right)\right) d \tau\left(h+c \Delta \widehat{W}_{n}\right)$.

According to Lemma 3.2 of [2], the scheme (32) has the expansion:

$$
\begin{equation*}
\tilde{\boldsymbol{y}}_{n+1}-\tilde{\boldsymbol{y}}_{n}=\boldsymbol{a}\left(\tilde{\boldsymbol{y}}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)+\boldsymbol{b}\left(\tilde{\boldsymbol{y}}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)^{2}+\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}+\tilde{\boldsymbol{R}}_{n}, \tag{33}
\end{equation*}
$$

where the functions $\boldsymbol{a}$ and $\boldsymbol{b}$ are the same with those in the expansion (20) for the scheme (9), $\tilde{\boldsymbol{c}}\left(\tilde{\boldsymbol{y}}_{n}\right)$ is a continuous function of $\tilde{\boldsymbol{y}}_{n}>0$ independent of $\tilde{\boldsymbol{y}}_{n+1}$ and $\Delta \widehat{W}_{n}$, and $\tilde{\boldsymbol{R}}_{n}$ satisfies the following estimates:

$$
\begin{equation*}
E\left(\left\|\tilde{\boldsymbol{R}}_{n}\right\|\right)=O\left(h^{2}\right), \quad\left(E\left(\left\|\tilde{\boldsymbol{R}}_{n}\right\|^{2}\right)\right)^{\frac{1}{2}}=O\left(h^{2}\right) \tag{34}
\end{equation*}
$$

Therefore, starting from the same point $\boldsymbol{y}_{n}=\tilde{\boldsymbol{y}}_{n}$, the local difference between $\tilde{\boldsymbol{y}}_{n+1}$ and $\boldsymbol{y}_{n+1}$ produced by the scheme (9) is

$$
\begin{equation*}
\boldsymbol{y}_{n+1}-\tilde{\boldsymbol{y}}_{n+1}=\left(\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}+\left(\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right) . \tag{35}
\end{equation*}
$$

By (21) and (34), we have

$$
\begin{gathered}
\left\|E\left(\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right)\right\| \leq E\left(\left\|\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right\|\right) \leq O\left(h^{2}\right) \\
E\left\|\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right\|^{2} \leq E\left\|\boldsymbol{R}_{n}\right\|^{2}+E\left\|\tilde{\boldsymbol{R}}_{n}\right\|^{2}=O\left(h^{4}\right)
\end{gathered}
$$

Since $\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)$ and $\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)$ depend only on $\boldsymbol{y}_{n}\left(\in[l, L]^{m}\right.$ a.s. $)$ and are continuous on $[l, L]^{m}$, they are almost surely bounded such that $E\left(\left\|\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right\|\right) \leq \tilde{M}_{1}$ with $\tilde{M}_{1}$ independent of $h$ and $n$. Consequently,

$$
\begin{aligned}
\left\|E\left[\left(\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}\right]\right\| & =\left\|E\left[\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right]\right\| E\left(h+c \Delta \widehat{W}_{n}\right)^{3} \\
& \leq\left(h^{3}+3 c^{2} h^{2}\right) E\left\|\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right\| \\
& =O\left(h^{2}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\left\|E\left(\boldsymbol{y}_{n+1}-\tilde{\boldsymbol{y}}_{n+1}\right)\right\| & \leq\left\|E\left[\left(\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}\right]\right\|+\left\|E\left(\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right)\right\| \\
& \leq O\left(h^{2}\right) . \tag{36}
\end{align*}
$$

Moreover, $E\left\|\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\boldsymbol{c}\left(\tilde{\boldsymbol{y}}_{n}\right)\right\|^{2} \leq \tilde{M}_{2}$ with a certain constant $\tilde{M}_{2}$ independent of $h$ and $n$, due to the almost sure boundedness of $\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)$ and $\boldsymbol{c}\left(\tilde{\boldsymbol{y}}_{n}\right)$ as discussed above. Thus we have

$$
\begin{aligned}
E\left\|\boldsymbol{y}_{n+1}-\tilde{\boldsymbol{y}}_{n+1}\right\|^{2} & \leq E\left\|\left(\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right)\left(h+c \Delta \widehat{W}_{n}\right)^{3}\right\|^{2}+E\left\|\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right\|^{2} \\
& =E\left\|\boldsymbol{c}\left(\boldsymbol{y}_{n}\right)-\tilde{\boldsymbol{c}}\left(\boldsymbol{y}_{n}\right)\right\|^{2}\left(h+c \Delta \widehat{W}_{n}\right)^{6}+E\left\|\boldsymbol{R}_{n}-\tilde{\boldsymbol{R}}_{n}\right\|^{2} \\
& \leq O\left(h^{3}\right)
\end{aligned}
$$

that is,

$$
\begin{equation*}
\left(E\left\|\boldsymbol{y}_{n+1}-\tilde{\boldsymbol{y}}_{n+1}\right\|^{2}\right)^{\frac{1}{2}} \leq O\left(h^{\frac{3}{2}}\right) \tag{38}
\end{equation*}
$$

It has been shown that the energy-preserving scheme (32) is of root mean-square order 1 ([2]). With the local difference between $\tilde{\boldsymbol{y}}_{n+1}$ and $\boldsymbol{y}_{n+1}$ given in (36) and (38), the Lemma 2.1 in [17] with $p_{1}=2$ and $p_{2}=\frac{3}{2}$ then implies that the numerical scheme (9) also has root mean-square convergence order 1.

Remark 3.1. Similar to the discussion in Remark 3.5 of [2], the validity of our result of Theorem 3.1 is based on the fact that, the coefficient $\boldsymbol{B}(\boldsymbol{y}) \nabla H(\boldsymbol{y})=: \boldsymbol{a}(\boldsymbol{y})$ of the system (8) is smooth such that all its derivatives are bounded on $[l, L]^{m}$ where the numerical solution $\left\{\boldsymbol{y}_{n}\right\}$ and the exact solution $\boldsymbol{y}\left(t_{n}\right)$ almost surely locate for all $n \in \mathbb{N}$, given $\boldsymbol{y}_{0}>0$ and the Assumption 2.1. Moreover, denoting the exact
flow of the system (8) by $\tilde{\boldsymbol{\varphi}}_{t}: \boldsymbol{y} \rightarrow \tilde{\boldsymbol{\varphi}}_{t}(\boldsymbol{y})$, it is not difficult to see that also $\tilde{\boldsymbol{\varphi}}_{t}\left(\boldsymbol{y}_{n}\right)$ and $\tilde{\boldsymbol{\varphi}}_{t}\left(\boldsymbol{y}\left(t_{n}\right)\right)$ belong to $[l, L]^{m}$ almost surely for all $t \geq 0$ and $n \in \mathbb{N}$, under the given $\boldsymbol{y}_{0}>0$ and the Assumption 2.1. Owing to these, the Lipschitz continuity of $\boldsymbol{a}(\boldsymbol{y})$ on $[l, L]^{m}$ can guarantee the applicability of Lemma 2.1 in [17] to our problem, similar to the case for Theorem 3.3 in [2].

## 4. The midpoint-related Poisson integrators

In this section we give an approach of constructing Poisson integrators for stochastic Poisson systems based on the midpoint scheme, and apply it to the stochastic Poisson system (8).
4.1. The midpoint scheme for stochastic Poisson systems with constant structure matrices. For stochastic Poisson systems with constant skew-symmetric structure matrix $\overline{\boldsymbol{B}}$ defined by

$$
\begin{equation*}
d \boldsymbol{y}(t)=\overline{\boldsymbol{B}}\left(\nabla H_{0}(\boldsymbol{y}(t)) d t+\sum_{r=1}^{s} \nabla H_{r}(\boldsymbol{y}(t)) \circ d W_{r}(t)\right), \tag{39}
\end{equation*}
$$

we consider the following midpoint scheme:

$$
\begin{equation*}
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+\overline{\boldsymbol{B}}\left(\nabla H_{0}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) h+\sum_{r=1}^{s} \nabla H_{r}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) \Delta \widehat{W}_{r n}\right) . \tag{40}
\end{equation*}
$$

First we prove the following theorem.
Theorem 4.1. The midpoint scheme (40) is a Poisson integrator for the stochastic Poisson system (39).

Proof. Rewrite the midpoint scheme (40) to the following form:

$$
\begin{align*}
\boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right):= & \boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}-\overline{\boldsymbol{B}}\left(\nabla H_{0}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) h\right. \\
& \left.+\sum_{r=1}^{s} \nabla H_{r}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) \Delta \widehat{W}_{r n}\right) \\
= & \mathbf{0} . \tag{41}
\end{align*}
$$

By the implicit function theorem, we have

$$
\begin{equation*}
\frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}}=-\left(\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n+1}}\right)^{-1} \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n}} . \tag{42}
\end{equation*}
$$

Thus, to prove $\frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}} \overline{\boldsymbol{B}} \frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}}=\overline{\boldsymbol{B}}$ is equivalent to show

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n+1}} \overline{\boldsymbol{B}} \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n+1}}=\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n}} \overline{\boldsymbol{B}} \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n}} . \tag{43}
\end{equation*}
$$

(41) implies

$$
\begin{align*}
\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n}} & =-\boldsymbol{I}-\overline{\boldsymbol{B}}\left[\frac{h}{2} H_{0}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)+\sum_{r=1}^{s} \frac{\Delta \widehat{W}_{r n}}{2} H_{r}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)\right] \\
& =-\boldsymbol{I}-\frac{\overline{\boldsymbol{B}}}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right), \tag{44}
\end{align*}
$$

where $\boldsymbol{Q}_{0}:=H_{0}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right), \boldsymbol{Q}_{r}:=H_{r}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)$ are both symmetric matrices. Similarly,

$$
\begin{aligned}
\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n+1}} & =\boldsymbol{I}-\overline{\boldsymbol{B}}\left[\frac{h}{2} H_{0}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)+\sum_{r=1}^{s} \frac{\Delta \widehat{W}_{r n}}{2} H_{r}^{\prime \prime}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)\right] \\
& =\boldsymbol{I}-\frac{\overline{\boldsymbol{B}}}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) .
\end{aligned}
$$

Then the transposes of (45) and (44) are

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n}}=-\boldsymbol{I}+\frac{1}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}} \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n+1}}=\boldsymbol{I}+\frac{1}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}} \tag{47}
\end{equation*}
$$

respectively. By (44) and (46) we have

$$
\begin{aligned}
& \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n}} \overline{\boldsymbol{B}} \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n}} \\
& =\left[-\boldsymbol{I}-\frac{\overline{\boldsymbol{B}}}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right)\right] \overline{\boldsymbol{B}}\left[-\boldsymbol{I}+\frac{1}{2}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}}\right] \\
& =\overline{\boldsymbol{B}}-\frac{\overline{\boldsymbol{B}}}{4}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}}
\end{aligned}
$$

Similarly (45) and (47) give

$$
\begin{aligned}
& \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)}{\partial \boldsymbol{y}_{n+1}} \overline{\boldsymbol{B}} \frac{\partial \boldsymbol{u}\left(\boldsymbol{y}_{n}, \boldsymbol{y}_{n+1}\right)^{T}}{\partial \boldsymbol{y}_{n+1}} \\
& =\overline{\boldsymbol{B}}-\frac{\overline{\boldsymbol{B}}}{4}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}}\left(h \boldsymbol{Q}_{0}+\sum_{r=1}^{s} \Delta \widehat{W}_{r n} \boldsymbol{Q}_{r}\right) \overline{\boldsymbol{B}} .
\end{aligned}
$$

Thus (43) holds, which implies the midpoint scheme (40) preserves the Poisson structure of the stochastic Poisson system (39).

Meanwhile, if $C(\boldsymbol{y})$ is a Casimir function of the system (39), we have

$$
\begin{aligned}
C\left(\boldsymbol{y}_{n+1}\right)-C\left(\boldsymbol{y}_{n}\right) & =\nabla C\left(\boldsymbol{y}_{n}^{*}\right)^{T}\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right) \\
& =\nabla C\left(\boldsymbol{y}_{n}^{*}\right)^{T} \overline{\boldsymbol{B}}\left(\nabla H_{0}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) h+\sum_{r=1}^{s} \nabla H_{r}\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right) \Delta \widehat{W}_{n}\right) \\
& =0,
\end{aligned}
$$

since $\nabla C(\boldsymbol{y})^{T} \overline{\boldsymbol{B}} \equiv \mathbf{0}(\forall \boldsymbol{y})$ according to the definition of Casimir functions, and $\boldsymbol{y}_{n}^{*}=\boldsymbol{y}_{n}+\theta\left(\boldsymbol{y}_{n+1}-\boldsymbol{y}_{n}\right)(\theta \in(0,1))$. Then we can conclude that the midpoint scheme (40) is a Poisson integrator of the stochastic Poisson system (39).
4.2. Invariance of Poisson integrators under coordinate transformations. For the general stochastic Poisson system (1):

$$
d \boldsymbol{y}(t)=\boldsymbol{B}(\boldsymbol{y}(t))\left(\nabla H_{0}(\boldsymbol{y}(t)) d t+\sum_{r=1}^{s} \nabla H_{r}(\boldsymbol{y}(t)) \circ d W_{r}(t)\right)
$$

we consider an invertible coordinate transformation $\boldsymbol{x}=\boldsymbol{\phi}(\boldsymbol{y})$ which transforms (1) into the following system

$$
\begin{equation*}
d \boldsymbol{x}(t)=\tilde{\boldsymbol{B}}(\boldsymbol{x}(t))\left(\nabla K_{0}(\boldsymbol{x}(t)) d t+\sum_{r=1}^{s} \nabla K_{r}(\boldsymbol{x}(t)) \circ d W_{r}(t)\right) \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\boldsymbol{B}}(\boldsymbol{x})=\boldsymbol{\phi}^{\prime}\left(\boldsymbol{\phi}^{-1}(\boldsymbol{x})\right) \boldsymbol{B}\left(\boldsymbol{\phi}^{-1}(\boldsymbol{x})\right) \boldsymbol{\phi}^{\prime}\left(\phi^{-1}(\boldsymbol{x})\right)^{T}, \tag{49}
\end{equation*}
$$

and $K_{r}(\boldsymbol{x})=H_{r}(\boldsymbol{y})(r=0, \ldots, s)$. Obviously $\tilde{\boldsymbol{B}}(x)$ is skew-symmetric. If in addition its elements $\tilde{b}_{i j}(\boldsymbol{x})$ satisfy the cyclic permutation property of summation analog to (2), then the system (48) is still a stochastic Poisson system.

Here we consider whether a numerical method $\left\{\boldsymbol{y}_{n}\right\}$ for (1) resulted from the inverse coordinate transformation $\boldsymbol{y}_{n}=\boldsymbol{\phi}^{-1}\left(\boldsymbol{x}_{n}\right)$ from a Poisson integrator $\left\{\boldsymbol{x}_{n}\right\}$ for (48) is still Poisson. In general we denote a stochastic numerical scheme for the system (48) by

$$
\mathbf{0}=\boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right):=\boldsymbol{f}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h, \mathcal{W}\left(\triangle_{n}, \omega\right)\right),
$$

where $\mathcal{W}=\left(W_{1}, \ldots, W_{s}\right), \triangle_{n}:=\left[t_{n}, t_{n+1}\right], \omega \in \Omega$ and $\mathcal{W}\left(\triangle_{n}, \omega\right):=\{\boldsymbol{\mathcal { W }}(t, \omega), t \in$ $\left.\left[t_{n}, t_{n+1}\right], \omega \in \Omega\right\}$. We have the following theorem.

Theorem 4.2. Let $\boldsymbol{x}=\boldsymbol{\phi}(\boldsymbol{y})$ be an invertible coordinate transformation that transforms the system (1) to (48). If the numerical scheme $\boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)=\mathbf{0}$ is a stochastic Poisson integrator for the system (48), and $\boldsymbol{y}_{n}=\boldsymbol{\phi}^{-1}\left(\boldsymbol{x}_{n}\right)$, then the numerical scheme $\boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)=\mathbf{0}$ is a stochastic Poisson integrator for the system (1)

Proof. By the Stratonovich chain rule and (49), we have

$$
\begin{aligned}
& \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}, h\right)\right)}{\partial \boldsymbol{y}_{n}} \boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)^{T}}{\partial \boldsymbol{y}_{n}} \\
= & \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)}{\partial \boldsymbol{x}_{n}} \boldsymbol{\phi}^{\prime}\left(\boldsymbol{y}_{n}\right) \boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \boldsymbol{\phi}^{\prime}\left(\boldsymbol{y}_{n}\right)^{T} \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)^{T}}{\partial \boldsymbol{x}_{n}} \\
(50)= & \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)}{\partial \boldsymbol{x}_{n}} \tilde{\boldsymbol{B}}\left(\boldsymbol{x}_{n}\right) \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)^{T}}{\partial \boldsymbol{x}_{n}},
\end{aligned}
$$

and similarly

$$
\begin{align*}
& \frac{\partial \boldsymbol{f}_{\omega}\left(\phi\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)}{\partial \boldsymbol{y}_{n+1}} \boldsymbol{B}\left(\boldsymbol{y}_{n+1}\right) \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)^{T}}{\partial \boldsymbol{y}_{n+1}} \\
= & \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)}{\partial \boldsymbol{x}_{n+1}} \tilde{\boldsymbol{B}}\left(\boldsymbol{x}_{n+1}\right) \frac{\partial \boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)^{T}}{\partial \boldsymbol{x}_{n+1}} . \tag{51}
\end{align*}
$$

Similar to the discussion by (42)-(43), the right-hand sides of (50) and (51) are equal since $\boldsymbol{f}_{\omega}\left(\boldsymbol{x}_{n}, \boldsymbol{x}_{n+1}, h\right)=\mathbf{0}$ is a Poisson integrator. Thus the left-hand sides of (50) and (51) are equal which implies that the scheme $\boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)=\mathbf{0}$ preserves the Poisson structure

In addition, under the coordinate transformation $\boldsymbol{\phi}$ the Casimir function $C(\boldsymbol{y})$ of the system (1) can be written as $C(\boldsymbol{y})=C\left(\phi^{-1}(\boldsymbol{x})\right)=: \tilde{C}(\boldsymbol{x})=\tilde{C}(\boldsymbol{\phi}(\boldsymbol{y}))$, and then $\nabla_{\boldsymbol{x}} \tilde{C}(\boldsymbol{\phi}(\boldsymbol{y}))=\frac{\partial \boldsymbol{y}}{\partial \boldsymbol{x}}^{T} \nabla_{\boldsymbol{y}} C(\boldsymbol{y})$. Due to (49), we have

$$
\begin{equation*}
\nabla_{\boldsymbol{x}} \tilde{C}(\boldsymbol{x})^{T} \tilde{\boldsymbol{B}}(\boldsymbol{x})=\nabla_{\boldsymbol{y}} C(\boldsymbol{y})^{T} \frac{\partial \boldsymbol{y}}{\partial \boldsymbol{x}} \frac{\partial \boldsymbol{x}}{\partial \boldsymbol{y}} \boldsymbol{B}(\boldsymbol{y}) \frac{\partial \boldsymbol{x}^{T}}{\partial \boldsymbol{y}}=\nabla_{\boldsymbol{y}} C(\boldsymbol{y})^{T} \boldsymbol{B}(\boldsymbol{y}) \phi^{\prime}(\boldsymbol{y})=\mathbf{0} \tag{52}
\end{equation*}
$$

where the last step is because $C(\boldsymbol{y})$ is a Casimir function of (1). (52) indicates that $\tilde{C}(\boldsymbol{x})$ is a Casimir function of (48). Therefore, $\forall n \geq 0$,

$$
\begin{equation*}
C\left(\boldsymbol{y}_{n+1}\right)=\tilde{C}\left(\boldsymbol{x}_{n+1}\right)=\tilde{C}\left(\boldsymbol{x}_{n}\right)=C\left(\boldsymbol{y}_{n}\right) \tag{53}
\end{equation*}
$$

which means that the scheme $\boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)=\mathbf{0}$ preserves the Casimir functions of (1).

Preserving both the Poisson structure and the Casimir functions of (1), the scheme $\boldsymbol{f}_{\omega}\left(\boldsymbol{\phi}\left(\boldsymbol{y}_{n}\right), \boldsymbol{\phi}\left(\boldsymbol{y}_{n+1}\right), h\right)=\mathbf{0}$ is therefore a stochastic Poisson integrator of (1).
4.3. Stochastic Poisson integrator for the system (8). It has been proved ([27]) that under Assumption 2.1 and given $\boldsymbol{y}_{0}>0$, the solution $\boldsymbol{y}(t)$ of the system $(8)$ is almost surely positive. By the invertible coordinate transformation

$$
\begin{equation*}
x^{i}=\ln y^{i}, \quad i=1, \ldots, m, \tag{54}
\end{equation*}
$$

the system (8) can be transformed to the following stochastic Poisson system with constant structure matrix:

$$
\begin{equation*}
d \boldsymbol{x}(t)=\boldsymbol{B}_{\mathbf{0}} \nabla K(\boldsymbol{x}(t))(d t+c \circ d W(t)), \tag{55}
\end{equation*}
$$

where $K(\boldsymbol{x})=\sum_{i=1}^{m} \beta_{i} e^{x^{i}}-p_{i} x^{i}$, and $\boldsymbol{B}_{\mathbf{0}}$ is just the skew-symmetric constant matrix $\boldsymbol{B}_{\mathbf{0}}$ in (8).

Based on Theorem 4.1 and Theorem 4.2, we can apply the midpoint method to the system (55) to obtain the stochastic Poisson integrator $\left\{\boldsymbol{x}_{n}\right\}$ for it, and then let $\boldsymbol{y}_{n}=\exp \left(\boldsymbol{x}_{n}\right):=\left(\exp x_{n}^{1}, \ldots, \exp x_{n}^{m}\right)^{T}$ to get a stochastic Poisson integrator $\left\{\boldsymbol{y}_{n}\right\}$ for the system (8), which we call the transformed midpoint method (the TM method) for the system (8) in the following. We will illustrate this by numerical tests in the next section.

## 5. Numerical experiments

In this section, we demonstrate the numerical behavior of the energy-Casimirpreserving scheme (9) and the transformed midpoint method via numerical experiments on several models of the form (8).
5.1. The energy-Casimir-preserving method. We test the method on a threedimensional model and a four-dimensional model.
5.1.1. A three-dimensional Lotka-Volterra model. Consider the stochastic Lotka-Volterra system ([2])

$$
d \boldsymbol{y}(t)=\left(\begin{array}{ccc}
0 & v y^{1} y^{2} & b v y^{1} y^{3}  \tag{56}\\
-v y^{1} y^{2} & 0 & -y^{2} y^{3} \\
-b v y^{1} y^{3} & y^{2} y^{3} & 0
\end{array}\right) \nabla H(\boldsymbol{y}(t))(d t+c \circ d W(t))
$$

where $H(\boldsymbol{y})=a b y^{1}+y^{2}+\gamma \ln y^{2}-a y^{3}-\mu \ln y^{3}, \boldsymbol{B}_{\mathbf{0}}=\left(\begin{array}{ccc}0 & v & b v \\ -v & 0 & -1 \\ -b v & 1 & 0\end{array}\right)$. By simple calculation one can verify that $\operatorname{Ker} \boldsymbol{B}_{\mathbf{0}}=\{k \boldsymbol{\alpha}: k \in \mathbb{R}\}$, where $\boldsymbol{\alpha}=(-1 / v,-b, 1)^{T}$.

Then a Casimir function of the system is $C(\boldsymbol{y})=-1 / v \ln y^{1}-b \ln y^{2}+\ln y^{3}$ for $\boldsymbol{y} \in \mathbb{R}_{+}^{3}$.

In the experiments, we take $a=-0.6, b=-1, c=0.5, v=-0.5, \gamma=1, \mu=2$, $\boldsymbol{y}_{0}=(2,0.9,1.5)^{T}$ and $h=10^{-3}$. We use the energy-preserving method (32) ([2]) as one of the comparing schemes, which we call for brevity the EP method in the sequel.


Figure 1. Sample trajectories of $y^{i}(t)(i=1,2,3)$ produced by our method and the EP method.

Figure 1 illustrates one sample path of $y^{1}, y^{2}$ and $y^{3}$ produced by our method (9) and the EP method (32), respectively. Clearly, numerical solutions from both methods are positive and bounded on the observation time interval.


Figure 2. Preservation of the energy and the Casimir function by our method, the EP method, the midpoint method, and the Euler-Maruyama method.

For the energy $(H(\boldsymbol{y}))$ and Casimir $(C(\boldsymbol{y}))$-preservation, we compare our method (9) with the EP method (32), the midpoint method ([18]):

$$
\begin{equation*}
\overline{\boldsymbol{y}}_{n+1}=\overline{\boldsymbol{y}}_{n}+\boldsymbol{B}\left(\frac{\overline{\boldsymbol{y}}_{n}+\overline{\boldsymbol{y}}_{n+1}}{2}\right) \nabla H\left(\frac{\overline{\boldsymbol{y}}_{n}+\overline{\boldsymbol{y}}_{n+1}}{2}\right)\left(h+c \Delta \widehat{W}_{n}\right) \tag{57}
\end{equation*}
$$

and the Euler-Maruyama method ([11]):

$$
\begin{equation*}
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+h\left((\boldsymbol{B} \nabla H)+\frac{c^{2}}{2} \frac{\partial(\boldsymbol{B} \nabla H)}{\partial \boldsymbol{y}}(\boldsymbol{B} \nabla H)\right)\left(\boldsymbol{y}_{n}\right)+c(\boldsymbol{B} \nabla H)\left(\boldsymbol{y}_{n}\right) \Delta W_{n} . \tag{58}
\end{equation*}
$$

From Figure 2, it is clear that our method and the EP method can preserve the energy, while the other two methods can not. For the Casimir function, only our method is Casimir-preserving, and the other three methods all fail to preserve the Casimir function.


Figure 3. The phase orbits produced by the four methods.
Given $\boldsymbol{y}_{0} \in \mathbb{R}_{+}^{3}$, the manifold $\left\{\boldsymbol{y} \in \mathbb{R}^{3}: H(\boldsymbol{y})=H\left(\boldsymbol{y}_{0}\right), C(\boldsymbol{y})=C\left(\boldsymbol{y}_{0}\right)\right\}$ should be a curve in $\mathbb{R}^{3}$. Figure 3 illustrates one sample phase orbit created by our method, the EP method, the midpoint method and the Euler-Maruyama method, respectively, on the time interval $t \in[0,500]$. One can see that only the panel $(d)$ arising from our method is a curve, which demonstrates that our method preserves both $H(\boldsymbol{y})$ and $C(\boldsymbol{y})$.

Figure 4 panel $(a)$ is the "loglog"-plotting of the root mean-square error against $h$ for our method and the EP method when $c=0.5$, which indicates that both methods are of root mean-square convergence order 1 . Here $h=\left[2^{-11}, 2^{-10}, 2^{-9}, 2^{-8}, 2^{-7}\right]$, and 1000 samples are taken to approximate the expectation. The exact solution is simulated by the midpoint method with the tiny time step $h=2^{-12}$.


Figure 4. Root mean-square orders of our method and the EP method.

When $c=0$, the system (56) degenerates to a three-dimensional deterministic Lotka-Volterra system studied in [20], where the Hamiltonian $H(\boldsymbol{y})$ and the Casimir function $C(\boldsymbol{y})$ are still invariants of the system. Our method (9), the EP method (32) as well as the midpoint method (57) become deterministic solvers for the system. Figure 5 illustrates the evolution of the Casimir function $C(\boldsymbol{y})$ and the


Figure 5. Casimir and energy evolution by our method, the EP method and the midpoint method when $c=0$.
energy $H(\boldsymbol{y})$ produced by our method, the EP method and the midpoint method. It can be seen that our method preserves both the Casimir function and the energy, while the EP method fails to preserve the Casimir function, and the midpoint method preserves neither the Casimir nor the energy. Parameters here take the same values with those for Figure 2.

The "loglog" graph of the errors against the time steps $h$ in panel (b) of Figure 4 shows that both our method and the EP method are of convergence order 2 when
$c=0$. Other parameters and settings for producing the figure here are the same with those for panel ( $a$ ) of Figure 4.
5.1.2. A four-dimensional system. Let us consider the following four-dimensional stochastic Poisson system:

$$
d \boldsymbol{y}(t)=\left(\begin{array}{cccc}
0 & -y^{1} y^{2} & -2 y^{1} y^{3} & -2 y^{1} y^{4}  \tag{59}\\
y^{1} y^{2} & 0 & 2 y^{2} y^{3} & 4 y^{2} y^{4} \\
2 y^{1} y^{3} & -2 y^{2} y^{3} & 0 & 4 y^{3} y^{4} \\
2 y^{1} y^{4} & -4 y^{2} y^{4} & -4 y^{3} y^{4} & 0
\end{array}\right) \nabla H(\boldsymbol{y}(t))(d t+c \circ d W(t))
$$

where $\boldsymbol{y}=\left(y^{1}, y^{2}, y^{3}, y^{4}\right)^{T}, H(\boldsymbol{y})=\beta_{1} y^{1}-p_{1} \ln y^{1}+\beta_{2} y^{2}-p_{2} \ln y^{2}+\beta_{3} y^{3}-$ $p_{3} \ln y^{3}+\beta_{4} y^{4}-p_{4} \ln y^{4}$, and $\boldsymbol{B}_{\mathbf{0}}=\left(\begin{array}{cccc}0 & -1 & -2 & -2 \\ 1 & 0 & 2 & 4 \\ 2 & -2 & 0 & 4 \\ 2 & -4 & -4 & 0\end{array}\right)$. One can verify that $C_{1}(\boldsymbol{y})=-4 \ln y^{1}-2 \ln y^{2}+\ln y^{4}$ and $C_{2}(\boldsymbol{y})=-2 \ln y^{1}-2 \ln y^{2}+\ln y^{3}$ are two different Casimir functions of the system (59). In the experiments, we set the parameters $\beta_{1}=0.4, p_{1}=0, \beta_{2}=1, p_{2}=1, \beta_{3}=0.6, p_{3}=0.5, \beta_{4}=1, p_{4}=2$ which satisfy the Assumption 2.1, $\boldsymbol{y}_{0}=(1,1.5,0.5,0.8)^{T}$ and $c=0.3$.


Figure 6. One sample trajectory of $y^{i}(i=1,2,3,4)$ produced by our method and the EP method.

From Figure 6 one can see that both our method and the EP method produce positive and bounded sample trajectories.

Figure 7 shows the evolution of the two Casimir functions arising from our method, the EP method and the midpoint method, respectively, from which we can see that our method preserves both Casimir functions while the other two methods can not preserve the Casimir functions.

Panel (a) of Figure 8 is the evolution of the energy $H(\boldsymbol{y})$ resulted from our method, the EP method and the midpoint method. Clearly our method and the EP method preserve the energy, and the midpoint method does not preserve the energy. Panel (b) is the "loglog" graph of the root mean-square errors against the time step times $h$ for our method and the EP method. It can be seen that both methods are of root mean-square convergence order 1. Here for panel (b), $h=\left[2^{-10}, 2^{-9}, 2^{-8}, 2^{-7}\right], 1000$ samples are taken approximating the expectation,


Figure 7. Casimirs evolution by our method, the EP method and the midpoint method.


Figure 8. (a) Evolution of the energy by our method, the EP method and the midpoint method; (b) Root mean-square orders of our method and the EP method.
and the exact solution is simulated by the midpoint method with the tiny time step $h=2^{-12}$.
5.2. The transformed midpoint method. We still consider the stochastic LotkaVolterra system (56), which can be written more explicitly as

$$
\left(\begin{array}{l}
d y^{1}  \tag{60}\\
d y^{2} \\
d y^{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & v y^{1} y^{2} & b v y^{1} y^{3} \\
-v y^{1} y^{2} & 0 & -y^{2} y^{3} \\
-b v y^{1} y^{3} & y^{2} y^{3} & 0
\end{array}\right)\left(\begin{array}{c}
a b \\
1+\frac{\gamma}{y^{2}} \\
-a-\frac{\mu}{y^{3}}
\end{array}\right)(d t+c \circ d W(t)) .
$$

By the inverse coordinate transformation $x^{i}=\ln y^{i}(i=1,2,3)$, it can be transformed to the following stochastic Poisson system with constant structure matrix:

$$
\left(\begin{array}{l}
d x^{1}  \tag{61}\\
d x^{2} \\
d x^{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & v & b v \\
-v & 0 & -1 \\
-b v & 1 & 0
\end{array}\right)\left(\begin{array}{c}
a b e^{x^{1}} \\
\gamma+e^{x^{2}} \\
-\mu-a e^{x^{3}}
\end{array}\right)(d t+c \circ d W(t)),
$$

where the constant structure matrix $\boldsymbol{B}_{\mathbf{0}}=\left(\begin{array}{ccc}0 & v & b v \\ -v & 0 & -1 \\ -b v & 1 & 0\end{array}\right)$, and the Hamiltonian $K(x)=a b e^{x^{1}}+\gamma x^{2}+e^{x^{2}}-\mu x^{3}-a e^{x^{3}}$.

Applying the midpoint method to the system (61) we have

$$
\begin{equation*}
\boldsymbol{x}_{n+1}=\boldsymbol{x}_{n}+\boldsymbol{B}_{\mathbf{0}} \nabla K\left(\frac{\boldsymbol{x}_{n}+\boldsymbol{x}_{n+1}}{2}\right)\left(h+c \Delta \widehat{W}_{n}\right) . \tag{62}
\end{equation*}
$$

According to Theorem 4.1, (62) is a stochastic Poisson integrator for the system (61), and by Theorem 4.2 the integrator transformed from (62) by the inverse coordinate transformation

$$
\begin{equation*}
y_{n}^{i}=\exp \left(x_{n}^{i}\right) \quad i=1,2,3, \quad n \in \mathbb{N} \tag{63}
\end{equation*}
$$

is a stochastic Poisson integrator for the system (60). In the following we call the integrator (62)-(63) the transformed midpoint (TM) method for the system (60).

Next we perform numerical tests to demonstrate the behavior of the TM method and compare it with the midpoint method:

$$
\begin{equation*}
\boldsymbol{y}_{n+1}=\boldsymbol{y}_{n}+(\boldsymbol{B} \nabla H)\left(\frac{\boldsymbol{y}_{n}+\boldsymbol{y}_{n+1}}{2}\right)\left(h+c \Delta \widehat{W}_{n}\right) . \tag{64}
\end{equation*}
$$

We set the parameters $a=-0.6, b=-1, c=0.3, v=-0.5, \gamma=1, \mu=2$, and $\boldsymbol{y}_{0}=(2,0.9,1.5)^{T}, h=10^{-3}$.


Figure 9. A sample trajectory of $y^{i}(i=1,2,3)$ produced by the TM method and the midpoint method.

Figure 9 shows that the TM method and the midpoint method produce positive and bounded samples trajectories.


Figure 10. Hamiltonian and Casimir evolution by the TM method and the midpoint method.

Panel (a) of Figure 10 is the evolution of the energy (Hamiltonian) created by the TM method and the midpoint method, and Panel (b) is that of the Casimir function produced by the two methods. One can see that the TM method nearly preserves the energy and exactly inherits the Casimir function, while the midpoint method preserves neither the energy nor the Casimir function.


Figure 11. Poisson structure preservation and the root meansquare order of the TM method.

Panel (a) of Figure 11 shows the evolution of the Poisson structure error $\left\|\frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}} \boldsymbol{B}\left(\boldsymbol{y}_{n}\right) \frac{\partial \boldsymbol{y}_{n+1}}{\partial \boldsymbol{y}_{n}}-\boldsymbol{B}\left(\boldsymbol{y}_{n+1}\right)\right\|_{F}$ arising from the TM method, where $\|\cdot\|_{F}$ denotes the Frobenius norm of a matrix. It can be seen that the error is within the machine accuracy, indicating that the TM method preserves the Poisson structure. Panel (b) illustrates that the root mean-square convergence order of the TM method is 1 , where time steps take the same values with those for panel $(a)$ of Figure 4.

The exact solution is simulated by the midpoint method with time step $2^{-12}$, and 1000 samples are taken to approximate the expectation.

## 6. Conclusion

The stochastic Poisson systems (SPSs) under consideration are stochastic extensions of Lotka-Volterra systems. For these systems, we proposed a class of energy-Casimir-preserving methods and analyzed the structure-preserving properties of the methods. We also proved that the convergence order of the methods is one in the root mean square sense. In addition, we proposed stochastic Poisson integrators based on midpoint method for systems which can be transformed to SPSs with constant structure matrices by invertible coordinate transformations. Numerical tests illustrate the numerical behavior of the proposed methods, and show validity of the theoretical results.
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