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REDUCED BASIS FINITE ELEMENT METHODS FOR THE

KORTEWEG-DE VRIES-BURGERS EQUATION

GUANG-RI PIAO, FUXIA YAO, AND WENJU ZHAO∗

Abstract. In this paper, the B-spline Galerkin finite element method and reduced order method
for the Korteweg-de Vries-Burgers equation are considered. The semi-discrete and the fully discrete
schemes are both provided. The reduced order model of the Korteweg-de Vries-Burgers equation

by using proper orthogonal decomposition are provided. The stability and the error estimates
of the corresponding schemes are then analyzed. Finally, numerical simulations are presented to
show the efficiency of our proposed methods.
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1. Introduction

In this paper, we propose numerical methods for solving the Korteweg-de Vries-
Burgers (KdVB) equation: Given Ω = [−L,L], determine u such that

ut + εuux − νuxx + µuxxx = 0, x ∈ Ω, 0 ≤ t ≤ T,(1)

u(−L, t) = u(L, t) = 0, x ∈ Ω, 0 ≤ t ≤ T,(2)

ux(−L, t) = ux(L, t) = 0, x ∈ Ω, 0 ≤ t ≤ T,(3)

u (x, 0) = u0 (x) , x ∈ Ω,(4)

where ε, ν, µ ∈ R are real positive parameters with ενµ ̸= 0.
For the past several decades, many mathematicians and physicists have paid

great attention to such kind of problems. The KdVB equation is one of the most
important non-linear partial differential equations, which was developed by Su and
Gardner [25] to describe the weak effects of dispersion, dissipation and nonlinearity
of wave propagation in a liquid-filled elastic tube. For the parameter ν = 0, (1)-(4)
will be reduced to the KortewegDe Vries (KdV) equation which has been used to
describe the dynamical effects, i.e., ion sound, plasma shock wave [10, 23, 24, 30].
For the parameter µ = 0, (1)-(4) will be simplified to the Burgers equation that has a
widely physical application in many fields, i.e., shock wave propagation, turbulence
flow, etc. Some theoretical regularities such as the existence, uniqueness, stability
of KdV-type equations have been studied in [1, 9, 14, 22], etc. The KdVB equation
incorporates the properties of the KdV equation and Burgers equation which are of
great interest to be studied, and has high research value in applied mathematics.

Many numerical methods have been already studied for the KdV-type equations,
i.e., the finite element method [11, 28] and finite difference discontinuous Galerkin
method [12], finite difference method [16, 27], etc. In this paper, we will numeri-
cally analyze and simulate the KdVB equation. Numerical simulations of nonlinear
systems are relatively expensive with respect to both the storage and the computa-
tional complexity, where the iterative methods for the nonlinear system are usually
required. To efficiently solve this kind of problems, many reduced-order modeling
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techniques are developed. One of the popular reduced order methods at least for
the applications is the proper orthogonal decomposition (POD) analysis. The POD
techniques combined with the Galerkin methods have been widely used to formulate
the reduced order modelings for dynamic systems [2, 5, 6, 15, 17, 20, 21], which can
provide precise approximation with reduced number of degrees of freedom. More-
over, the induced lower dimensional models alleviate the computational load and
memory requirements [3]. In this paper, the approaches to efficiently handle the
nonlinear terms and generate the snapshots are referred to the techniques for the
reduced-order modeling for the Navier–Stokes equations [5, 6, 29]. Similarly to the
fourth order equations [7], the third-order KdVB equation inherits higher regular-
ity than that for the second order partial differential equation. In turn, the usual
C0 finite element basis with less regularity for the second order partial differential
equation is usually not feasible for the KdVB equation.

In this paper, the quadratic B-spline basis with continuous first derivative is used
The main contribution of paper is to perform theoretical analyses of the quadrat-
ic B-spline Galerkin finite element approximation for the KdVB equation and its
related reduced order modeling based on the POD Galerkin finite element approx-
imation.

This paper is organized as follows. In following part of Section 1, we introduce
the notation and preliminaries which are used throughout the paper. In Section
2, the Galerkin finite element methods are provided. The semidiscrete and fully
discrete schemes are analyzed. In Section 3, we obtain the reduced dimension
surrogate model of the KdVB equation by using proper orthogonal decomposition
technique. We also indicate the error between the reduced model solution and its
regular solution. Numerical simulations are presented in the final section.

1.1. Notation and Preliminaries. We use standard notation for the function
spaces. For any integer k ≥ 0, Hk (Ω) denotes the Sobolev space on Ω associated
with inner product (·, ·)Hk and norm ∥ · ∥k. On the space L2(Ω) := H0(Ω), let (·, ·)
and ∥ · ∥ be the L2 inner product and norm, respectively. H−1(Ω) is the dual space
of H1

0 (Ω). The Sobolev space Hk
0 (Ω) with k = 2 is then defined as

(5) Hk
0 (Ω) =

{
u ∈ Hk(Ω) : ∂jxu(x) = ∂jxu(x+ L) = 0, j = 0, . . . , k − 1

}
,

where ∂jxu(x) represents the jth derivative in the sense of distribution with respect
to x of a function u. Let C([0, T ];Hk) be the space of all continuous functions
u : [0, T ] → Hk(Ω) with ∥u∥C([0,T ];Hk) = max0≤t≤T ∥u(t)∥k < ∞. Denote by

L2([0, T ];Hk) the space of square integrable functions u : [0, T ] → Hk(Ω) with

∥u∥2L2([0,T ];Hk) =
∫ T
0
∥u(t)∥2kdt < ∞. To be brief, we set ux := ∂xu and uxx :=

∂2xu. The variational form of (1)-(4) is derived by multiplying (1) with a function
v(x) ∈ H2

0 (Ω) and integrating by parts on Ω. The weak formulation of (1)-(4) is
then written as

(6) (ut, v)−
ε

2

(
u2, vx

)
+ ν (ux, vx)− µ (uxx, vx) = 0

for almost every t ∈ [0, T ].
Let M ∈ N+ be a positive integer. Define the spatial mesh Th with mesh size

h = 2L/M . The grid points are denoted as xj = −L + jh, j = 0, 1, . . . ,M with
subintervals Ij = [xj , xj+1],j = 0, 1, · · · ,M − 1. Let Pr(I) denote the space of
polynomials on the interval I of degree no greater than r ∈ N+. We seek a discrete
approximation uh to the solution of (1)-(4) such that for all t ∈ [0, T ], uh(t) belongs
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to the space

Sh(Ω) = {vh ∈ H2
0 (Ω) : vh|Ij ∈ Pr(Ij), j = 0, 1, . . . ,M − 1}.(7)

Sh (Ω) possesses some approximation properties [8, 26]: For u ∈ Hk (Ω)
∩
H2

0 (Ω),
then

(8) inf
vh∈Sh(Ω)

{
∥u− vh∥+ h ∥u− vh∥1

}
≤ Chr+1 ∥u∥r+1 , 0 ≤ r < k.

To do the error estimates, we introduce the Ritz projection Ph onto Sh (Ω), which
is defined as an orthogonal projection with respect to the inner product (vx, wx) :
For v ∈ H1 (Ω), so that

(9) ((Phv)x, χx) = (vx, χx), ∀χ ∈ Sh(Ω),

where Ph satisfies following Lemma 1.1.

Lemma 1.1 ([8, 26]). Assuming that (8) holds, then there exists a constant C > 0
such that the following inequalities holds with v, vt ∈ Hk(Ω), k > r and Phv ∈
Sh(Ω),

∥Phv − v∥+ h ∥(Phv − v)x∥ ≤ Chr+1 ∥v∥r+1 ,(10)

∥(Phv − v)t∥+ h ∥(Phv − v)tx∥ ≤ Chr+1 ∥vt∥r+1 .(11)

Lemma 1.2. Let Th be a quasi-uniform triangulation. Then the inverse inequality
holds with vh ∈ Sh(Ω),

(12) ∥∂x(vh)∥ ≤ Ch−1 ∥vh∥ ,
where C is independent of h.

Now, we are going to introduce the Gronwall inequality.

Lemma 1.3 ([13]). Assuming that the continuous function ϕ(t) holds

(13) |ϕ(t)| ≤ β + α

∫ t

a

|ϕ(τ)| dτ, a ≤ t ≤ b,

where α, β are nonnegative constants. Then

(14) |ϕ(t)| ≤ βeα(t−a), a ≤ t ≤ b.

Lemma 1.4. For integers n,N ≥ 0, let κn, an, bn, cn and D be non-negative
numbers such that

aN +∆t
N∑
n=0

bn ≤ ∆t
N∑
n=0

κnan +∆t
N∑
n=0

cn +D, ∀N ≥ 0.(15)

Suppose that for all n, ∆tκn < 1, then it follows

aN +∆t
N∑
n=0

bn ≤ exp

(
N∑
n=0

∆tκn
1−∆tκn

)(
∆t

N∑
n=0

cn +D

)
, ∀N ≥ 0.(16)

2. Galerkin finite element for the KdVB equation

2.1. Semi-discrete Galerkin method. In this part, we consider stability and
the error estimate for the semi-discrete Galerkin finite element approximation of
the KdVB equation (1)-(4), which can be expressed as: Find uh = uh(t) ∈ Sh(Ω)
such that for all v ∈ Sh(Ω)

(17) (uht, v)−
ε

2

(
u2h, vx

)
+ ν (uhx, vx)− µ (uhxx, vx) = 0,

where the initial condition uh(x, 0) is defined as Phu0.
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Lemma 2.1 (Boundedness). Let u be induced by (6) and uh be a solution of (17).
∥u(t)∥ and ∥uh(t)∥ are bounded for all t ∈ [0, T ], such that

∥u(t)∥ ≤ ∥u(0)∥,(18)

∥uh(t)∥ ≤ ∥uh(0)∥.(19)

Proof. We consider the discrete weak formulation (17). Taking v = uh ∈ Sh(Ω) in
(17), we briefly have

(uht, uh)−
ε

2

(
u2h, uhx

)
+ ν (uhx, uhx)− µ (uhxx, uhx) = 0.(20)

Since the terms (u2h, uhx) and (uhxx, uhx) are vanishing, (20) can be directly rewrit-
ten as

(21)
1

2

d

dt
∥uh∥2 = −ν∥uhx∥2.

Integrating (21) from 0 to t, we obtain that

∥uh(t)∥2 = ∥uh(0)∥2 − 2ν

∫ t

0

∥uhx∥2dt ≤ ∥uh(0)∥2.(22)

The same assertion for the boundedness of ∥u(t)∥ can be concluded by taking v = u
in (6). �

Given t ∈ (0, T ], we consider the following error decomposition

(23) uh(t)− u(t) = (uh(t)− Phu(t))− (u(t)− Phu(t)) = η − ξ.

Theorem 2.1. Assume that u ∈ Hr+1(Ω) ∩ H2
0 (Ω) is a solution of (1)-(4). Let

uh be a solution of (17) in Sh (Ω). There has a constant C depending on u and T
for so that

(24) ∥uh(t)− u(t)∥ ≤ Chr−1.

Proof. It is obvious that ξ in (23) is bounded with Lemma 1.1. Our goal is to
estimate the error for η ∈ Sh(Ω). Subtracting the equation (6) from (17) with
v ∈ Sh(Ω), the following error equation is then obtained

(25)
(ηt, v)− (ξt, v)−

ε

2

(
u2h − u2, vx

)
+ ν (ηx, vx)

− ν (ξx, vx)− µ (ηxx, vx) + µ (ξxx, vx) = 0.

Setting v = η ∈ Sh(Ω) in (25), we have

(26)
(ηt, η)− (ξt, η)−

ε

2

(
u2h − u2, ηx

)
+ ν (ηx, ηx)

− ν (ξx, ηx)− µ (ηxx, ηx) + µ (ξxx, ηx) = 0.

With the Young’s inequality and the boundedness of ∥u∥ and ∥uh∥ from Lemma
2.1, taking σ = 2ε

ν for the nonlinear term, we have

(27)

ε

2

(
u2h − u2, ηx

)
≤ ε

2
σ
∥∥u2h − u2

∥∥2 + ε

8σ
∥ηx∥2

≤ Cε2

ν

(
∥η∥2 + ∥ξ∥2

)
+

ν

16
∥ηx∥2 .

For the term related to (ηxx, ηx), we have that

(ηxx, ηx) =
1

2

∫
Ω

d(ηx)
2

dx
dx = (ηx(L))

2 − (ηx(−L))2 = 0.(28)
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According to the inverse inequality and Young’s inequality, (26) can be written as

(29)

1

2

d

dt
∥η∥2 + ν ∥ηx∥2 = (ξt, η) +

ε

2

(
u2h − u2, ηx

)
+ ν (ξx, ηx)− µ (ξxx, ηx)

≤ 1

2

(
∥ξt∥2 + ∥η∥2

)
+
Cε2

ν

(
∥η∥2 + ∥ξ∥2

)
+

ν

16
∥ηx∥2

+
ν

2

(
∥ξx∥2 + ∥ηx∥2

)
+
Cµ2

νh2
∥ξx∥2 +

ν

16
∥ηx∥2 .

After simplification, we get

(30)

1

2

d

dt
∥η∥2 + 3ν

8
∥ηx∥2 ≤ 1

2

(
∥ξt∥2 + ∥η∥2

)
+
Cε2

ν

(
∥η∥2 + ∥ξ∥2

)
+
ν

2
∥ξx∥2 +

Cµ2

νh2
∥ξx∥2 .

Further, we briefly have

(31)
d

dt
∥η∥2 ≤ C

(
∥ξt∥2 + ∥η∥2 + ∥ξ∥2 + ∥ξx∥2 + h−2 ∥ξx∥2

)
.

Integrating (31) from 0 to t yields

(32)

∥η (t)∥2 ≤ ∥η (0)∥2 + C

∫ t

0

∥η (τ)∥2 dτ

+ C

∫ t

0

(
∥ξ (τ)∥2 + ∥ξt (τ)∥2 + ∥ξx (τ)∥2 + h−2 ∥ξx (τ)∥2

)
dτ.

Since η(0) = uh(0)−Phu0 = 0, and ∥ξ∥,∥ξt∥ and ∥ξx∥ are also bounded as claimed
in Lemma 1.1, with Lemma 1.3, it follows that

(33)

∥η∥2 ≤ Ch2r−2

∫ t

0

((
1 + h2 + h4

)
∥u (τ)∥2r+1 + h4 ∥ut (τ)∥2r+1

)
dτ

+ C

∫ t

0

∥η (τ)∥2 dτ

≤ Ch2r−2 + C

∫ t

0

∥η (τ)∥2 dτ

≤ exp(CT )h2r−2.

With the triangle inequality ∥uh − u∥ ≤ ∥η∥ + ∥ξ∥ and Lemma 1.1, we conclude
the proof. �

Remark 2.1. Since the inverse inequality in Lemma 1.2 is used to approximate
the term (ξxx, ηx), the obtained convergence rate of the KdVB equation is only sub-
optimal.

2.2. Fully discrete Galerkin method. In this part, we proceed to see some
properties of the fully discrete scheme of (1)-(4) according to the backward Euler
discretization in time. Using the variant of the Brouwer fixed point lemma, the
existence and local uniqueness of the fully discrete scheme are proved. The error
estimate of the scheme is then provided.

Let N be a positive integer. The time step is expressed as k such that k = T/N
with tn = nk, n = 0, 1, · · ·N . For convenience, the following notations are used for
v(t) ∈ Sh(Ω) on [0, T ],

(34) vn = v (tn) .
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The fully discrete Galerkin finite element approximation of u(tn) is to find unh ∈
Sh(Ω), i = 1, 2, · · · , N such that for all v ∈ Sh(Ω),(

unh − un−1
h

k
, v

)
− ε

2

(
(unh)

2
, vx

)
+ ν (unhx, vx)− µ (unhxx, vx) = 0(35)

with the initial condition u0h = Phu(0) ∈ Sh(Ω).

Lemma 2.1 (Stability). Let unh be a solution of (35). The following L2 bounded-
ness is hold

(36) ∥unh∥ ≤
∥∥u0h∥∥ , n ≥ 1.

Proof. Taking v = unh ∈ Sh(Ω) in (35), we get that

(37)

(
unh − un−1

h

k
, unh

)
− ε

2

(
(unh)

2
, unhx

)
+ ν (unhx, u

n
hx)− µ (unhxx, u

n
hx) = 0.

The terms ((unh)
2, unhx) and (unhxx, u

n
hx) are vanishing. Obviously, with the identity

2(a, a− b) = (a− b, a− b) + (a, a)− (b, b), we can obtain that

(38) ∥unh − un−1
h ∥2 + ∥unh∥

2 −
∥∥un−1

h

∥∥2 = −2kν∥unhx∥2.

Then, summing equation (38) from 1 to n induces that

(39) ∥unh∥
2 ≤

∥∥u0h∥∥2
which concludes the proof. �

The fully discrete scheme (35) induces a nonlinear system. The variant of the
Brouwer fixed point lemma is further considered to illustrate existence of unh in
(35).

Lemma 2.2 ([4]). Let H be a finite dimensional Hilbert space with inner product
(·, ·)H and norm ∥ · ∥H . Furthermore, let F be a continuous mapping from H to H
such that (F(w), w)H ≥ 0 for all w ∈ H with ∥w∥H = σ > 0. Then, there exists a
w∗ ∈ H with ∥w∗∥H ≤ σ satisfying F(w∗) = 0.

Theorem 2.2 (Existence and uniqueness). Assume that a sequence of u0h, u
1
h,

· · · ,un−1
h ∈ Sh(Ω) is given, then there exists unh ∈ Sh(Ω), n > 1 satisfying (35).

Further, when
2εk∥u0

h∥
2

h2 < 1, scheme (35) is uniquely solvable.

Proof. For the fully discrete scheme (35), we construct a continuous mapping F :
Sh(Ω) → Sh(Ω) as

(40)
(F (w) , v) = (w, v)−

(
un−1
h , v

)
− εk

2

(
w2, vx

)
+ νk (wx, vx)− µk (wxx, vx) , ∀w, v ∈ Sh(Ω).

For Sh(Ω) ⊂ H2(Ω), it is trivial that F is continuous. Setting v = w ∈ Sh(Ω), we
have

(F (w) , w) ≥ ∥w∥2 −
(
un−1
h , w

)
+ νk(wx, wx)

≥ ∥w∥
(
∥w∥ −

∥∥un−1
h

∥∥) .
For ∥w∥ = ∥u0h∥, obviously (F (w) , w) ≥ 0, which yields the existence of w∗ with
Lemma 2.2 such that F(w∗) = 0. In fact, taking unh = w∗, (40) is equivalent to
(35). In this way, we proved the existence of the solution of (35).
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For the uniqueness of (35), given un−1
h ∈ Sh(Ω), let u

n
h and vnh be two solutions

of (35). Setting wnh = unh − vnh , it follows that for χ ∈ Sh(Ω)(
wnh − wn−1

h

k
, χ

)
− ε

2

(
(unh)

2 − (vnh)
2
, χx

)
+ ν (wnhx, χx)

−µ (wnhxx, χx) = 0.

(41)

Further, taking χ = wnh ∈ Sh(Ω) in (41) gives

(42)

(
wnh − wn−1

h

k
,wnh

)
− ε

2

(
(unh)

2 − (vnh)
2
, wnhx

)
+ ν (wnhx, w

n
hx)

−µ (wnhxx, wnhx) = 0.

Using the boundedness of ∥unh∥ and ∥vnh∥, Cauchy-Schwarz inequality and inverse
inequality, we obtain that

(43)

∥wnh − wn−1
h ∥2 + ∥wnh∥

2 −
∥∥wn−1

h

∥∥2 ≤ εk
(
(unh)

2 − (vnh)
2
, wnhx

)
≤ εk∥(unh)2 − (vnh)

2∥∥wnhx∥
≤ 2εk∥u0h∥∥unh − vnh∥∥wnhx∥

≤ 2εk

h2
∥u0h∥∥wnh∥2.

Then we get

(44)

(
1− 2εk∥u0h∥

h2

)
∥wnh∥

2 ≤
∥∥wn−1

h

∥∥2 .
With the mathematical induction, for ∥wn−1

h ∥ = 0 and
2εk∥u0

h∥
2

h2 < 1, we have
∥wnh∥ = 0 which means that unh = vnh . In this way, we get the proof of the uniqueness
of the solution of (35). �

We estimate the error between u(t) of (1)-(4) and unh of (35). Setting un =
u(tn) ∈ H2

0 (Ω), we decompose the error en at time instant tn as

(45) en = unh − un = (unh − Phu
n)− (un − Phu

n) = ηn − ξn.

Theorem 2.3. Assume that u(t) ∈ Hr+1(Ω) ∩H2
0 (Ω) of (6) is a regular solution

with utt, uttt ∈ L2([0, T ];L2) ∩ C(0, T ;Hr+1) and u0h = Phu0. Then, there exists a
constant C > 0 which is independent of h and k, so that

∥uNh − u(tN )∥2 + νk
N∑
n=1

∥uNh − u(tN )∥2 ≤ C(h2r−2 + k2).(46)

Proof. Taking v ∈ Sh(Ω) in the continuous variational formulation (6) gives

(47) (unt , v)−
ε

2

(
(un)

2
, vx

)
+ ν (unx , vx)− µ (unxx, vx) = 0.

The Galerkin finite element approximation unh of u(tn) is written as, with v ∈ Sh(Ω)

(48)

(
unh − un−1

h

k
, v

)
− ε

2

(
(unh)

2
, vx

)
+ ν (unhx, vx)− µ (unhxx, vx) = 0.

Subtracting the equation (47) from (48), we have the error equation as(
ηn − ηn−1

k
, v

)
+ ν (ηnx , vx)− µ (ηnxx, vx) =

(
ξn − ξn−1

k
, v

)
+ (ρn, v)

−ε
2

(
(un)

2 − (unh)
2
, vx

)
+ ν (ξnx , vx)− µ (ξnxx, vx)

(49)
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with ρn = ut (tn)− un−un−1

k . Setting v = ηn ∈ Sh(Ω) in (49) gives(
ηn − ηn−1

k
, ηn
)
+ ν (ηnx , η

n
x )− µ (ηnxx, η

n
x ) =

(
ξn − ξn−1

k
, ηn
)
+ (ρn, ηn)

−ε
2

(
(un)

2 − (unh)
2
, ηnx

)
+ ν (ξnx , η

n
x )− µ (ξnxx, η

n
x ) .

(50)

Using the Young’s inequalities and the inverse inequality, we have

1

2

∥∥ηn − ηn−1
∥∥2 + 1

2
∥ηn∥2 − 1

2

∥∥ηn−1
∥∥2 + νk ∥ηnx∥

2

≤ k

2

∥∥∥∥ξn − ξn−1

k

∥∥∥∥2 + k ∥ηn∥2 + k

2
∥ρn∥2 + Ckε2

ν

(
∥ηn∥2 + ∥ξn∥2

)
+
kν

16
∥ηnx∥

2
+ kν

(
1

4
∥ηnx∥

2
+ ∥ξnx∥

2

)
+
Ckµ2

νh2
∥ξnx∥

2
+
kν

16
∥ηnx∥

2
.

(51)

With the CauchySchwarz inequality and Taylor’s formula, we obtain

∥ξn − ξn−1∥2 ≤ k

∫ tn

tn−1

∥∂tξ∥2ds,(52)

∥ρn∥2 ≤ Ck

∫ tn

tn−1

∥utt (s)∥2 ds.(53)

Combining the above inequalities, (51) is rewritten as

∥ηn∥2 − ∥ηn−1∥2 + νk∥ηnx∥2 ≤
∫ tn

tn−1

∥∂tξ∥2ds+ Ck2
∫ tn

tn−1

∥utt∥2ds

+C(1 +
ε2

ν
)k∥ηn∥2 + Ckε2

ν
∥ξn∥2 + kν∥ξnx∥2 +

Ckµ2

νh2
∥ξnx∥2.

(54)

Summing (54) from n = 1 to N , we have that

∥ηN∥2 − ∥η0∥2 + νk

N∑
n=1

∥ηnx∥2 ≤
∫ tN

0

∥∂tξ∥2ds+ Ck2
∫ tN

t0

∥utt∥2ds

+ C(1 +
ε2

ν
)k

N∑
n=1

∥ηn∥2 + Ckε2

ν

N∑
n=1

∥ξn∥2 + kν

N∑
n=1

∥ξnx∥2 +
Ckµ2

νh2

N∑
n=1

∥ξnx∥2

≤ C(1 +
ε2

ν
)k

N∑
n=1

∥ηn∥2 + h2r+2∥ut∥2L2([0,T ];Hr+1) + Ck2∥utt∥2L2([0,T ];L2)

+
CTε2

ν
h2r+2∥u∥2C([0,T ];Hr+1) + C(Tνh2r +

Tµ2h2r−2

ν
)∥u∥2C([0,T ];Hr+1).

(55)

With the application of the discrete Gronwall Lemma 1.4, we have

∥ηN∥2 + νk

N∑
n=1

∥ηnx∥2 ≤ exp(CT )(h2r−2 + k2).(56)

Finally, with the triangle inequality ∥uNh − uN∥ ≤ ∥ηN∥ + ∥ξN∥, we complete the
remainder of the proof. �
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3. Model order reduction of finite element model

3.1. Proper orthogonal decomposition. In this part, we consider model order
reduction based on the POD technique, in which the reduced basis functions are
obtained from a sequence of snapshots unh ∈ Sh(Ω), n = 1, 2, · · · , N from Subsection
2.2. A finite dimensional space W is then defined as

W = span{u1h, u2h, . . . , uNh }.(57)

Let{ψi}di=1 denote an orthonormal basis of W with d = dim W ≤ N . Then, each
member of the collection {unh} can be written in H2(Ω) as:

(58) unh =

d∑
i=1

(unh, ψi)H2 ψi, n = 1, 2, . . . , N

with (unh, ψi)H2 = (unhxx, (ψi)xx) + (unhx, (ψi)x) + (unh, ψi). The procedure of the
POD method can be defined as: for every l ∈ {1, 2, . . . , d}, seek orthonormal ba-
sis functions ψ1, . . . , ψl ∈ H2(Ω) such that the following minimization problem is
satisfied

min
{ψi}l

i=1

1

N

N∑
n=1

∥∥∥∥∥unh −
l∑
i=1

(unh, ψi)2 ψi

∥∥∥∥∥
2

2

subject to (ψi, ψj)H2 = δij for i, j = 1, . . . , l.

(59)

The solution of the optimal system (59) can be solved by the method of an eigen-
value decomposition of the matrix which consists of the mutual H2-inner products
of u1h, u

2
h, . . . , u

N
h , see [18] for details.

Proposition 3.1 ([18]). Given u1h, u
2
h, . . . , u

N
h , assume that the positive eigenvalues

λ1 ≥ · · · ≥ λd > 0 and the associated eigenvectors v1, . . . ,vd ∈ RN satisfy

Gvi = λivi, i = 1, 2, . . . , d(60)

with G = (Gij)N×N and Gij = 1
N (uih, u

j
h)H2 . Then a POD basis of rank l ≤ d is

given by

ψi =
1√
λid

N∑
j=1

vjiu
j
h, i = 1, . . . , l,(61)

where vji is the j-the component of the eigenvector vi. Moreover, the following error
estimate holds for l ≤ d,

1

N

N∑
n=1

∥∥∥∥∥unh −
l∑
i=1

(unh, ψi)H2 ψi

∥∥∥∥∥
2

2

=

d∑
j=l+1

λj .(62)

3.2. POD Galerkin reduced order method. Let Sl(Ω) = span{ψ1, ψ2, . . . , ψl}.
The same time partition is used as that in Subsection 2.2. For the time interval
[0, T ], the time increment is denoted by k such that k = T/N with tn = nk, n =
0, 1, . . . N . We have the following scheme for the POD method as: Given u0d = Pdu0,
find und ∈ Sl(Ω), n = 1, . . . , N such that for all v ∈ Sl(Ω),(

und − un−1
d

k
, v

)
− ε

2

(
(und )

2
, vx

)
+ ν (undx, vx)− µ (undxx, vx) = 0.(63)

Lemma 3.1. Let und ∈ Sl(Ω) be solution of (63). The L2 boundedness of und holds

∥und∥ ≤ ∥u0d∥.(64)
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The following bilinear form is used for the following lemma as

B(v, w) = (vxx, wxx) + (vx, wx) + (v, w), ∀v, w ∈ H2
0 (Ω).(65)

It is trivial to check that B(v, w) is continuous and coercive on H2
0 (Ω). Let Pd be

an auxiliary projection of u ∈ H2
0 onto Sl(Ω) as

B(u, v) = B(Pdu, v), ∀v ∈ Sl(Ω).(66)

Lemma 3.2. Assume that unh ∈ Sh(Ω), l ≤ d in (59), there exists a constant C
such that the projection Pd satisfies

1

N

N∑
n=1

∥unh − Pdu
n
h∥22 ≤

d∑
j=l+1

λj .(67)

Proof. With v ∈ H2
0 (Ω), vd, Pdv ∈ Sl(Ω), we have

∥v − Pdv∥22 = (v − Pdv, v − Pdv)H2

= (v − Pdv, v − vd)H2

≤ ∥v − Pdv∥2∥v − vd∥2.
(68)

It follows that

∥v − Pdv∥2 ≤ ∥v − vd∥2, ∀vd ∈ Sd(Ω).(69)

With Proposition 3.1, setting v = unh ∈ H2
0 (Ω), vd =

∑l
i=1(u

n
h, ψi)H2ψi ∈ Sl(Ω) in

the above inequality gives (67). �

Lemma 3.3. For un ∈ Hr+1(Ω) and Pdu
n ∈ Sl(Ω), the following error estimate

holds

1

N

N∑
n=1

∥un − Pdu
n∥22 ≤ C(h2r−2 +

d∑
j=l+1

λj).(70)

Proof. Since B(v, w) is continuous and coercive on H2
0 (Ω), the following auxiliary

equation is uniquely solvable for w ∈ H2
0 (Ω),

B(vn, w) = ((un − Pdu
n)xx, wxx) + ((un − Pdu

n)x, wx) + ((un − Pdu
n), w).(71)

Taking w = un − Pdu
n ∈ H2

0 (Ω), Pdv
n ∈ Sl(Ω), we get that

∥un − Pdu
n∥22 = B(vn, un − Pdu

n)

= B(vn − Pdv
n, un − Pdu

n)

≤ ∥vn − Pdv
n∥2∥un − Pdu

n∥2.
(72)

With ∥Pdu∥2 ≤ ∥u∥2, letting vnh ∈ Sh(Ω) be an optimal interpolation of v in
Hr+1(Ω), it follows that for Pdv

n
h ∈ Sl(Ω)

∥un − Pdu
n∥2 ≤ ∥vn − Pdv

n∥2
≤ ∥vn − vnh∥2 + ∥vnh − Pdv

n
h∥2 + ∥Pdvnh − Pdv

n∥2
≤ Chr−1∥vn∥r+1 + ∥vnh − Pdv

n
h∥2.

(73)

Then we have that

∥un − Pdu
n∥22 ≤ C(h2r−2∥vn∥2r+1 + ∥vnh − Pdv

n
h∥22).(74)



REDUCED BASIS FEM FOR THE KORTEWEG-DE VRIES-BURGERS EQUATION 379

With Proposition 3.1, summing (74) from n = 1 to n = N gives

1

N

N∑
n=1

∥un − Pdu
n∥22 ≤ 1

N

N∑
n=1

Ch2r−2∥vn∥2r+1 +
1

N

N∑
n=1

∥vnh − Pdv
n
h∥22

≤ 1

N

N∑
n=1

Ch2r−2∥vn∥2r+1 +
d∑

j=l+1

λj ,

(75)

which ends the proof. �

Theorem 3.2. Assume that the solution u(t) ∈ Hr+1(Ω)∩H2
0 (Ω), is a solution of

(6) with utt, uttt ∈ L2([0, T ];L2) ∩ C(0, T ;Hr+1(Ω)). Let und , n = 1, . . . , N be the
POD solutions of (63). The following error estimate holds

∥uN − uNd ∥2 + νk

N∑
n=1

∥uNx − undx∥2 ≤ exp(CT )(k2 + h2r−2 +

d∑
j=l+1

λj),(76)

with k the time step, h the mesh size, d the number of the POD basis.

Proof. Taking v ∈ Sl(Ω) in variational formulation (6) gives

(77) (unt , v)−
ε

2

(
(un)

2
, vx

)
+ ν (unx , vx)− µ (unxx, vx) = 0.

Similar to the full discrete case in (35), we decompose the error between un − und
as

und − un = (und − Pdu
n)− (un − Pdu

n) = ηnd − ξnd .(78)

Subtracting (77) from (63) gives the error equation(
ηnd − ηn−1

d

k
, vd

)
+ ν (ηndx, vdx)− µ (ηndxx, vdx) =

(
ξnd − ξn−1

d

k
, vd

)
+ (ρn, vd)

−ε
2

(
(un)

2 − (und )
2
, vdx

)
+ ν (ξndx, vdx)− µ (ξndxx, vdx)

(79)

with ρn = ut (tn)− un−un−1

k . Setting vd = ηnd ∈ Sl(Ω) in (79) gives(
ηnd − ηn−1

d

k
, ηnd

)
+ ν (ηndx, η

n
dx)− µ (ηndxx, η

n
dx) =

(
ξnd − ξn−1

d

k
, ηnd

)
+(ρn, ηnd )−

ε

2

(
(un)

2 − (und )
2
, ηndx

)
+ ν (ξndx, η

n
dx)− µ (ξndxx, η

n
dx) .

(80)

Using the Young’s inequality, we get

1

2

∥∥ηnd − ηn−1
d

∥∥2 + 1

2
∥ηnd ∥

2 − 1

2

∥∥ηn−1
d

∥∥2 + νk ∥ηndx∥
2

≤ k

2

∥∥∥∥ξnd − ξn−1
d

k

∥∥∥∥2 + k ∥ηnd ∥
2
+
k

2
∥ρn∥2 + Ckε2

ν

(
∥ηnd ∥

2
+ ∥ξnd ∥

2
)

+
kν

16
∥ηndx∥

2
+ kν

(
1

4
∥ηndx∥

2
+ ∥ξndx∥

2

)
+ Ckµ2 ∥ξndxx∥

2
+
kν

16
∥ηndx∥

2
.

(81)

Combining the above inequalities of (52)-(53), (81) is rewritten as

∥ηnd ∥2 − ∥ηn−1
d ∥2 + νk∥ηndx∥2 ≤

∫ tn

tn−1

∥∂tξd∥2ds+ Ck2
∫ tn

tn−1

∥utt∥2ds

+C(1 +
ε2

ν
)k∥ηnd ∥2 +

Ckε2

ν
∥ξnd ∥2 + kν∥ξndx∥2 + Ckµ2∥ξndxx∥2.

(82)
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Summing (82) from n = 1 to n = N , we have

∥ηNd ∥2 − ∥η0d∥2 + νk
N∑
n=1

∥ηndx∥2 ≤
∫ tN

0

∥∂tξd∥2ds+ Ck2
∫ tN

t0

∥utt∥2ds

+ C(1 +
ε2

ν
)k

N∑
n=1

∥ηnd ∥2 +
Ckε2

ν

N∑
n=1

∥ξnd ∥2 + kν
N∑
n=1

∥ξndx∥2 + Ckµ2
N∑
n=1

∥ξndxx∥2.

Using the composite trapezoidal rule with ∥∂tttξnd ∥ < C, we have that∫ tN

0

∥∂tξd∥2ds ≤
N∑
n=1

k

2
(∥∂tξnd ∥2 + ∥∂tξn−1

d ∥2) + Ck2.(83)

With the discrete Gronwall Lemma 1.4, Lemma 3.3 and k = T/N , we have that

∥ηNd ∥2 + kν

N∑
n=1

∥ηndx∥2 ≤ exp(CT )(k2 + h2r−2 +

d∑
j=l+1

λj).(84)

With the triangle inequality ∥uNh −uNd ∥ ≤ ∥uN−PduN∥+∥PduN−uNd ∥, we conclude
the proof. �

4. Computational experiments

In this part, the numerical experiments are performed to verify the efficiency of
the proposed methods. The B-spline basis functions are strongly localized functions
which have the characteristics of smoothness and minimal support. Since the third
order KdVB equation is considered, the higher regularity of the basis functions of
the Galerkin method is required. In this paper, the C1 quadratic B-spline basis
functions are used, which have higher regularity than the C0 quadratic Lagrange
basis functions. As a comparison, the stiffness matrices correspondingly to this
two basis functions differ greatly. The order of the coefficient matrix of the former
is much lower than that of the latter. The coefficient matrices generated by the
Galerkin method based on the B-spline functions are highly sparsity, which is easy to
be implemented on computer. Based on the above consideration, the finite element
method based on the quadratic B-spline has some merits and is constructed for
third order KdVB equations.

Example 4.1. For testing accuracy of our schemes, we consider the following
KdVB equation with an artificially exact solution u(x, t) = e−t(x2 − 1)2 in the
interval Ω = [−1, 1] as

ut + εuux − νuxx + µuxxx = f(x, t), x ∈ Ω, 0 ≤ t ≤ T(85)

with the parameters ϵ = 0.2, ν = 0.01, µ = 0.1. Then the initial condition and the
term f(x, t) can be correspondingly deduced as

u(x, 0) = (x2 − 1)2,(86)

f(x, t) = e−t
[
24µx− (x2 − 1)2 − 8νx2 + 4(x2 − 1) + 4ϵx(x2 − 1)3e−t

]
.(87)

As mentioned above, the space interval [−L,L] is uniformly divided into M
subintervals, with mesh size h = 2L/M and knots xi = −L + ih, i = 0, 1, . . . ,M .
The time interval [0, T ] is discretized intoN equal parts with tn = nk, n = 0, 1, · · ·N
and time step k = T/N . Referring to [19], the quadratic B-splines ψi(x) (i =
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−1, . . . ,M) which form a basis over the interval [−L,L] are defined as

ψi (x) =
1

h2


(xi+2 − x)

2 − 3 (xi+1 − x)
2
+ 3 (xi − x)

2
, [xi−1, xi],

(xi+2 − x)
2 − 3 (xi+1 − x)

2
, [xi, xi+1],

(xi+2 − x)
2
, [xi+1, xi+2],

0, otherwise.

For the space convergence tests, we chose a sequence of triangulations with h =
1
10 ,

1
20 ,

1
40 ,

1
80 and a fixed time step size k = 10−9. For the time convergence tests,

we fixed mesh size h = 2
105 and set k = 1

16 ,
1
32 ,

1
64 ,

1
128 . To reduce the influence of

the POD methods for the space and time convergence tests, we use all the basis
functions generated by the POD methods without truncation. The L2 errors and
the convergence rates for the space accuracy test at time instant tN1

= 10−4 and the
time accuracy tests at time instant tN = 1 are presented in Table 1 and Figure 1.
The simulation results show that with the quadratic B-splines basis, the schemes
(35) and (63) have third-order convergence in space, which is larger than what
we have obtained in the numerical analysis. The reason is that the third order
term uxxx leads to the reduction of the convergence order in the procedure of the
analysis. We can only obtain the sub-optimal convergence rates. The presented
schemes provide satisfactory numerical solutions with expected convergence order
1 in time, which are consistent with our theoretical results.

Table 1. Error estimates and convergence rates in space and time.

h ∥uN1 − uN1

h ∥ Rate ∆t ∥uN − uNh ∥ Rate
1/10 1.9337e-03 - 1/16 1.4199e-02 -
1/20 1.9041e-04 3.3441 1/32 7.3219e-03 0.9555
1/40 1.9639e-05 3.2773 1/64 3.7176e-03 0.9778
1/80 2.1956e-06 3.1610 1/128 1.8729e-03 0.9890
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-10
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-4

2.5 3 3.5 4 4.5 5
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-4

Figure 1. Error estimates and convergence rates in space (Left)
and time (Right).

Example 4.2. To demonstrate the efficiency of the POD method, we choose
an initial condition of (1)-(4) as

u(x, 0) = 1− tanh|x|
in the space interval −50 ≤ x ≤ 50 and on the time interval 0 ≤ t ≤ 10. We take
parameters ϵ = 0.2, µ = 0.1 and viscosity constant ν = 0.4. The time step k = 0.05



382 G.-R. PIAO, F. YAO, AND W. ZHAO

and space step h = 0.1 are used. In the numerical test, a group of 200 snapshots
at time t = 1k, 2k, . . . , 200k are first generated using the Galerkin finite element
scheme (35) by the backward Euler scheme. The evolution of numerical solutions
are depicted graphically in Figure 2. Then a group of 33 snapshots from 200 are
equally selected. The eigen-problem is then solved by (60). The POD orthonormal
basis functions are then constructed by (61). We took 20 POD bases from the set
of 33 POD bases and expanded them into subspace Sd(Ω). Then a set of POD
numerical solutions at t = 1k, 2k, . . . , 200k are computed. We further test the POD
finite element scheme with different number of POD basis functions at the final
time instant t = 10. Figure 3 shows the L2 errors between the solutions of the
reduced order modeling with different number of POD bases and the solutions of
the B-spline Galerkin finite element method at the final time instant t = 10, from
which we can see the errors are gradually reduced as we expected.

Figure 2. Evolutions of the B-spline solutions (left) and POD
(with 20 bases) solutions (right).
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Figure 3. The errors between the solutions of POD method and
the B-spline at time t = 10.

Example 4.3. In this test, the initial condition is chosen as

u(x, 0) = 0.5
(
1− tanh

|x| − 5

5

)
in the space interval −25 ≤ x ≤ 25 and on the time interval 0 ≤ t ≤ 10. We
took parameters ϵ = 0.2, µ = 5 and viscosity constant ν = 0.00001 with time step



REDUCED BASIS FEM FOR THE KORTEWEG-DE VRIES-BURGERS EQUATION 383

k = 0.05 and space step h = 0.1. We carried out the same procedure as Example
1. The computational results are shown in Figure 4 and Figure 5, which show that
the computational results for the POD method and the B-spline Galerkin finite
element method are consistent. As a conclusion, the POD method is efficient to
solve this kind of problem.

Figure 4. Evolutions of the B-spline solutions (left) and POD
(with 20 bases) solutions (right).
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Figure 5. The errors between the solutions of POD method and
the B-spline at time t = 10.

5. Conclusion

We constructed a B-spline Galerkin finite element method and POD reduced
order method for the KdVB equation. This article is summarized as follows: First,
we analyze the boundedness and convergence of the approximate solution for the
B-spline Galerkin method to the KdVB equation. For the temporal discretization,
we applied the Euler backward method and obtained L2-error estimates. Numerical
examples are performed to show the accuracy and efficiency of related scheme. Sec-
ond, we have employed the POD techniques to derive a reduced POD formulation
for the KdVB equation. The numerical analysis of the errors between the B-spline
Galerkin solution and POD solution are performed. Third, the nonlinear term in
the KdVB equation is carried out with the techniques of the POD methods for the
Navier–Stokes equations as mentioned above. Fourth, in the numerical analysis,
we only obtained the suboptimal convergence order in the space direction. Some
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new techniques should be considered and employed to get the optimal convergence
order.
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