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Abstract

In this paper, weak and strong convergence theorems are established by
hybrid iteration method for generalized equilibrium problem and fixed point
problems of a finite family of asymptotically nonexpansive mappings in Hilbert
spaces. The results presented in this paper partly extend and improve the
corresponding results of the previous papers.
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1 Introduction

Let H be a real Hilbert space with inner product ⟨·, ·⟩ and norm ∥ ·∥. Let C be a

nonempty closed convex subset of H, G : C×C → R be a bifunction and A : C → H

be a nonlinear mapping. The generalized equilibrium problem (for short, GEP) is

to find an x ∈ C such that

G(x, y) + ⟨Ax, y − x⟩ ≥ 0, for any y ∈ C. (1.1)
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The set of solutions of (1.1) is denoted by GEP (G), that is,

GEP (G) = {x ∈ C : G(x, y) + ⟨Ax, y − x⟩ ≥ 0, for any y ∈ C}.

In the case of A ≡ 0, GEP is denoted by EP (G). In the case of G ≡ 0, GEP

is also denoted by V I(C,A). Problem (1.1) covers monotone inclusion problems,

saddle point problems, minimization problems, optimization problems, variational

inequality problems, and Nash equilibria in noncooperative games. Recently, many

authors have studied the problem of finding a common element of the set of fixed

points of a nonexpansive mapping and the set of an equilibrium problem in the

framework of Hilbert spaces and Banach spaces, respectively; see, for instance, [1-8]

and the references therein.

In 2007, to study the strong and weak convergence of fixed points of nonexpansive

mappings, Wang [9] introduced the following hybrid iteration scheme:

xn+1 = αnxn + (1− αn)T
λn+1xn, n ≥ 0, (1.2)

where T λx = Tx − λµF (Tx) for all x ∈ H and x0 ∈ H is chosen arbitrarily,

F : H → H is an η-strongly monotone and k-Lipschitzian, they obtained that under

some suitable conditions, the sequence {xn} converges weakly to a fixed point of T ,

and under the necessary and sufficient conditions, {xn} converges strongly to a fixed

point of T .

In 2009, Ceng and Gao [3] introduced the following iterative scheme for a k-strict

pseudo-contraction mapping in Hilbert space: x1 = x ∈ H,G(un, y) +
1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C,

xn+1 = αnun + (1− αn)Tun,
(1.3)

for every n ∈ N , where αn ⊂ [a, b] for some a, b ∈ (k, 1) and {rn} ⊂ (0,∞) satisfies

lim inf
n→∞

rn > 0. Further, they proved {xn} and {un} converge weakly to z ∈ F (T ) ∩
EP (G), where z = PF (T )∩EP (G)x.

In 2012, Wang and Huang [10] considered hybrid iteration method for a finite

asymptotically nonexpansive mappings in Banach space:

xn+1 = αnxn + (1− αn)[T
k(n)

i(n) xn − λn+1µf(T
k(n)

i(n) xn)], for any n ≥ 1, (1.4)

where x1 ∈ E is chosen arbitrarily, {T1, T2, · · · , TN} : K → K are N asymptotically

nonexpansive mappings, f : K → K is a L-Lipschitzian mapping. And weak and

strong convergence theorems are obtained under some suitable conditions.

Motivated by those works of [3] and [10], in this paper we introduce the following

hybrid iteration method: x1 ∈ C
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
G(un, y) + ⟨Axn, y − un⟩+

1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C,

xn+1 = αnxn + (1− αn)[T
k(n)

i(n) un − λnµf(T
k(n)

i(n) un)], for any n ≥ 1,

(1.5)

where µ is a positive fixed constant, {T1, T2, · · · , TN} : C → C are N asymptotically

nonexpansive mappings, f : C → C is a L-Lipschitzian mapping, A : C → H is an

α-inverse-strongly monotone mapping, {λn} ⊂ [0, 1], {αn} ⊂ (0, 1), {rn} ⊂ (0,∞).

If {T1, T2, · · · , TN} : C → C are N nonexpansive mappings, then (1.5) reduces

to hybrid iteration method of a finite family of nonexpansive mappings as follows:

x1 ∈ C,G(un, y) + ⟨Axn, y − un⟩+
1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C,

xn+1 = αnxn + (1− αn)[Tnun − λnµf(Tnun)], for any n ≥ 1.

(1.6)

In the case of A ≡ 0, (1.5) reduces to hybrid iteration method as follows: x1 ∈ C,
G(un, y) +

1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C,

xn+1 = αnxn + (1− αn)[T
k(n)

i(n) un − λnµf(T
k(n)

i(n) un)], for any n ≥ 1.

(1.7)

In the case of A ≡ 0, λn ≡ 0, (1.5) reduces to hybrid iteration method as follows:

x1 ∈ C, 
G(un, y) +

1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C,

xn+1 = αnxn + (1− αn)T
k(n)

i(n) un, for any n ≥ 1.

(1.8)

The purpose of this paper is to study iteration scheme (1.5) for finding a common

element of the set of solutions of a generalized equilibrium problem and the set of

fixed points of a finite family of asymptotically nonexpansive mappings. And we

obtain some weak and strong convergence theorems for the iteration method in

Hilbert space. The results presented in this paper partly extend and improve the

corresponding results of [3,10].

2 Preliminaries

Let H be a real Hilbert space and C be a nonempty closed convex subset of

H. T : C → C is a mapping. F (T ) denotes the set of fixed point of mapping T .

G : C × C → R is a bifunction. For a given sequence {xn} ⊂ C, ωw(xn) denotes

the weak accumulation set of {xn}, that is, ωw(xn) := {x ∈ H : xnj ⇀ x for some

subsequence {nj} of {n}}.
To solve GEP (G), we assume that G satisfies the following conditions:

(A1) G(x, x) = 0 for all x ∈ C;
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(A2) G is monotone, that is, G(x, y) +G(y, x) ≤ 0 for all x, y ∈ C;

(A3) for each x, y, z ∈ C, lim
t→0

G(tz + (1− t)x, y) ≤ G(x, y);

(A4) for each x ∈ C, y 7→ G(x, y) is convex and lower semicontinuous.

Recall that a Banach space E is said to satisfy Opial′s condition [11], if for each

sequence {xn} in E, the sequence xn ⇀ x implies that

lim sup
n→∞

∥xn − x∥ < lim sup
n→∞

∥xn − y∥,

for all y ∈ E with y ̸= x. It is well known that every Hilbert space satisfies Opial′s

condition.

Definition 2.1 Let C be a closed subset of H, T : C → C, f : C → C and

A : C → H be mappings.

(1) T is called demiclosed at the origin, if for each sequence {xn} in C, the

condition xn → x0 weakly and Tx0 → 0 strongly implies Tx0 = 0.

(2) T is called semicompact, if for any bounded sequence {xn} in C, such that

∥xn − Txn∥ → 0 (n → ∞), there exists a subsequence {xni} ⊂ {xn} such that

xni → x∗ ∈ C.

(3) T is called asymptotically nonexpansive, if there exists a sequence {kn} ⊂
[1,∞) with lim

n→∞
kn = 1 such that

∥Tnx− Tny∥ ≤ kn∥x− y∥, for any x, y ∈ D,n ≥ 1.

When kn ≡ 1, T is known as nonexpansive mapping.

(4) f is called L-Lipschitzian if there exists a constant L > 0 such that

∥fx− fy∥ ≤ L∥x− y∥, for any x, y ∈ C.

(5) A is called α-inverse-strongly monotone if there exists an α > 0 such that

⟨x− y,Ax−Ay⟩ ≥ α∥Ax−Ay∥2, for any x, y ∈ C.

Remark 2.1 If {Ti}Ni=1 : C → C be N asymptotically nonexpansive mappings,

then there exists a sequence {hn} ⊂ [1,∞) with hn → 1 such that

∥Tn
i x− Tn

i y∥ ≤ hn∥x− y∥, for any n ≥ 1, x, y ∈ K, i = 1, 2, · · · , N. (2.1)

Lemma 2.1[12] For a real Hilbert space H, the following identities hold:

(i) ∥x− y∥2 = ∥x∥2 − ∥y∥2 − 2⟨x− y, y⟩, for any x, y ∈ H;

(ii) ∥tx + (1 − t)y∥2 = t∥x∥2 + (1 − t)∥y∥2 − t(1 − t)∥x − y∥2, for any t ∈
[0, 1], x, y ∈ H;

(iii) If {xn} is a sequence in H weakly convergent to z, then

lim sup
n→∞

∥xn − y∥2 = lim sup
n→∞

∥xn − z∥2 + ∥z − y∥2, for any y ∈ H.
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Lemma 2.2[13] Let {an}, {bn} and {δn} be three nonnegative sequences satis-

fying

an+1 ≤ (1 + δn)an + bn, for any n = 1, 2, · · ·

If
∞∑
n=1

δn < ∞ and
∞∑
n=1

bn < ∞, then lim
n→∞

an exists.

Lemma 2.3[5] Let C be a nonempty closed convex subset of H and G : C×C →
R be a bifunction satisfying (A1)-(A4). Let r > 0 and x ∈ H. Then there exists a

z ∈ C such that

G(z, y) +
1

r
⟨y − z, z − x⟩ ≥ 0, for any y ∈ C.

Lemma 2.4[5] Assume that G : C × C → R satisfying (A1)-(A4). For r > 0

and x ∈ H, define a mapping Sr : H → C as follows:

Sr(x) = {z ∈ C : G(z, y) +
1

r
⟨y − z, z − x⟩ ≥ 0, for any y ∈ C}, for any x ∈ H.

Then,

(1) Sr is single-valued;

(2) Sr is firmly nonexpansive, that is,

∥Srx− Sry∥2 ≤ ⟨Srx− Sry, x− y⟩, for any x, y ∈ H;

(3) F (Sr) = EP (G);

(4) EP (G) is nonempty, closed and convex.

Lemma 2.5[14] Let E be a uniformly convex Banach space, b and c be two

constants with 0 < b < c < 1. Suppose that {tn} is a sequence in [b, c] and {xn}, {yn}
are two sequences in E. Then conditions

lim
n→∞

∥tnxn + (1− tn)yn∥ = d,

lim sup
n→∞

∥xn∥ ≤ d,

lim sup
n→∞

∥yn∥ ≤ d

imply that lim
n→∞

∥xn − yn∥ = 0 where d ≥ 0 is some constant.

Lemma 2.6[15] Let K be a nonempty closed convex subset of uniformly convex

Banach space E and T : K → K be a asymptotically nonexpansive mapping. If T

has a fixed point, then I−T is demi-closed at zero, where I is the identity mapping of

H, that is, whenever {xn} is a sequence in K weakly convergent to some x ∈ K and

the sequence {(I −T )xn} strongly converges to some y, it follows that (I −T )x = y.

3 Main Results

Theorem 3.1 Suppose that H is a real Hilbert space, C is a nonempty closed

convex subset of H. Let {T1, T2, · · · , TN} : C → C be N asymptotically nonexpansive
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mappings with Ω =
N∩

n=1
F (Tn) ∩ GEP (G) ̸= ∅, and f : C → C be a L-Lipschitzian

mapping. If hybrid iteration {xn} defined by (1.5), where µ is a positive fixed con-

stant, {αn}, {λn}, {rn} and {hn} defined by (2.1) satisfy the following conditions:

(i) a ≤ αn ≤ b for some a, b ∈ (0, 1);

(ii)
∞∑
n=1

(hn − 1) < ∞;

(iii) {λn} ⊂ [0.1),
∞∑
n=1

λn < ∞;

(iv) 0 < c ≤ rn ≤ d < 2α;

(v) 1 < hn + λnµ < 2.

Then,

(1) {xn}, {un} converge weakly to a common point of
N∩

n=1
F (Ti) and GEP (G).

(2) {xn}, {un} converges strongly to a common fixed point of
N∩

n=1
F (Ti) and

GEP (G) if and only if lim
n→∞

d(xn,Ω) = 0, for any n ≥ 1.

Proof We prove this theorem in six steps.

Step 1 lim
n→∞

∥xn − q∥ exists for each q ∈ Ω.

For any q ∈ Ω, from the definition of Sr in Lemma 2.4, we have un = Srn(xn −
rnAxn) and q = Srn(q − rnAq), therefore

∥un − q∥2 = ∥Srn(xn − rnAxn)− Srn(q − rnAq)∥2

= ∥(xn − q)− rn(Axn −Aq)∥2

≤ ∥xn − q∥2 − 2rn⟨xn − q, Axn −Aq⟩+ r2n∥Axn −Aq∥2

≤ ∥xn − q∥2 − 2rnα∥Axn −Aq∥2 + r2n∥Axn −Aq∥2

= ∥xn − q∥2 + rn(rn − 2α)∥Axn −Aq∥2

≤ ∥xn − q∥2, for any n ≥ 1. (3.1)

By (3.1), we have

∥xn+1 − q∥ = ∥αnxn + (1− αn)[T
k(n)
i(n) un − λnµf(T

k(n)
i(n) un)]− q∥

≤ αn∥xn − q∥+ (1− αn)∥T k(n)
i(n) un − q∥+ (1− αn)λnµ∥f(T k(n)

i(n) un)∥
≤ αn∥xn − q∥+ (1− αn)hk(n)∥un − q∥

+(1− αn)λnµ∥f(T k(n)
i(n) un)− f(q)∥+ (1− αn)λnµ∥f(q)∥

≤ αn∥xn − q∥+ (1− αn)hk(n)∥xn − q∥
+(1− αn)λnµLhk(n)∥xn − q∥+ (1− αn)λnµ∥f(q)∥. (3.2)

Since hk(n) ⊂ [1,∞), hk(n) → 1 (n → ∞), {hk(n)} is bounded, and there exists a
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D ≥ 1 such that

hk(n) ≤ D. (3.3)

And we also can set vn = hk(n) − 1, for any n ≥ 1, by condition (ii) we have

∞∑
n=1

vn < ∞. (3.4)

Therefore we have

∥xn+1 − q∥ ≤ αn∥xn − q∥+ (1− αn)(1 + vn)∥xn − q∥
+(1− αn)λnµLD∥xn − q∥+ (1− αn)λnµ∥f(q)∥

≤ αn∥xn − q∥+ (1− αn + vn)∥xn − q∥
+λnµLD∥xn − q∥+ λnµ∥f(q)∥

≤ (1 + vn + λnµLD)∥xn − q∥+ λnµ∥f(q)∥. (3.5)

From condition (iii) and (3.4), it is easy to see that

∞∑
n=1

(vn + λnµLD) < ∞;

∞∑
n=1

λnµ < ∞.

It follows from Lemma 2.2 that lim
n→∞

∥xn − q∥ exists.

Step 2 lim
n→∞

∥xn − un∥ = 0.

Since lim
n→∞

∥xn − q∥ exists, {∥xn − q∥}∞n=1 is bounded, so are ∥un − q∥ and

∥f(T k(n)
i(n) un)∥. Then there exists a K > 0 such that

max{∥un − q∥, ∥f(T k(n)
i(n) un)∥} ≤ K.

Let σn = T
k(n)
i(n) un − λnµf(T

k(n)
i(n) un), then we have

∥σn − q∥ ≤ ∥[T k(n)
i(n) un − q∥+ λnµ∥f(T k(n)

i(n) un)∥

≤ hk(n)∥un − q∥+ λnµ∥f(T k(n)
i(n) un)∥

≤ ∥un − q∥+ vn∥un − q∥+ λnµ∥f(T k(n)
i(n) un)∥

≤ [1− (vn + λnµ)]∥un − q∥+ (vn + λnµ)2K. (3.6)

Form (3.1) and (3.6),

∥xn+1−q∥2 = ∥αn(xn − q) + (1− αn)(σn − q)∥2 ≤ αn∥xn − q∥2 + (1− αn)∥σn − q∥2

≤ αn∥xn−q∥2+(1−αn)[1−(vn+λnµ)]∥un−q∥2+(1−αn)(vn+λnµ)(2K)2
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≤ αn∥xn − q∥2 + (1− αn)[1− (vn + λnµ)][∥xn − q∥2 + rn(rn − 2α)∥Axn −Aq∥2]
+(1− αn)(vn + λnµ)4K

2

≤ ∥xn − q∥2 + 4(vn + λnµ)K
2 + (1− αn)[1− (vn + λnµ)]rn(rn − 2α)∥Axn −Aq∥2.

(3.7)

Therefore,

(1− b)[1− (vn + λnµ)]c(2α− d)∥Axn −Aq∥2

≤ (1− αn)[1− (vn + λnµ)]rn(rn − 2α)∥Axn −Aq∥2

≤ ∥xn − q∥2 − ∥xn+1 − q∥2 + 4(vn + λnµ)K
2. (3.8)

Taking n → ∞ in (3.8), we know that

lim
n→∞

∥Axn −Aq∥ = 0. (3.9)

Since un = Srn(xn − rnAxn) and q = Srn(q − rnAq), we get that

∥un − q∥2 = ∥Srn(xn − rnAxn)− Srn(q − rnAq)∥
≤ ⟨(xn − rnAxn)− (q − rnAq), un − q⟩

=
1

2
[∥(xn − rnAxn)− (q − rnAq)∥2 + ∥un − q∥2

−∥(xn − rnAxn)− (q − rnAq)− (un − q)∥2]

=
1

2
[∥xn − q∥2 + ∥un − q∥2 − ∥(xn − un)− rn(Axn −Aq)∥2]

=
1

2
[∥xn − q∥2 + ∥un − q∥2 − ∥xn − un∥2

+2rn⟨xn − un, Axn −Aq⟩ − r2n∥Axn −Aq∥2].

So we have

∥un − q∥2 = ∥xn − q∥2 − ∥xn − un∥2

+2rn⟨xn − un, Axn −Aq⟩ − r2n∥Axn −Aq∥2. (3.10)

From (3.7) and (3.10),

∥xn+1 − q∥2

≤ αn∥xn − q∥2 + (1− αn)[1− (vn + λnµ)]∥un − q∥2 + (1− αn)(vn + λnµ)4K
2

≤ αn∥xn − q∥2 + (1− αn)[1− (vn + λnµ)][∥xn − q∥2 − ∥xn − un∥2

+2rn⟨xn − un, Axn −Aq⟩ − r2n∥Axn −Aq∥2] + (1− αn)(vn + λnµ)4K
2

≤ ∥xn − q∥2 + (vn + λnµ)4K
2 − (1− αn)[1− (vn + λnµ)]∥xn − un∥2

+2rn(1− αn)[1− (vn + λnµ)]∥xn − un∥∥Axn −Aq∥, (3.11)

hence,
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(1− b)[1− (vn + λnµ)]∥xn − un∥2

≤ (1− αn)[1− (vn + λnµ)]∥xn − un∥2

≤ ∥xn − q∥2 − ∥xn+1 − q∥2 + 4(vn + λnµ)K
2

+2rn(1− αn)[1− (vn + λnµ)]∥xn − un∥∥Axn −Aq∥. (3.12)

Letting n → ∞ in (3.12), form (3.9) we have

lim
n→∞

∥xn − un∥ = 0. (3.13)

Step 3 lim
n→∞

∥xn − Tlxn∥ = 0, lim
n→∞

∥un − Tlun∥ = 0 (l = 1, 2, · · · , N).

Since {∥xn − q∥}∞n=1 is bounded, there exists an M > 0 such that

∥xn − q∥ ≤ M, for any n ≥ 1. (3.14)

We can assume that

lim
n→∞

∥xn − q∥ = d, (3.15)

where d ≥ 0 is some number. Then

∥xn+1 − q∥ = ∥αn(xn − q) + (1− αn)(σn − q)∥. (3.16)

By condition (iii) and (3.3)-(3.6), (3.14), (3.15),

lim sup
n→∞

∥σn − q∥ ≤ lim sup
n→∞

∥[T k(n)
i(n) un − q∥+ λnµ∥f(T k(n)

i(n) un)∥

≤ lim sup
n→∞

hk(n)∥xn − q∥+ λnµ(LDM + ∥f(q)∥)

≤ lim sup
n→∞

∥xn − q∥+ vn∥xn − q∥+ λnµ(LDM + ∥f(q)∥)

≤ lim sup
n→∞

∥xn − q∥+ vnM + λnµ(LDM + ∥f(q)∥) ≤ d. (3.17)

Thus from (3.15)-(3.17) and Lemma 2.5 we know

lim
n→∞

∥σn − xn∥ = 0. (3.18)

By (3.18), we have

∥xn+1 − xn∥ = ∥(αn − 1)xn + (1− αn)σn∥
≤ (1− αn)∥σn − xn∥ → 0, n → ∞. (3.19)

It follows from (3.13) and (3.18) that

lim
n→∞

∥xn − T
k(n)
i(n) xn∥ ≤ lim

n→∞
∥xn − σn∥+ ∥σn − T

k(n)
i(n) xn∥

≤ lim
n→∞

∥xn−σn∥+∥T k(n)
i(n) un−T

k(n)
i(n) xn∥+λnµ∥f(T k(n)

i(n) un)∥

≤ lim
n→∞

∥xn − σn∥+ hkn∥un − xn∥+ λnµK = 0, (3.20)

and from (3.19) that
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lim
n→∞

∥xn − xn+j∥ = 0, for any j = 1, 2, · · · , N. (3.21)

Since for any positive integer n > N , it can be written as n = (k(n) − 1)N + i(n),

i(n) ∈ [1, 2, · · · , N ]. Let τn = ∥xn − T
k(n)
i(n) xn∥, then τn → 0 and

∥xn − Tnxn∥ ≤ ∥xn − T
k(n)
i(n) xn∥+ ∥T k(n)

i(n) xn − Tnxn∥

= τn + ∥T k(n)
i(n) xn − Ti(n)xn∥ ≤ τn +D∥T k(n)−1

i(n) xn − xn∥

≤ τn +D(∥T k(n)−1
i(n) xn − T

k(n)−1
i(n−N)xn−N∥

+∥T k(n)−1
i(n−N)xn−N − xn−N∥+ ∥xn−N − xn∥). (3.22)

Since for each n > N , n = (n−N)(modN), again since n = (k(n)− 1)N + i(n), we

obtain n−N = ((k(n)− 1)− 1)N + i(n) = (k(n−N)− 1)N + i(n−N), that is,

k(n−N) = k(n)− 1, i(n−N) = i(n).

Therefore we have

∥T k(n)−1
i(n) xn − T

k(n)−1
i(n−N)xn−N∥ = ∥T k(n)−1

i(n) xn − T
k(n)−1
i(n) xn−N∥

≤ D∥xn − xn−N∥ (3.23)

and

∥T k(n)−1
i(n−N)xn−N − xn−N∥ = ∥T k(n−N)

i(n−N) xn−N − xn−N∥ = τn−N . (3.24)

Substituting (3.23) and (3.24) to (3.22), we have

∥xn − Tnxn∥ ≤ τn +D2∥xn − xn−N∥+Dτn−N +D∥xn−N − xn∥.

By (3.20) and (3.21) we know that

lim
n→∞

∥xn − Tnxn∥ = 0. (3.25)

Consequently, for any j = 1, 2, · · · , N , from (3.12) and (3.16) we have

∥xn − Tn+jxn∥ ≤ ∥xn − xn+j∥+ ∥xn+j − Tn+jxn+j∥+ ∥Tn+jxn+j − Tn+jxn∥
≤ (1 + h1)∥xn − xn+j∥+ ∥xn+j − Tn+jxn+j∥ → 0, n → ∞. (3.26)

This implies that the sequence

N∪
j=1

{∥xn − Tn+jxn∥}∞n=1 → 0, n → ∞.

Since for each l = 1, 2, · · · , N , {∥xn − Tlxn∥}∞n=1 is a subsequence of
N∪
j=1

{∥xn −

Tn+jxn∥}∞n=1, therefore we have

lim
n→∞

∥xn − Tlxn∥ = 0, for any l = 1, 2, · · · , N. (3.27)
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By (3.13) and (3.27) we have

lim
n→∞

∥un − Tlun∥ ≤ ∥un − xn∥+ ∥xn − Tlxn∥+ ∥Tlxn − Tlun∥

≤ ∥xn − Tlxn∥+ (1 +D)∥un − xn∥ = 0, for any l = 1, 2, · · · , N.

(3.28)

Step 4 {ωw(xn)} ⊂ Ω.

Since {xn} is bounded and H is reflexive, ωw(xn) is nonempty. Let u ∈ ωw(xn)

be an arbitrary element. Then there exists a subsequence {xni} of {xn} convergent

weakly to u. Hence, from (3.13) we know that uni ⇀ u. As ∥un − Tlun∥ → 0, we

obtain that Tluni ⇀ u. Next we show u ∈ Ω. Since

G(un, y) + ⟨Axn, y − un⟩+
1

rn
⟨y − un, un − xn⟩ ≥ 0, for any y ∈ C.

From (A2), we have

⟨Axn, y − un⟩+
1

rn
⟨y − un, un − xn⟩ ≥ G(y, un).

Replacing n by ni, we have

⟨Axni , y − uni⟩+
⟨
y − uni ,

uni − xni

rni

⟩
≥ G(y, uni). (3.29)

For t ∈ (0, 1] and y ∈ C, let yt = ty + (1 − t)u. Since y ∈ C and u ∈ C, we have

yt ∈ C. So from (3.29) we know that

⟨yt−uni , Ayt⟩ ≥ ⟨yt−uni , Ayt⟩−⟨yt−uni , Axni⟩−
⟨
yt−uni ,

uni−xni

rni

⟩
+G(yt, uni)

= ⟨yt − uni , Ayt −Auni⟩+ ⟨yt − uni , Auni −Axni⟩

−
⟨
yt − uni ,

uni − xni

rni

⟩
+G(yt, uni).

Since ∥uni −xni∥ → 0, we have ∥Auni −Axni∥ → 0. Further, from the monotonicity

of A, we have ⟨yt − uni , Ayt −Auni⟩ ≥ 0. Therefore, from (A4) we obtain that

⟨yt − v,Ayt⟩ ≥ G(yt, v), (3.30)

as i → ∞. From (A1), (A4) and (3.30), we also have

0 = G(yt, yt) ≤ tG(yt, y) + (1− t)G(yt, v) ≤ tG(yt, y) + (1− t)⟨yt − v,Ayt⟩
= tG(yt, y) + (1− t)t⟨y − v,Ayt⟩.

And hence

0 ≤ G(yt, y) + (1− t)⟨y − v,Ayt⟩.

Letting t → 0, for each y ∈ C, we have



No.1 J.L. Shen, etc., Generalized Equilibrium Problems 29

0 ≤ G(v, y) + ⟨y − v,Av⟩, (3.31)

which implies v ∈ GEP (G).

On the other hand, since T is a asymptotically nonexpansive mapping, by Lemma

2.6 we know that the mapping I−T is demiclosed at zero. Note that un−Tlun → 0

and uni ⇀ v. Thus, v ∈
N∩

n=1
F (Tn). Consequently, we deduce that v ∈ Ω. Since v is

an arbitrary element, we conclude that ωw(xn) ⊂ Ω.

Step 5 {xn}, {un} converge weakly to an element of Ω.

It is sufficient to show that ωw(xn) is a single-point set. Let u, v ∈ Ω, then

lim
n→∞

∥xn−u∥ and lim
n→∞

∥xn−v∥ exists. If {xnj} and {xnk
} are subsequences of {xn}

which converge weakly to u and v, respectively.

Assume that u ̸= v. Since H is a Hilbert space, it satisfies Opial′s condition.

Thus we have

lim
n→∞

∥xn − u∥ = lim
j→∞

∥xnj − u∥ < lim
j→∞

∥xnj − v∥

= lim
n→∞

∥xn − v∥ = lim
k→∞

∥xnk
− v∥

< lim
k→∞

∥xk − u∥ = lim
n→∞

∥xn − u∥,

which is a contradiction. This shows that ωw(xn) is a single-point set. Note that

lim
n→∞

∥xn − un∥ = 0, hence, both {xn} and {un} converge weakly to an element of

Ω.

Step 6 {xn} and {un} converge strongly to an element of Ω if and only if

lim inf
n→∞

d(xn,Ω) = 0. From (3.5),(3.14) we have

∥xn+1 − q∥ ≤ (1 + vn + λnµLD)∥xn − q∥+ λnµ∥f(q)∥
≤ ∥xn − q∥+ vnM + λnµ(LDM + ∥f(q)∥) = ∥xn − q∥+ δn, (3.32)

where δn = vnM + λnµ(LDM + ∥f(q)∥). Hence, d(xn+1,Ω) ≤ d(xn,Ω) + δn. Since
∞∑
n=1

δn < ∞, it follows from Lemma 2.2 that lim
n→∞

d(xn,Ω) exists.

If {xn}∞n=1 converges strongly to a common fixed point p of {T1, T2, · · · , TN},
then lim

n→∞
∥xn − p∥ = 0. Since

0 ≤ d(xn,Ω) ≤ ∥xn − p∥,

we know that lim inf
n→∞

d(xn,Ω) = 0.

Conversely, suppose lim inf
n→∞

d(xn,Ω) = 0, then lim
n→∞

d(xn,Ω) = 0. Moreover, we

have
∞∑
n=1

δn < ∞, thus for arbitrary ϵ > 0, there exists a positive integer N such
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that d(xn,Ω) < ϵ/4 and
∞∑
j=n

δj < ϵ/4 for all n ≥ N . It follows from (3.32) that for

all n,m ≥ N and for all p ∈ Ω, we have

∥xn − xm∥ ≤ ∥xn − p∥+ ∥xm − p∥

≤ ∥xN − p∥+
n∑

j=N+1

δj + ∥xN − p∥+
m∑

j=N+1

δj

≤ 2∥xN − p∥+ 2
∞∑

j=N

δj .

Taking infimum over all p ∈ Ω, we obtain

∥xn − xm∥ ≤ 2d(xN ,Ω) + 2
∞∑

j=N

δj < ϵ, for any n,m ≥ N.

Thus, {xn}∞n=1 is a Cauchy sequence. Let lim
n→∞

xn = u, then from (3.27) and Lemma

2.6 we have u ∈ Ω. In view of (3.13), we conclude that both sequences {xn} and

{un} converge strongly to an element of Ω. This completes the proof.

Theorem 3.2 Suppose that H is a real Hilbert space, and C is a nonempty

closed convex subset of H. Let {T1, T2, · · · , TN} : C → C be N asymptotically

nonexpansive mappings with Ω =
N∩

n=1
F (Ti) ∩ GEP (G) ̸= ∅ and there exists a Tl,

1 ≤ l ≤ N which is semicompact. Let f : C → C be L-Lipschitzian mapping. If

hybrid iteration {xn} defined by (1.5), where µ is a positive fixed constant, {αn},
{λn}, {rn} and {hn} defined by (2.1) satisfy the following conditions:

(i) a ≤ αn ≤ b for some a, b ∈ (0, 1);

(ii)
∞∑
n=1

(hn − 1) < ∞;

(iii) {λn} ⊂ [0.1),
∞∑
n=1

λn < ∞;

(iv) 0 < c ≤ rn ≤ d < 2α;

(v) 1 < hn + λnµ < 2.

Then, {xn}, {un} converge strongly to an element of Ω.

Proof From the proof of Theorem 3.1, {xn} is bounded, and lim
n→∞

∥xn−Tlxn∥ =

0, for any l = 1, 2, · · · , N . Especially, we have

lim
n→∞

∥xn − T1xn∥ = 0. (3.33)

By the assumption of Theorem 3.2, we may assume that T1 is semicomptact, without

loss of generality. It follows from (3.33) that there exists a subsequence {xnk
} of

{xn} such that {xnk
} converges strongly to p ∈ C and
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∥p− Tlp∥ = lim
nk→∞

∥xnk
− Tlxnk

∥ = lim
n→∞

∥xn − Tlxn∥ = 0, for any l = 1, 2, · · · , N.

This implies that p ∈ Ω. In addition, since lim
n→∞

∥xn−p∥ exists, therefore lim
n→∞

∥xn−
p∥ = 0, that is, {xn} converges strongly to p ∈ Ω. By (3.13) we know that {un} also

converges strongly to p ∈ Ω. The proof is completed.
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