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#### Abstract

In this paper we introduce a model of relativistic short wave-long wave interaction where the short waves are described by the massless $(1+3)$ dimensional Thirring model of nonlinear Dirac equation and the long waves are described by the $(1+3)$-dimensional relativistic Euler equations. The interaction coupling terms are modeled by a potential proportional to the relativistic specific volume in the Dirac equation and an external force proportional to the square modulus of the Dirac wave function in the relativistic Euler equation. An important feature of the model is that the Dirac equations are based on the Lagrangian coordinates of the relativistic fluid flow. In particular, an important contribution of this paper is a clear formulation of the relativistic Lagrangian transformation. As far as the authors know the definition of the Lagrangian transformation given in this paper is new. Finally, we establish the short-time existence and uniqueness of a smooth solution of the Cauchy problem for the regularized model. This follows through the symmetrization of the relativistic Euler equation introduced by Makino and Ukai (1995) and requires a slight extension of a well known theorem of T. Kato (1975) on quasi-linear symmetric hyperbolic systems.
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## 1 Introduction

We consider the short wave-long wave interaction for a relativistic fluid described by the relativistic Euler equations in $\mathbb{R}^{3}$. The latter, when no external forces are acting, is given by (see, e.g. [18-21])

$$
\begin{align*}
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}}-\epsilon^{2} p\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{k}\right)=0, \\
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j}\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j} u_{k}+p \delta_{j k}\right)=0, \quad j=1,2,3 . \tag{1.1}
\end{align*}
$$

Here, $\rho$ is the mass density and $u=\left(u_{1}, u_{2}, u_{3}\right)$ is the velocity vector of the fluid, both functions of $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{3}$. The parameter $\epsilon$ represents the inverse of the light speed [18], $\delta_{j k}$ is the Kronecker symbol, so that the $d \times d$ identity matrix is $I_{d}:=\left(\delta_{j k}\right)_{j, k=1}^{d}$, and $p=p(\rho)$ is the pressure. The physical domain for the unknown $(\rho, u)$ is

$$
\rho \geq 0, \quad|u|^{2}:=\sum_{j=1}^{3} u_{j}^{2}<\epsilon^{-2}
$$

while the pressure $p=p(\rho)$ satisfies $0 \leq p^{\prime}(\rho)<\epsilon^{-2}$.
In the relativistic context, the short waves are described by the Dirac equation proposed by Dirac [10] in search of compatibility between relativity and quantum theories. On the other hand as a replacement for the nonlinear cubic Schrödinger equation there are different models of the nonlinear cubic Dirac equation (see, e.g. [1,3-6,16,22]). Here, as in [8], we will be concerned with the Thirring model proposed by Thirring [22] whose mathematical study has been considered in several papers (see, e.g. [3,6,9,16]). More specifically, here we only consider the zero mass case.

In [8] two examples of models of short wave-long wave interactions in the relativistic context were addressed. Namely, the case of a one-dimensional scalar conservation law in the relativistic context such as the one introduced by LeFloch et al. [17] (see also [14]), and the interaction with long waves described by the augmented Born-Infeld (ABI) equations in electromagnetism, introduced by Brenier [2]. Both of these examples were in one spatial variable.

In this paper we are concerned first with establishing a model of relativistic short wave-long wave interaction where the short waves are described by a massless $(1+3)$-dimensional extension of the Thirring model of nonlinear Dirac equation, with an interaction term representing the potential of an external force. On
the other hand, the long waves are described by the $(1+3)$-dimensional relativistic Euler equations (1.1), with the interaction term appearing as an external force on the right-hand side of the relativistic momentum equations. An important feature of the model is that the Dirac equations are based on the Lagrangian coordinates of the relativistic fluid flow. In particular, an important contribution of this paper is a clear formulation of the relativistic Lagrangian transformation. This is done by means of the introduction of natural auxiliary dependent variables, rendering the discussion totally similar to the non-relativistic case. As far as the authors know the definition of the relativistic Lagrangian transformation given in this paper is new. We refer to (4.4), or its regularized form, (5.1), for a view of the final model being proposed here. Then, we establish the local in time existence and uniqueness of a smooth solution for the proposed regularized model (5.1). This follows through the symmetrization introduced by Makino and Ukai [20] and requires a slight extension of the well known theorem of Kato [15] on quasi-linear symmetric hyperbolic systems.

The rest of this paper is organized as follows. In Section 2, we discuss the Lagrangian transformation of the relativistic fluid flow. In Section 3, we recall the main property of the massless Thirring model obtained in [9]. In Section 4, we establish our model for the relativistic interaction of short waves described by $(1+3)$-dimensional Thirring model of nonlinear Dirac equation and long waves governed by the $(1+3)$-dimensional relativistic Euler equations, and its regularized version. In Section 5, we establish the local in time existence and uniqueness of a smooth solution of the Cauchy problem for the regularized model.

## 2 The Lagrangian transformation for the relativistic Euler equations

We are going to obtain first the Lagrangian transformation for (1.1). For that it will be useful to introduce the following auxiliary variables:

$$
\begin{cases}\rho_{(r e)}:=\frac{\rho+\epsilon^{4}|u|^{2} p}{1-\epsilon^{2}|u|^{2}} & \text { (relativistic density), }  \tag{2.1}\\ u_{(r e)}:=\frac{\rho+\epsilon^{2} p}{\rho+\epsilon^{4}|u|^{2} p} u & \text { (relativistic velocity), } \\ \tilde{P}_{j k}:=\frac{\rho_{(r e)} \epsilon^{2}\left(\epsilon^{2}|u|^{2}-1\right)}{\rho+\epsilon^{2} p} u_{(r e)} u_{(r e)_{k}} & \text { (relativistic pressure loss tensor), } \\ j, k=1,2,3 . & \end{cases}
$$

Observing that

$$
\rho_{(r e)} u_{(r e)}=\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u,
$$

we may write (1.1) in the following illuminating form:

$$
\begin{align*}
& \partial_{t} \rho_{(r e)}+\operatorname{div}\left(\rho_{(r e)} u_{(r e)}\right)=0, \\
& \partial_{t}\left(\rho_{(r e)} u_{(r e)}\right)+\operatorname{div}\left(\rho_{(r e)} u_{(r e)} \otimes u_{(r e)}+\tilde{P}+p I_{3}\right)=\rho_{(r e)} F, \tag{2.2}
\end{align*}
$$

but here we also allow for the action of an external force $F$. As far as the authors know, the above form of the relativistic Euler equations is presented in this paper for the first time, and it is very useful, in particular, in obtaining the Lagrangian transformation for the relativistic Euler equations. Concerning the latter, due to the very similar structure of (2.2) with the non-relativistic Euler equations, we basically repeat the same procedures as for the non-relativistic case (see, e.g., [8, $12]$ ). So, let us consider the flow $\Phi(t ; x)$ given by the differential equation

$$
\begin{align*}
& \frac{d \Phi}{d t}(t ; x)=u_{(r e)}(t, \Phi(t ; x)),  \tag{2.3}\\
& \Phi(0 ; x)=x . \tag{2.4}
\end{align*}
$$

As in the non-relativistic case, we consider the Jacobian matrix

$$
J_{\Phi}(t ; x):=\operatorname{det}\left(\frac{\partial \Phi}{\partial x}(t ; x)\right),
$$

for which we have the well known Euler identity for the Jacobian (sometimes also called Liouville equation)

$$
\begin{align*}
& \frac{d J_{\Phi}(t ; x)}{d t}=\operatorname{div} u_{(r e)}(t, \Phi(t ; x)) J_{\Phi}(t ; x)  \tag{2.5}\\
& J_{\Phi}(0 ; x)=1 \tag{2.6}
\end{align*}
$$

The Lagrangian transformation

$$
\begin{equation*}
Y(t, x)=(t, y(t, x)) \tag{2.7}
\end{equation*}
$$

is defined by

$$
\begin{equation*}
y(t, \Phi(t ; x))=y_{0}(x) \tag{2.8}
\end{equation*}
$$

where $y_{0}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is any conveniently chosen diffeomorphic transformation. We choose

$$
\begin{equation*}
y_{0}(x):=\left(x_{1}, x_{2}, \int_{0}^{x_{3}} \rho_{(r e)}\left(0, x_{1}, x_{2}, \sigma\right) d \sigma\right) \tag{2.9}
\end{equation*}
$$

From the relations (2.5), (2.8) and (2.9) it follows that

$$
J_{y}(t):=\operatorname{det}\left(\frac{\partial y}{\partial x}(t, \Phi(t ; x))\right)
$$

satisfies

$$
\begin{align*}
& \frac{d J_{y}(t)}{d t}=-\operatorname{div} u_{(r e)}(t, \Phi(t ; x)) J_{y}(t)  \tag{2.10}\\
& J_{y}(0)=\rho_{(r e)}(0, x) . \tag{2.11}
\end{align*}
$$

Hence, again as in the non-relativistic case, we deduce

$$
\begin{align*}
\frac{d}{d t} \frac{\rho_{(r e)}(t, \Phi(t ; x))}{J_{y}(t)}=\frac{1}{J_{y}^{2}(t)} & \left(\partial_{t} \rho_{(r e)}(t, \Phi(t ; x))+u_{(r e)}(t, \Phi(t ; x))\right. \\
& \times \nabla \rho_{(r e)}(t, \Phi(t ; x)) J_{y}(t) \\
& \left.-J_{y}^{\prime}(t) \rho_{(r e)}(t, \Phi(t ; x))\right) \\
=\frac{1}{J_{y}^{2}(t)}( & -\operatorname{div} u_{(r e)}(t, \Phi(t ; x)) \rho_{(r e)}(t, \Phi(t ; x)) J_{y}(t) \\
& \left.+\operatorname{div} u_{(r e)}(t, \Phi(t ; x)) J_{y}(t) \rho_{(r e)}(t, \Phi(t ; x))\right)=0 . \tag{2.12}
\end{align*}
$$

Since $J_{y}(0)=\rho_{(r e)}(0, x)$, we conclude that

$$
\operatorname{det}\left(\frac{\partial y}{\partial z}(t, \Phi(t ; x))\right)=J_{y}(t)=\rho_{(r e)}(t, \Phi(t, x)),
$$

and so

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial y}{\partial z}(t, z)\right)=\rho_{(r e)}(t, z) \quad \text { for all } \quad(t, z) \in[0, \infty) \times \mathbb{R}^{3} . \tag{2.13}
\end{equation*}
$$

In particular, we see that as long as the relativistic density $\rho_{(r e)}(t, x)$ is positive, the Lagrangian transformation is non-singular.

## 3 Main property of the massless Thirring model

Concerning the $(1+3)$-dimensional case, short waves are described by an equation of the form

$$
\begin{equation*}
\mathfrak{u}_{t}-\mathfrak{a}_{1} \mathfrak{u}_{y_{1}}-\mathfrak{a}_{2} \mathfrak{u}_{y_{2}}-\mathfrak{a}_{3} \mathfrak{u}_{y_{3}}=-i \mathfrak{B}(t, y) \mathfrak{u}, \tag{3.1}
\end{equation*}
$$

where $\mathfrak{u}=\mathfrak{u}(t, y) \in \mathbb{C}^{4}, y \in \mathbb{R}^{3}, \mathfrak{a}_{i}, i=1,2,3$, are $4 \times 4$ complex matrices satisfying $\mathfrak{a}_{i}^{*}=\mathfrak{a}_{i}, \mathfrak{a}_{i}^{2}=I, \mathfrak{a}_{\mathfrak{i}} \mathfrak{a}_{j}=-\mathfrak{a}_{j} \mathfrak{a}_{i}, i \neq j, i, j=1,2,3$, and $\mathfrak{B}(t, y)$ is a $4 \times 4$ complex matrix such that, if $\mathfrak{B}^{*}$ denotes its adjoint matrix, $\mathfrak{B}^{*}=\mathfrak{B}$, and $\mathfrak{a}_{i} \mathfrak{B}=\mathfrak{B a}_{i}, i=1,2,3$. In the $(1+3)$-dimensional extension of the Thirring massless model

$$
\begin{equation*}
\mathfrak{B}(t, y)=\lambda \mathfrak{U}+V(t, y) I_{4} \tag{3.2}
\end{equation*}
$$

with $\lambda$ a real constant, $\mathfrak{U}$ is the $4 \times 4$ quadratic Thirring matrix defined as

$$
\mathfrak{U}:=\mathfrak{u}^{\dagger} \mathfrak{u} I_{4}-\mathfrak{u}^{\dagger} \mathfrak{b u b},
$$

where $\mathfrak{b}:=i \mathfrak{a}_{1} \mathfrak{a}_{2} \mathfrak{a}_{3}$, and $V$ is a real-valued function representing the potential of an external force. The symbol ${ }^{\dagger}$ for column vectors in $\mathbb{C}^{4}$ means the conjugate transpose, i.e. if

$$
\mathfrak{u}=\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4}
\end{array}\right) \in \mathbb{C}^{4},
$$

then $\mathfrak{u}^{\dagger}=\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}, \bar{u}_{4}\right)$, in particular, $\mathfrak{u}^{\dagger} \mathfrak{u}=|\mathfrak{u}|^{2}=\sum_{i=1}^{4}\left(\left(\Re u_{i}\right)^{2}+\left(\Im u_{i}\right)^{2}\right)$.
We recall now the following result established in [9], which extended to the physical nonlinearity and to several space dimensions the previous analogue in [7], and constitutes the main property of the massless Thirring model. We reproduce its proof here for the convenience of the reader.

Theorem 3.1. Let $\mathfrak{u}$ be a smooth solution of (3.1) and let $\mathfrak{a}_{i}, i=1,2,3$, satisfy the above properties. Then, both $w=|\mathfrak{u}|^{2}$ and $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$ satisfy

$$
\begin{equation*}
w_{t t}-w_{y_{1} y_{1}}-w_{y_{2} y_{2}}-w_{y_{3} y_{3}}=0 \tag{3.3}
\end{equation*}
$$

Proof. Multiplying (3.1) by $\mathfrak{u}^{\dagger}$ to the left

$$
\mathfrak{u}^{\dagger} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}_{y_{1}}-\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}_{y_{2}}-\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}_{y_{3}}=-i \mathfrak{u}^{\dagger} \mathfrak{B}(t, y) \mathfrak{u}
$$

applying ${ }^{\dagger}$ to the last equation

$$
\mathfrak{u}_{t}^{\dagger} \mathfrak{u}-\mathfrak{u}_{y_{1}}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{y_{2}}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}-\mathfrak{u}_{y_{3}}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}=\dot{\mathfrak{u}}{ }^{\dagger} \mathfrak{B}(t, y) \mathfrak{u}
$$

adding the last two gives

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{y_{1}}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{y_{2}}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{y_{3}}=0 . \tag{3.4}
\end{equation*}
$$

Differentiating the last equation in $t$, it follows:

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{t y_{1}}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{t y_{2}}-\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{t y_{3}}=0 . \tag{3.5}
\end{equation*}
$$

Similarly, multiplying (3.1) by $u^{\dagger} \mathfrak{a}_{1}$, it follows:

$$
\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{u}_{y_{1}}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{a}_{2} \mathfrak{u}_{y_{2}}-\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{a}_{3} \mathfrak{u}_{y_{3}}=-i u^{\dagger} \mathfrak{B}(t, y) \mathfrak{a}_{1} u,
$$

applying ${ }^{\dagger}$ to the last equation

$$
\mathfrak{u}_{t}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{y_{1}}^{\dagger} \mathfrak{u}-\mathfrak{u}_{y_{2}}^{\dagger} \mathfrak{a}_{2} \mathfrak{a}_{1} \mathfrak{u}-\mathfrak{u}_{y_{3}}^{\dagger} \mathfrak{a}_{3} \mathfrak{a}_{1} \mathfrak{u}=i \mathfrak{u}^{\dagger} \mathfrak{B}(t, y) \mathfrak{a}_{1} \mathfrak{u},
$$

adding the last two gives

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{y_{1}}=0 . \tag{3.6}
\end{equation*}
$$

Similarly, we get

$$
\begin{align*}
\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{y_{2}} & =0,  \tag{3.7}\\
\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{t}-\left(|\mathfrak{u}|^{2}\right)_{y_{3}} & =0 . \tag{3.8}
\end{align*}
$$

Differentiating (3.6) in $y_{1}$, (3.7) in $y_{2}$, and (3.8) in $y_{3}$, respectively, we obtain

$$
\begin{align*}
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{y_{1} t}-\left(|\mathfrak{u}|^{2}\right)_{y_{1} y_{1}}=0,  \tag{3.9}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{y_{2} t}-\left(|\mathfrak{u}|^{2}\right)_{y_{2} y_{2}}=0,  \tag{3.10}\\
& \left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{y_{3} t}-\left(|\mathfrak{u}|^{2}\right)_{y_{3} y_{3}}=0 . \tag{3.11}
\end{align*}
$$

Adding (3.5), (3.9)-(3.11), it follows:

$$
\begin{equation*}
\left(|\mathfrak{u}|^{2}\right)_{t t}-\left(|\mathfrak{u}|^{2}\right)_{y_{1} y_{1}}-\left(|\mathfrak{u}|^{2}\right)_{y_{2} y_{2}}-\left(|\mathfrak{u}|^{2}\right)_{y_{3} y_{3}}=0, \tag{3.12}
\end{equation*}
$$

which proves the assertion for $w=|\mathfrak{u}|^{2}$.
To prove the assertion for $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$, we first multiply (3.1) by $\mathfrak{u}^{\dagger} \mathfrak{b}$ on the left to obtain ${ }^{\mathbb{T}}$

$$
\begin{equation*}
\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{u}_{t}-\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1} \mathfrak{u}_{y_{1}}-\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{2} \mathfrak{u}_{y_{2}}-\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{y}_{3}=-\mathfrak{i} \mathfrak{u}^{\dagger} \mathfrak{B b u} . \tag{3.13}
\end{equation*}
$$

We then apply ${ }^{\dagger}$ to (3.13) and add the resulting equation to (3.13) to obtain

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{t}-\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1} \mathfrak{u}\right)_{y_{1}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a} \mathfrak{u}\right)_{y_{2}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{u}\right)_{y_{3}}=0 . \tag{3.14}
\end{equation*}
$$

[^1]Differentiating (3.14) in $t$, we obtain

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{t t}-\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{1} \mathfrak{u}\right)_{t y_{1}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{2} \mathfrak{u}\right)_{t y_{2}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{3} \mathfrak{u}\right)_{t y_{3}}=0 . \tag{3.15}
\end{equation*}
$$

Now we multiply (3.1) by $\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1}$ to get

$$
\begin{equation*}
\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{t}-\mathfrak{u}^{\dagger} \mathfrak{b u _ { y _ { 1 } } - \mathfrak { u } ^ { \dagger } \mathfrak { b a } \mathfrak { a } _ { 1 } \mathfrak { a } _ { 2 } \mathfrak { u } _ { y _ { 2 } } - \mathfrak { u } ^ { \dagger } \mathfrak { b a } \mathfrak { a } _ { 1 } \mathfrak { a } _ { 3 } \mathfrak { u } _ { y _ { 3 } } = - i \mathfrak { u } ^ { \dagger } \mathfrak { B b a } \mathfrak { a } _ { 1 } \mathfrak { u } . . . . ~} \tag{3.16}
\end{equation*}
$$

We then apply ${ }^{\dagger}$ to (3.16) and add the resulting equation to (3.16) to obtain

$$
\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{1} \mathfrak{u}\right)_{t}-\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{y_{1}}=0,
$$

which differentiating with respect to $y_{1}$ gives

$$
\begin{equation*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{1} \mathfrak{u}\right)_{t y_{1}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{y_{1} y_{1}}=0 . \tag{3.17}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{align*}
\left(\mathfrak{u}^{\dagger} \mathfrak{b} \mathfrak{a}_{2} \mathfrak{u}\right)_{t y_{2}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{y_{2} y_{2}} & =0,  \tag{3.18}\\
\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{u}\right)_{t y_{3}}-\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{y_{3} y_{3}} & =0 . \tag{3.19}
\end{align*}
$$

Adding (3.15), (3.17)-(3.19) we then obtain (3.3) for $w=\mathfrak{u}^{\dagger} \mathfrak{b u}$, which concludes the proof.

Remark 3.1. Observe that from (3.4) at $t=0$ we obtain

$$
\begin{equation*}
\left.\left(|\mathfrak{u}|^{2}\right)_{t}\right|_{t=0}=\left.\left(\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{1} \mathfrak{u}\right)_{y_{1}}+\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{2} \mathfrak{u}\right)_{y_{2}}+\left(\mathfrak{u}^{\dagger} \mathfrak{a}_{3} \mathfrak{u}\right)_{y_{3}}\right)\right|_{t=0} . \tag{3.20}
\end{equation*}
$$

Similarly, from (3.14) at $t=0$ we obtain

$$
\begin{equation*}
\left.\left(\mathfrak{u}^{\dagger} \mathfrak{b u}\right)_{t}\right|_{t=0}=\left.\left(\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{1} \mathfrak{u}\right)_{y_{1}}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a _ { 2 }} \mathfrak{u}\right)_{y_{2}}+\left(\mathfrak{u}^{\dagger} \mathfrak{b a} \mathfrak{a}_{3} \mathfrak{u}\right)_{y_{3}}\right)\right|_{t=0} . \tag{3.21}
\end{equation*}
$$

The right-hand sides of both (3.20) and (3.21) are known from $\mathfrak{u}(0, x)$. In particular, $\mathfrak{U}:=\mathfrak{u}^{\dagger} \mathfrak{u} I_{4}-\mathfrak{u}^{\dagger} \mathfrak{b u b}$ is also totally determined by $\mathfrak{u}(0, x)$.

## 4 The model for the SW-LW interaction with relativistic fluid flows

We propose the following simplified model for the interaction of short waves described by the massless Thirring model (3.1) and long waves governed by the relativistic Euler equations (2.2), with

$$
\begin{equation*}
V(t, y):=\kappa \vartheta_{(r e)}(t, y), \quad \vartheta_{(r e)}(t, y):=\frac{1}{\rho_{(r e)} \circ Y^{-1}(t, y)} \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
F(t, x):=\frac{\alpha}{\rho_{(r e)}(t, x)} \nabla_{x}\left(|\mathfrak{u} \circ \Upsilon(t, x)|^{2}\right), \tag{4.2}
\end{equation*}
$$

where $Y^{-1}(t, y)=(t, x(t, y))$ is the inverse mapping of the Lagrangian transformation, $\kappa, \alpha$ are given positive constants. $\vartheta_{(r e)}(t, y)$ is called the relativistic specific volume.

We then arrive at the following simplified model for the relativistic short wave-long wave interaction for the relativistic Euler equations:

$$
\begin{align*}
& \partial_{t} \mathfrak{u}-\mathfrak{a}_{1} \partial_{y_{1}} \mathfrak{u}-\mathfrak{a}_{2} \partial_{y_{2}} \mathfrak{u}-\mathfrak{a}_{3} \partial_{y_{3}} \mathfrak{u}=-i\left(\lambda \mathfrak{U}(t, y)+\kappa \vartheta_{(r e)}(t, y) I_{4}\right) \mathfrak{u},  \tag{4.3a}\\
& \partial_{t} \rho_{(r e)}+\nabla_{x} \cdot\left(\rho_{(r e)} u_{(r e)}\right)=0,  \tag{4.3b}\\
& \partial_{t}\left(\rho_{(r e)} u_{(r e)}\right)+\nabla_{x} \cdot\left(\rho_{(r e)} u_{(r e)} \otimes u_{(r e)}+\tilde{P}+p I_{3}\right)=\alpha \nabla_{x}\left(|\mathfrak{u} \circ Y(t, x)|^{2}\right), \tag{4.3c}
\end{align*}
$$

where $(t, y)$ in (4.3a) are the Lagrangian coordinates of the fluid defined in (2.7) and (2.8). It is also useful to have the above system written in the original dependent variables

$$
\begin{align*}
& \partial_{t} \mathfrak{u}-\mathfrak{a}_{1} \partial_{y_{1}} \mathfrak{u}-\mathfrak{a}_{2} \partial_{y_{2}} \mathfrak{u}-\mathfrak{a}_{3} \partial_{y_{3}} \mathfrak{u}=-i\left(\lambda \mathfrak{U}(t, y)+\kappa \vartheta_{(r e)}(t, y) I_{4}\right) \mathfrak{u}, \\
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}}-\epsilon^{2} p\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{k}\right)=0, \\
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j}\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j} u_{k}+p \delta_{j k}\right)  \tag{4.4}\\
= & \alpha \partial_{x_{j}}\left(|\mathfrak{u} \circ Y(t, x)|^{2}\right), \quad j=1,2,3 .
\end{align*}
$$

## 5 Short time smooth solutions for a regularized model

The short time existence of smooth solutions to the Cauchy problem for the relativistic Euler equations in several space variables (1.1) was addressed in a number of papers starting with $[19,20]$ and then $[18,21]$, among others. We will consider particularly here the article [20]. The latter establishes a symmetrization of (1.1) based on the determination of a strictly convex entropy $\eta$ for (1.1) through an application of a theorem by Godunov [13]. The referred theorem in [13] establishes that, for a hyperbolic system in the dependent variable $w \in \mathbb{R}^{m}$, endowed with a strictly convex entropy $\eta$, the change of dependent variables $w \mapsto v=\nabla_{w} \eta(w)$, transforms the system in a hyperbolic symmetric system to which the local existence theory of a local in time smooth solution in [15] applies.

Unfortunately, the system (4.4) has a serious imbalance. Indeed, from the analysis of the deformation gradient in, e.g. [12] (see also [11]) we know that the
regularity of the gradient on right-hand side is compatible with that of $\nabla_{x} u_{(r e)}$. Since the equation itself only involves the derivatives of $u_{(r e)}$ up to the first order this leaves us with a very challenging problem. This is different from the situation in, for instance, [12] and [11], where the long waves are described by the NavierStokes equations which is a parabolic system, not a first order hyperbolic system as in the present situation. The situation here is also different from the one in [8], where one-dimensional models are considered that are implicitly or explicitly written in Lagrangian coordinates, in which case we can take the write-hand side as part of the flux function of the hyperbolic conservation law.

As a way to remedy the regularity imbalance commented above, here, as a palliative to this problem, we consider the following regularization of (4.4):

$$
\begin{align*}
& \partial_{t} \mathfrak{u}-\mathfrak{a}_{1} \partial_{y_{1}} \mathfrak{u}-\mathfrak{a}_{2} \partial_{y_{2}} \mathfrak{u}-\mathfrak{a}_{3} \partial_{y_{3}} \mathfrak{u}=-i\left(\lambda \mathfrak{U}(t, y)+\kappa \vartheta_{(r e)}(t, y) I_{4}\right) \mathfrak{u}, \\
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}}-\epsilon^{2} p\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{k}\right)=0, \\
& \partial_{t}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j}\right)+\sum_{k=1}^{3} \partial_{x_{k}}\left(\frac{\rho+\epsilon^{2} p}{1-\epsilon^{2}|u|^{2}} u_{j} u_{k}+p \delta_{j k}\right)  \tag{5.1}\\
= & \alpha \partial_{x_{j}}\left(\zeta_{\delta} *|\mathfrak{u} \circ Y(t, x)|^{2}\right), \quad j=1,2,3,
\end{align*}
$$

where we regularize the right-hand side of (4.4) with a mollifier $\zeta_{\delta}(x)=\delta^{-3} \zeta\left(\delta^{-1} x\right)$, for some $\zeta \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right), \zeta \geq 0$, and $\int_{\mathbb{R}^{3}} \zeta(x) d x=1$, for $\delta>0$.

Let us pose the following initial conditions for (5.1):

$$
\begin{align*}
& \left.\mathfrak{u}\right|_{t=0}=\mathfrak{u}_{0}(x), \\
& \left.\rho\right|_{t=0}=\rho_{0}(x),  \tag{5.2}\\
& \left.u_{i}\right|_{t=0}=u_{0 i}(x), \quad i=1,2,3 .
\end{align*}
$$

We adopt assumptions for the relativistic Euler equations as in [20]. Let $0 \leq \rho_{*}<$ $\rho^{*} \leq \infty$. As in [20], we assume

$$
\begin{align*}
& p(\rho) \in C^{\infty}\left(\rho_{*}, \rho^{*}\right) \\
& p(\rho)>0, \quad 0<p^{\prime}(\rho)<c^{2}=\epsilon^{-2} \quad \text { for } \quad \rho \in\left(\rho_{*}, \rho^{*}\right) \tag{5.3}
\end{align*}
$$

We have the following local in time existence and uniqueness of smooth solution for (5.1)-(5.2). Here, for simplicity, we avoid the use of uniformly local Sobolev spaces as in [15,20].

Theorem 5.1. Assume (5.3) for $p$. Suppose the initial data $\mathfrak{u}_{0}$, and $\left(u_{01}, u_{02}, u_{03}\right)$ belong to $H^{s}\left(\mathbb{R}^{3}\right)$ and $\rho_{0}-\rho_{\infty} \in H^{s}\left(\mathbb{R}^{3}\right)$, for some $\rho_{\infty} \in\left(\rho_{*}, \rho^{*}\right), s>5 / 2$, and that there exist a positive constant $\delta$ sufficiently small so that

$$
\begin{align*}
& \rho_{*}+\delta \leq \rho_{0}(x) \leq \rho^{*}-\delta,  \tag{5.4}\\
& \left|u_{0}\right|^{2}(x)=u_{01}^{2}(x)+u_{02}^{2}(x)+u_{03}^{2}(x) \leq(1-\delta) c^{2} \tag{5.5}
\end{align*}
$$

for all $x \in \mathbb{R}^{3}$. Then, the Cauchy problem (5.1)-(5.2) has a unique solution

$$
\begin{equation*}
\left(\mathfrak{u}, \rho-\rho_{\infty}, u\right) \in L^{\infty}\left(0, T ; H^{s}\right) \cap C\left([0, T] ; H^{s-1}\right) \tag{5.6}
\end{equation*}
$$

with $\rho_{*}<\rho(t, x)<\rho^{*}$ and $|u|^{2}(t, x)<c^{2}$. Here $T>0$ depends only on $\delta$ and the $H^{s}$-norm of $\left(\mathfrak{u}_{0}, \rho_{0}-\rho_{\infty}, u_{0}\right)$.

Proof. The proof proceeds through the following arguments. We use the symmetrization found in [20] in order to transform the left-hand side of (5.1) into the form

$$
\begin{equation*}
\mathcal{L}(V)=a_{0}(V) \partial_{t} V(t)+\sum_{j=1}^{3} a_{j}(V) \partial_{x_{j}} V(t), \tag{5.7}
\end{equation*}
$$

where $a_{0}, a_{j}, j=1,2,3$, are $4 \times 4$ symmetric matrices, with $a_{0}$ positive definite. The right-hand side of (5.1) can be seen as a functional $\mathcal{R}(V)$ on $C\left([0, T] ; H^{s}\left(\mathbb{R}^{3} ; \mathbb{R}^{4}\right)\right)$ into itself in the following way. Given $V \in C\left([0, T] ; H^{s}\left(\mathbb{R}^{3} ; \mathbb{R}^{4}\right)\right)$, we may obtain the corresponding $\left(\rho^{V}, u^{V}\right)$ and then the corresponding $u_{(r e)}{ }^{V}$, from which we can define the Lagrangian transformation $Y^{V}$ as in Section 2. Then, we obtain $|\mathfrak{u}|^{2}$ in the coordinates $(t, y)$ using Theorem 3.1 and Remark 3.1, solving the wave equation with initial data $\left|\mathfrak{u}_{0}\right|^{2}$ and (3.20). This way we obtain $\left|\mathfrak{u} \circ Y^{V}\right|^{2}$, and so $\zeta_{\delta} *\left|\mathfrak{u} \circ Y^{V}\right|^{2}$, and we define

$$
\mathcal{R}[V](t)=\binom{0}{\nabla_{x} \zeta_{\delta} *\left|\mathfrak{u} \circ Y^{V}(t)\right|^{2}} .
$$

By the regularity properties of the Lagrangian transformation obtained, e.g. in $[11,12], \mathcal{R}$ maps $C\left([0, T] ; H^{s}\left(\mathbb{R}^{3} ; \mathbb{R}^{4}\right)\right)$ into itself. So we arrive at the $4 \times 4$ symmetric system

$$
\begin{equation*}
a_{0}(V) \partial_{t} V(t)+\sum_{j=1}^{3} a_{j}(V) \partial_{x_{j}} V(t)=\mathcal{R}[V](t) \tag{5.8}
\end{equation*}
$$

This system does not entirely fall into the form of ( $\mathrm{Q}^{\prime}$ ) in [15], since the right-hand side is not of the form $F(t)[u(t)]$ as the right-hand side of ( $\mathrm{Q}^{\prime}$ ) in [15], which is
defined, for each $t \in[0, T]$, as a function on a subset $D$ of $H^{s}\left(\mathbb{R}^{3} ; P\right)$ where $P=\mathbb{R}^{4}$ here. Nevertheless, the fixed point argument in [15] may be easily adapted to the present situation by the following reason. As in [15, p. 198], let us consider the map $\Phi$, over which the fixed point argument is carried out. Following the same arguments in [15], we can prove, by arguments similar to those employed in [15, Lemma 4.4], that $\Phi$ maps $S$ into itself, if $L^{\prime}$ and $T^{\prime}$ are appropriately chosen, where $S$ is the set of functions from $\left[0, T^{\prime}\right]$ to $H^{s}\left(\mathbb{R}^{3} ; \mathbb{R}^{4}\right)$, Lipschitz continuous in time in the $H^{s-1}$-norm, with Lipschitz constant $L^{\prime}$, defined in [15, p. 195]. Having that at hand we may conclude the fixed point argument as in [15]. The key difference here, as compared with [15], lies in the proof of the estimate $\left\|f^{v}(t)-f^{w}(t)\right\| \leq$ $\mu d(v, w)$ in [15, Lemma 4.5], which here would translate into

$$
\begin{equation*}
\|\mathcal{R}[V](t)-\mathcal{R}[W](t)\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq C \sup _{t \in[0, T]}\|V(t)-W(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)} \tag{5.9}
\end{equation*}
$$

for some constant $C>0$. To prove (5.9) we first note that, by Young's inequality for convolutions, the left-hand side is bounded by

$$
C\left\|\left|\mathfrak{u}\left(t, y^{V}(t, \cdot)\right)\right|^{2}-\left|\mathfrak{u}\left(t, y^{W}(t, \cdot)\right)\right|^{2}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}
$$

for some constant $C>0$, which may vary along this proof. Now, since $|\mathfrak{u}(t, y)|^{2}$ is the solution of the wave equation with smooth initial data by Theorem 3.1, and Remark 3.1, the above quantity is bounded by

$$
C\left\|y^{V}(t, \cdot)-y^{W}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} .
$$

Now, we argue as in [11, p. 148]. We have, from the definition of the Lagrangian coordinate,

$$
\begin{aligned}
& \partial_{t} y^{V}(t, x)+u_{(r e)}^{V}(t, x) \cdot \nabla_{x} y^{V}(t, x)=0 \\
& y^{V}(0, x):=\left(x_{1}, x_{2}, \int_{0}^{x_{3}} \rho_{(r e)}\left(0, x_{1}, x_{2}, \sigma\right) d \sigma\right)
\end{aligned}
$$

and a similar equation holds for $y^{W}(t, x)$ with the same initial condition, which does not depend on $V$ or $W$. Therefore, denoting, as in [11], $\tilde{y}(t, x)=y^{V}(t, x)-$ $y^{W}(t, x)$, we obtain that $\tilde{y}(t, x)$ satisfies

$$
\begin{aligned}
& \tilde{y}_{t}=-\left(u_{(r e)}{ }^{V}-u_{(r e)}{ }^{W}\right) \cdot \nabla_{x} y^{V}-u_{(r e)}{ }^{W} \cdot \nabla_{x} \tilde{y}, \\
& \tilde{y}(0, x)=0 .
\end{aligned}
$$

Multiplying by $\tilde{y}$ and integrating by parts (as in [11]) we obtain

$$
\frac{d}{d t} \int_{\mathbb{R}^{3}}|\tilde{y}|^{2} d x \leq C\left(\left\|\nabla y^{V}\right\|_{\infty}^{2}\left\|u_{(r e)}{ }^{V}-u_{(r e)}{ }^{W}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}+\left\|\operatorname{div} u_{(r e)}{ }^{W}\right\|_{\infty}^{2}\|\tilde{y}\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}\right),
$$

and then, using the boundedness of $\left\|\nabla_{x} y^{V}\right\|_{\infty}$ (see, e.g. [11, Eq. (2.30)], where here $u_{(r e)}$ plays the role of $u$ therein), and the time integrability of $\left\|\div u_{(r e)}{ }^{W}\right\|_{\infty}$, by Gronwall's inequality, we obtain

$$
\|\tilde{y}\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2} \leq C \sup _{t \in[0, T]}\left\|u_{(r e)} V(t)-u_{(r e)}^{W}(t)\right\|_{L^{2}\left(\mathbb{R}^{3}\right)^{\prime}}
$$

from which, using the fact that $\left(\rho_{(r e)}, u_{(r e)}\right) \mapsto(\rho, u)$ and $(\rho, u) \mapsto V$ are local biLipschitz diffeomorphisms, (5.9) follows. Thus, we prove as in [15, Lemma 4.5] that the map which here corresponds to $\Phi$ therein is a contraction map of $S$ endowed with the metric

$$
d(V, W)=\sup _{0 \leq t \leq T^{\prime}}\|V(t)-W(t)\|_{L^{2}\left(\mathbb{R}^{3}\right)}
$$

if $T^{\prime}$ is sufficiently small.
Once we have obtained the solution of (5.8), from $V(t)$ and the relativistic Lagrangian transformation $Y$ we get $\vartheta_{(r e)}(t, y)$ and from Theorem 3.1 we also obtain $\mathfrak{U}$ from the initial data (see also Remark 3.1, (3.20) and (3.21)). Therefore, the Dirac equation in (5.1) reduces to a linear equation with a right-hand side of the form $-i \mathfrak{B}(t, y) \mathfrak{u}$, with $\mathfrak{B}(t, y)$ known, satisfying the hypotheses of Theorem 3.1, whose solution is standard.

Uniqueness follows first from the uniqueness of the fixed point of a contraction, second from the uniqueness of the smooth solution of the Cauchy problem for a linear Dirac equation. This completes the proof.

Remark 5.1. It can be seen, by checking the arguments above and in [15], that when $\delta \sim \alpha \rightarrow 0$, the local in time solution given by Theorem 5.1 converges to the local in time smooth solution of the relativistic Euler equation obtained in [20], together with a smooth solution of the $(1+3)$-dimensional Thirring model nonlinear Dirac equation with a potential proportional to the relativistic specific volume. It is very interesting the fact that in this limit system short waves and long waves are still coupled, not only through the Lagrangian coordinates, but also through the relativistic specific volume in the Dirac equation!

## Acknowledgements

J.-P. Dias gratefully acknowledges the support from FCT (Fundação para a Ciência e a Tecnologia) under the Project UIDB/04561/2020. H. Frid gratefully acknowledges the support from CNPq, through Grant proc. 305097/2019-9, and FAPERJ, through Grant proc. E-26/202.900-2017.

## References

[1] A. Bachelot, Global existence of large amplitude solutions for nonlinear massless Dirac equation, Port. Math. 46 (1989), 455-473.
[2] Y. Brenier, Hydrodynamic structure of the augmented Born-Infeld equations, Arch. Ration. Mech. Anal. 172 (2004), 65-91.
[3] T. Candy, Global existence for an $L^{2}$ critical nonlinear Dirac equation in one dimension, Adv. Differential Equations 16(7-8) (2011), 643-666.
[4] T. Candy and S. Herr, On the Majorana condition for nonlinear Dirac systems, Ann. I. H. Poincaré - AN 35(6) (2018), 1707-1717.
[5] J. M. Chadam and R. T. Glassey, On certain global solutions for the (classical) coupled Klein-Gordon-Dirac equations in one and three space dimensions, Arch. Ration. Mech. Anal. 54 (1974), 223-237.
[6] V. Delgado, Global solutions of the Cauchy problem for the (classical) coupled MaxwellDirac and other nonlinear Dirac equations in one space dimension, Proc. Amer. Math. Soc. 69(2) (1978), 289-296.
[7] J.-P. Dias and M. Figueira, Time decay for the solutions of a nonlinear Dirac equation in one space dimension, Ric. Mat. 35(2) (1986), 309-316.
[8] J.-P. Dias and H. Frid, Short wave-long wave interactions for compressible Navier-Stokes equations, SIAM J. Math. Anal. 43 (2011), 764-787.
[9] J.-P. Dias and H. Frid, Short wave-long wave interactions in the relativistic context, Commun. Math. Anal. Appl. 1(2) (2022), 263-284.
[10] P. A. M. Dirac, The Principles of Quantum Mechanics, Clarendon Press, 1958.
[11] H. Frid, D. R. Marroquin, and J. F. C. Nariyoshi, Global smooth solutions with large data for a system modeling aurora type phenomena in the 2-torus, SIAM J. Math. Anal. 53(1) (2021), 1122-1167.
[12] H. Frid, R. Pan, and W. Zhang, Global smooth solutions in $\mathbb{R}^{3}$ to short wave-long wave interactions systems for viscous compressible fluids, SIAM J. Math. Anal. 46(3) (2014), 1946-1968.
[13] S. K. Godunov, An interesting class of quasi-linear systems, Dokl. Acad. Nauk SSSR 139 (1961), 521-523.
[14] S. Huo and C. Wei, Classical solutions to relativistic Burgers equations in FLRW spacetimes, Sci. China Math. 63(2) (2020), 357-370.
[15] T. Kato, The Cauchy problem for quasi-linear symmetric hyperbolic systems, Arch. Ration. Mech. Anal. 58 (1975), 181-205.
[16] E. A. Kuznetsov and A. V. Mikhailov, On the complete integrability of the twodimensional classical Thirring model, Theoret. and Math. Phys. 30 (1977), 193-200.
[17] P. LeFloch, H. Makhlof, and B. Okutmustur, Relativistic Burgers equations on curved spacetimes. Derivation and finite volume approximation, SIAM J. Numer. Anal. 50(4) (2012), 2136-2158.
[18] P. LeFloch and S. Ukai, A symmetrization of the Euler relativistic equations with several spatial variables, Kinet. Relat. Models 2(2) (2009), 275-292.
[19] T. Makino and S. Ukai, Local smooth solutions of the relativistic Euler equation, J. Math. Kyoto Univ. 35(1) (1995), 105-114.
[20] T. Makino and S. Ukai, Local smooth solutions to the relativistic Euler equation, II, Kodai Math. J. 18 (1995), 355-375.
[21] R. Pan and J. A. Smoller, Blowup of smooth solutions for relativistic Euler equations, Comm. Math. Phys. 262 (2006), 729-755.
[22] W. Thirring, A soluble relativistic field theory, Ann. Physics 3 (1958), 91-112.


[^0]:    *Corresponding author. Email addresses: jpdias@fc.ul.pt (J.-P. Dias), hermano.frid@usp.br (H. Frid)

[^1]:    ${ }^{\mathbb{I}}$ Unfortunately, in [9], from the next equation up to the final one of the proof of this assertion, the signs of the terms with spatial derivatives appear as + instead of - , due to a misprint.

