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#### Abstract

This paper explores the possibilities of very simple analysis on derivation of spiral regions for a single segment of cubic function matching positional, tangential, and curvature end conditions. Spirals are curves of monotone curvature with constant sign and have the potential advantage that the minimum and maximum curvature exists at their end points. Therefore, spirals are free from singularities, inflection points, and local curvature extrema. These properties make the study of spiral segments an interesting problem both in practical and aesthetic applications, like highway or railway designing or the path planning of non-holonomic mobile robots. Our main contribution is to simplify the procedure of existence methods while keeping it stable and providing flexile constraints for easy applications of spiral segments.
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## 1. Introduction

The research and development in the area of path planning include theoretical and practical aspects of geometric modeling approaches. Fair path planning is one of the fundamental problems, with numerous applications in the fields of science, engineering and technology such as highway or railway route designing, networks, robotics, GIS, navigation, CAD systems, collision detection and avoidance, animation, environmental design, communications, image processing, digital data compression, gear designing, and other disciplines $[4,15]$. One of the main approaches to path planning is through the use of spline and spiral functions.

[^0]In path planning it is often required to have a planar transition curve of J -shaped (between straight line and circle), U-shaped (between two straight lines), C-shaped (between two circles), and an S-shaped (between two circles) [6,7,9,18]. Planer spirals have monotonic curvature with constant sign, therefore such segments are free from singularities, inflection points, and curvature extrema. It is considered desirable to have such a curve in satellite path planning, highway or railway route designing, GIS, or non-holonomic (carlike) robot path planning [13,14]. In curve and surface design, it is mostly required to have a spiral curve of $G^{2}$ contact matching Hermite conditions, i.e., under the fixed positional, tangential, and curvature end conditions. These properties make spiral curves important for both physical [4] and aesthetic applications [1].

Dietz and Piper [2] have numerically computed values to aid in adjusting the selection of control points with the help of tables for building cubic spiral curve matching $G^{2}$ Hermite conditions. However, their numerically obtained spiral regions would become smaller or even empty as the tangent angles at end points become relatively equal. An extension of this method is discussed in [3] by using rational cubic function. Their method gives more spiral regions but the case of relatively equal tangent angles is not discussed. Further, another case of a very small tangent angle at start point leads to a spike near end point in their scheme.

Recently, Habib and Sakai [10] used rational cubic spline to find reachable regions for the spiral segment matching $G^{2}$ Hermite conditions. In their method, spiral conditions are derived on the whole segment by using derivative of curvature of polynomial. A free parameter is used to find the admissible region for a spiral segment with respect to the curvatures at its endpoints under the fixed positional and tangential end conditions. Although their method is stable and preserving all the geometric features to overcome the problems in $[2,3]$ but the analysis on finding the spiral regions is computationally very expensive (of degree 12 of derivative of curvature) due to the rational form of cubic polynomial.

This paper extends and simplifies the analysis of $[2,3,8,10,16,17]$ by using a single segment of cubic Bézier function for a C-shaped spiral segment matching $G^{2}$ Hermite end conditions. Our main contribution is the achievement of almost the same spiral regions by using a cubic polynomial in non-rational form. Computational cost of finding spiral regions is also very low because the degree of derivative of its curvature is just five (instead of twelve). Since spiral conditions are derived on the whole segment, our proposed method is stable and there is no fear of spiking phenomenon of non-monotone curvature.

## 2. Background

### 2.1. Notations and conventions

The usual Cartesian co-ordinate system is presumed. Boldface is used for points and vectors, e.g.,

$$
\begin{equation*}
\boldsymbol{a}=\binom{a_{x}}{a_{y}} \tag{2.1}
\end{equation*}
$$

The Euclidean norm or length of a vector $\boldsymbol{a}$ is denoted by the notation

$$
\begin{equation*}
\|\boldsymbol{a}\|=\sqrt{a_{x}^{2}+a_{y}^{2}} . \tag{2.2}
\end{equation*}
$$

The positive angle of a vector $\boldsymbol{a}$ is the counter-clockwise angle from the vector $(1,0)$ to $\boldsymbol{a}$. The derivative of a function $f$ is denoted by $f^{\prime}$. To aid concise writing of mathematical expressions, the symbol $\times$ is used to denote the signed $z$-component of the usual threedimensional cross-product of two vectors in the $x y$ plane, e.g.

$$
\begin{equation*}
\boldsymbol{a} \times \boldsymbol{b}=a_{x} b_{y}-a_{y} b_{x}=\|\boldsymbol{a}\|\|\boldsymbol{b}\| \sin \theta, \tag{2.3}
\end{equation*}
$$

where $\theta$ is the counterclockwise angle from $\boldsymbol{a}$ to $\boldsymbol{b}$. The signed curvature of a parametric curve $\boldsymbol{P}(t)$ in the plane is

$$
\begin{equation*}
\kappa(t)=\frac{\boldsymbol{P}^{\prime}(t) \times \boldsymbol{P}^{\prime \prime}(t)}{\left\|\boldsymbol{P}^{\prime}(t)\right\|^{3}}, \tag{2.4}
\end{equation*}
$$

when $\left\|\boldsymbol{P}^{\prime}(t)\right\|$ is non-zero. The derivative of curvature in (2.4) yields

$$
\begin{equation*}
\kappa^{\prime}(t)=\frac{\phi(t)}{\left\|P^{\prime}(t)\right\|^{5}} \tag{2.5}
\end{equation*}
$$

where

$$
\phi(t)=\left\|\boldsymbol{P}^{\prime}(t)\right\|^{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\{\boldsymbol{P}^{\prime}(t) \times \boldsymbol{P}^{\prime \prime}(t)\right\}-3\left\{\boldsymbol{P}^{\prime}(t) \times \boldsymbol{P}^{\prime \prime}(t)\right\}\left\{\boldsymbol{P}^{\prime}(t) \cdot \boldsymbol{P}^{\prime \prime}(t)\right\} .
$$

Descartes rule of signs ( [12], pp. 439-443) is a technique for determining the number of positive or negative real roots of a polynomial. It is first described by Rene Descartes as "If the terms of a single-variable polynomial with real coefficients are ordered by descending variable exponent, then the number of positive roots of the polynomial is either equal to the number of sign differences between consecutive nonzero coefficients, or less than it by a multiple of 2 ."

The term 'spiral' refers to a curved line segment whose curvature varies monotonically with constant sign. In other words a curve segment with monotonically increasing curvature $\kappa(t)$ qualifies as a spiral if

$$
\begin{equation*}
\kappa(t) \geq 0, \quad \kappa^{\prime}(t) \geq 0 \tag{2.6}
\end{equation*}
$$

According to Kneser's theorem [5] any circle of curvature of a spiral arc contains every smaller circle of curvature of the arc in its interior and in its turn is contained in the interior of every circle of curvature of greater radius. So two distinct circles of curvature of a spiral arc never intersect and we cannot find the transition curve with a single spiral segment between two intersecting circles.

Conventional $G^{2}$ Hermite data are two points, unit vectors at those two points, and signed curvatures at those two points. A $G^{2}$ point of contact of two curves is a point where the two curves meet and where their unit tangent vectors and signed curvatures match.

## 3. Description of method

If a cubic spiral is to exist satisfying given positional, tangential, and curvature end conditions, necessarily, some cubic polynomial must exist which satisfies these end conditions, i.e., $G^{2}$ Hermite end conditions. Naturally the question arises whether or not it is without any internal curvature extrema. We first normalize the given data and then use Descartes rule of signs on derivative of curvature of cubic function to find sufficient conditions for the spiral curve.

A cubic Bézier curve has eight degrees of freedom in the interval $t \in[0,1]$, and is represented as

$$
\begin{equation*}
\boldsymbol{P}(t)=(1-t)^{3} \boldsymbol{p}_{0}+3 t(1-t)^{2} \boldsymbol{p}_{1}+3 t^{2}(1-t) \boldsymbol{p}_{2}+t^{3} \boldsymbol{p}_{3} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{p}_{i}, i=0, \cdots, 3$, be the four distinct control points, shown as small disks in Fig. 1.
First we normalize the given $G^{2}$ Hermite data by transformation according to Fig. 1. We assume throughout this paper that the end points of Bézier spiral are $\boldsymbol{p}_{0}=(-1,0)$ and $\boldsymbol{p}_{3}=(1,0)$. As Bézier polynomials have affine invariance properties, this condition will not cause any loss of generality. Tangential end conditions for the cubic curve are represented as angles $\phi_{0}$ and $\phi_{1}$. As shown in Fig. 1, the tangent lines for the cubic curve at $t=0$ and $t=1$, and the horizontal axes form a triangle with angles $\phi_{0}$ and $\phi_{1}$ at the start and end points of curve respectively. Parametric spirals may be of increasing or decreasing curvature with the change of direction of parametrization. Without loss of generality, we can impose the condition on tangent angles: $0<\phi_{0}<\phi_{1}<\pi / 2$, for the cubic segment of increasing curvature for increasing values of parameter $t$.

As in [2], lengths of the lower left and right hand sides of the triangle in Fig. 1 are

$$
d_{0}=\frac{2 \sin \phi_{1}}{\sin \left(\phi_{0}+\phi_{1}\right)}, \quad d_{1}=\frac{2 \sin \phi_{0}}{\sin \left(\phi_{0}+\phi_{1}\right)},
$$



Figure 1: A cubic Bézier spiral transition between two circles with given end points, tangents, and curvatures.
respectively. Then the curvature end conditions are represented as $\kappa(0)$ and $\kappa(1)$ and are given in terms of the ratios

$$
\begin{equation*}
f_{0}=\frac{\left\|\boldsymbol{P}^{\prime}(0)\right\|}{d_{0}}, \quad f_{1}=\frac{\left\|\boldsymbol{P}^{\prime}(1)\right\|}{d_{1}} \tag{3.2}
\end{equation*}
$$

Two control points $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{2}$ can be expressed in terms of $f_{0}, f_{1}, \phi_{0}$, and $\phi_{1}$ as

$$
\begin{equation*}
\boldsymbol{p}_{1}=p_{0}+\frac{d_{0} f_{0}}{3}\left(\cos \phi_{0},-\sin \phi_{0}\right), \quad \boldsymbol{p}_{2}=\boldsymbol{p}_{3}-\frac{d_{1} f_{1}}{3}\left(\cos \phi_{1}, \sin \phi_{1}\right) \tag{3.3}
\end{equation*}
$$

Therefore, from the formula of curvature in (2.4), the relations between parameters $\left(f_{0}, f_{1}\right)$ and curvatures at end points $\left(\kappa_{0}, \kappa_{1}\right)$ are given by

$$
\begin{equation*}
\kappa(0)=\frac{4\left(3-f_{1}\right) \sin \phi_{0}}{f_{0}^{2} d_{0}^{2}}, \quad \kappa(1)=\frac{4\left(3-f_{0}\right) \sin \phi_{1}}{f_{1}^{2} d_{1}^{2}} \tag{3.4}
\end{equation*}
$$

Next we impose the spiral conditions to guarantee the absence of any internal curvature extremum in the transition curve defined in (3.1) on the whole segment, i.e., the derivative of curvature $\kappa^{\prime}(t)$, defined in (2.5), has no zero on [0,1]. First spiral condition in (2.6) can be achieved if both $f_{0}$ and $f_{1}$ are constrained to be between 0 and 3 , then the parametric cubic spiral will be free from inflection points. For convexity, this fact and the angle restriction are necessary [2]. For the second spiral condition in (2.6), first we introduce a new parameter $s$ to simplify the condition $s \geq 0$ instead of $t \in[0,1]$. Therefore the derivative of curvature $\kappa^{\prime}(t)$ (of degree 5 for our cubic case) for $t=1 /(1+s)$ yields

$$
\begin{equation*}
\left\|\boldsymbol{P}^{\prime}(t)\right\|^{5} \kappa^{\prime}(t)=\frac{12 d_{0} d_{1}}{(1+s)^{5}} \sum_{i=0}^{5} H_{i}\left(f_{0}, f_{1} ; \phi_{0}, \phi_{1}\right) s^{i} \tag{3.5}
\end{equation*}
$$

where $H_{i}, i=0, \cdots, 5$ are expressed in symmetric functions as

$$
\left.\begin{array}{l}
H_{0}\left[f_{0}, f_{1} ; \phi_{0}, \phi_{1}\right]=f_{1}^{2} d_{1}\left\{\left(9-f_{0}^{2}-10 f_{1}+3 f_{0} f_{1}\right) \sin \phi_{0}+\left(f_{0}-3\right)^{2} \sin \left(\phi_{0}+2 \phi_{1}\right)\right\}, \\
H_{1}\left[f_{0}, f_{1} ; \phi_{0}, \phi_{1}\right]=2 f_{1}\left[2 \sin \phi_{0} \cos \phi_{1}\left(f_{0}-3\right)\left(2 f_{0}^{2}+17 f_{1}-7 f_{0} f_{1}-18\right)\right. \\
\\
\quad-\frac{d_{1} \sin \phi_{0}}{2}\left\{\left(f_{0}-3\right)\left(4 f_{0}^{2}-14 f_{0} f_{1}\right)+f_{1}^{2}\left(9 f_{0}-22\right)\right\} \\
\left.\quad-4 \cos \phi_{0} \sin \phi_{1}\left(f_{0}-3\right)^{3}\right],
\end{array} \begin{array}{r}
H_{2}\left[f_{0}, f_{1} ; \phi_{0}, \phi_{1}\right]=4 f_{1}\left[\sin \phi_{0} \cos \phi_{1}\left\{6\left(2 f_{1}-3\right)+f_{0}\left(15-32 f_{1}\right)+f_{0}^{2}\left(12-5 f_{0}+10 f_{1}\right)\right\}\right. \\
\quad+\frac{d_{1} \sin \phi_{0}}{2}\left\{5 f_{0}^{3}-2 f_{1}^{2}-2 f_{0}^{2}\left(6+5 f_{1}\right)+f_{0} f_{1}\left(12+5 f_{1}\right)\right\} \\
\left.\cos \phi_{0} \sin \phi_{1}\left(f_{0}-3\right)^{2}\left(5 f_{0}-2\right)\right],
\end{array}\right\}
$$

Since $d_{0}, d_{1}, \phi_{0}$, and $\phi_{1}$ come from the given $G^{1}$ part of the $G^{2}$ Hermite data (so are known), therefore two free parameters $f_{0}$, and $f_{1}$ allow us to match the given $G^{2}$ Hermite
data. For the spiral curve matching $G^{2}$ Hermite conditions, we need to find out the ranges of the ratios $f_{0}$ and $f_{1}$ (called spiral regions) for which the right hand side of expression in (3.5) remains non-negative, necessary to satisfy the second spiral condition in (2.6). Following theorem establishes the sufficient spiral condition on ( $f_{0}, f_{1}, \phi_{0}, \phi_{1}$ ).
Theorem 3.1. A cubic Bézier curve of the form (3.1) is a spiral segment if

$$
\begin{equation*}
H_{i} \geq 0(i=0,2,3,5), \quad H_{1}+2 \sqrt{H_{0} H_{2}} \geq 0, \quad H_{4}+2 \sqrt{H_{3} H_{5}} \geq 0 \tag{3.6}
\end{equation*}
$$

Proof. Due to the fact:

$$
\begin{aligned}
a+b x+c x^{2} & \geq a+2 \sqrt{a c} x+c x^{2} \\
& =(\sqrt{a}+\sqrt{c} x)^{2}
\end{aligned}
$$

the conditions established in (3.6) are sufficient.


Figure 2: Spiral regions with respect to curvatures at the endpoints.
The algebraically simple parameters ( $f_{0}, f_{1}$ ) do not give direct information on how to match or approximate given curvature values at the endpoints. We consider the problem of finding useful approximation to the admissible set of endpoint curvatures ( $\kappa_{0}, \kappa_{1}$ ) for a cubic spiral curve under the fixed positional and tangential end conditions. Derivation of spiral regions in ( $\kappa_{0}, \kappa_{1}$ ) curvature space is given in Appendix A for readers. Our approach is almost similar to the analysis for the rational cubic case discussed in [10].

Necessary conditions for cubic spirals can be obtained from the discriminant of $g\left(f_{0}\right)$ in (A.4) and the fact that the osculating circle at the endpoint $p_{3}$ is completely inside the osculating circle at the start point $\boldsymbol{p}_{0}$. These conditions are discussed in [2,3,10], and provide lower boundaries of the region in which any spiral segment may be achieved. These boundaries are shown by dark solid hyperbolas in Fig. 2.

### 3.1. Numerical determination of spiral regions

In this section some numerical examples, with given tangent angles are considered for the spiral regions with respect to curvatures at the endpoints. These spiral regions are
shown in Fig. 2 with the gray shades. We have considered the following cases.
Case 1. $\left(\phi_{0}, \phi_{1}\right)=(0.7,1.4)$ : Spiral region is shown in Fig. 2(a).
Case 2. $\left(\phi_{0}, \phi_{1}\right)=(0.1,1.5)$ : This is the case when the tangent angle at start point becomes very small. As a result curvature at start point also becomes very small. Spiral region is shown in Fig. 2(b).
Case 3. $\left(\phi_{0}, \phi_{1}\right)=(0.8,0.9)$ : This special case occurs when the tangent angle at start point is slightly less than the tangent angle at endpoint. As a result curvature at start point also becomes slightly less than the curvature at endpoint. Spiral region is shown in Fig. 2(c).

### 3.2. The algorithm

Based on the above analysis, we have proposed a method to construct a $G^{2}$ Hermite cubic Bézier spiral with a single segment. It is described in the following algorithm:

1. Given are endpoints, tangent directions and curvatures at endpoints.
2. Normalize the endpoints by transformation according to Fig. 1.
3. Find $f_{0}, f_{1}$ from (A.10) and (A.2), respectively.
4. Find the spiral regions from the conditions in (3.6) and (A.9).
5. If given end curvatures does not belong to the spiral region then go to the first step for other suitable combination of tangent directions and curvatures at endpoints.
6. Find the required spiral segment from (3.1) and (3.3).
7. Apply the reverse transformation to bring the spiral transition curve back to its original location.

## 4. Numerical examples

We consider the following examples of $G^{2}$ Hermite cubic Bézier spiral transitions. Their corresponding curvature plots and derivative of curvature plots are given in Fig. 3 as a verification of our claim. Data of these examples is in normalized Hermite form. As before, the endpoints of spiral segment are fixed at $p_{0}=(-1,0)$ and $p_{3}=(1,0)$, the tangent angles and curvatures at endpoints are $\left(\phi_{0}, \phi_{1}\right)$ and $\left(\kappa_{0}, \kappa_{1}\right)$, respectively.
Example 1. For $\left(\phi_{0}, \phi_{1}\right)=(0.7,1.4)$ and $\left(\kappa_{0}, \kappa_{1}\right)=(0.4,4)$. Figs. 3(a)-3(c) give illustrations of case 1 (Fig. 2(a)).

Example 2. For $\left(\phi_{0}, \phi_{1}\right)=(0.1,1.5)$ and $\left(\kappa_{0}, \kappa_{1}\right)=(0.035,100)$. Figs. 3(d)-3(f) describe the special case 2 (Fig. 2(b)). In this example, curvature at start point is very small as compared to curvature at the endpoint.

(a) A simple spiral curve with $\left(\phi_{0}, \phi_{1}\right)=(0.7,1.4),\left(\kappa_{0}, \kappa_{1}\right)=(0.4,4)$

(b) Curvature plot

(c) Derivative of curvature plot

(d) A special spiral curve with $\left(\phi_{0}, \phi_{1}\right)=(0.1,1.5),\left(\kappa_{0}, \kappa_{1}\right)=(0.035,100)$

(e) Curvature plot

(f) Derivative of curvature plot

(g) A special spiral curve with $\left(\phi_{0}, \phi_{1}\right)=(0.8,0.9),\left(\kappa_{0}, \kappa_{1}\right)=(0.6,0.874)$


Figure 3: $G^{2}$ Hermite cubic Bézier spiral curves.

Example 3. For $\left(\phi_{0}, \phi_{1}\right)=(0.8,0.9)$ and $\left(\kappa_{0}, \kappa_{1}\right)=(0.6,0.874)$. Figs. $3(\mathrm{~g})-3(\mathrm{i})$ deal with case 3 (Fig. 2(c)), when curvatures at the endpoints are almost equal.

We have explored the possibilities of more simple analysis on finding the spiral regions for a single segment of cubic spline interpolation matching positional, tangential, and curvature end conditions. Our algorithm also handles the special cases successfully. For example, when the curvature at start point is much less than the curvature at endpoint. Spiral regions with respect to curvatures at the endpoints are shown as gray shade in Fig. 2(b). Similar case with same spiral region is highlighted in Fig. 7 of [3] by using rational cubic Bézier function. The difference in the range of curvatures is due to the same as in the scaling of normalized data described by Fig. 1 of this paper and that of [3]. In some cases rational cubic function used in $[3,10]$ may provide slightly larger spiral regions but this is achieved at the cost of higher computation than using a simple cubic function in (3.1).

Another special case when curvature at start point is slightly less than the curvature at endpoint, or when curvatures at both endpoints are almost equal. The spiral regions for such cases are not easy to visually detect and NVR (Non-viable region) is marked in Table 1 of [2]. An example of this case is given in Fig. 2(c) for $\left(\phi_{0}, \phi_{1}\right)=(0.8,0.9)$ used in conjunction with $\left(\kappa_{0}, \kappa_{1}\right)=(0.6,0.874)$ in Figs. $3(\mathrm{~g})-3(\mathrm{i})$. Any example similar to this case is not given in $[2,3]$.

Most of the discussion in Sections 3, 4 and 5 of [3] is on the procedure of formulating the problem of optimization of rational cubic spiral, discretization, and stability issues. The possibilities of hidden curvature extrema are minimized but could not be removed due to the analysis on discrete values of $t \in[0,1]$. Our procedure of derivation of spiral regions and finding the range of a free parameter for the spiral segment is significantly simplified due to the evaluation of the derivative of the curvature for real values of $t \in[0,1]$. Spiral conditions are computationally stable and derived on the whole segment.

Future work along this direction can be continued along various directions. For example the condition established by test is only sufficient condition and work can be done to find necessary condition for cubic Bézier spiral segments fitting Hermite conditions. Secondly, the condition of the test may be further relaxed to allow for greater flexibility by using Sylvester resultant. Finally, spiral curve matching $G^{2}$ Hermite end conditions could also be tried by using PH (Pythagorean hodograph) quintic function, introduced in $[6,7,9,11,19]$, to explore the possibilities of more larger spiral regions to allow designers a comfortable range of end tangent directions and curvatures selections. However it will increase computational cost of derivation of conditions and execution of function.
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## A. Appendix

For given end tangents and end curvature conditions, i.e., for each quadruple ( $\phi_{0}, \phi_{1}, \kappa_{0}, \kappa_{1}$ ), values of $f_{0}$ and $f_{1}$ are sought so that the system of equations in (3.4) is satisfied, and the resulting cubic function (3.1) is a spiral. To simplify the analysis, we assume

$$
\begin{equation*}
e_{0}=\frac{4 \sin \phi_{1}}{d_{1}^{2}}, \quad e_{1}=\left(\frac{\sin \phi_{0}}{\sin \phi_{1}}\right)^{3} \tag{A.1}
\end{equation*}
$$

Then first equation of (3.4) implies

$$
\begin{equation*}
f_{1}=3-\frac{\kappa_{0} f_{0}^{2}}{e_{0} e_{1}} \tag{A.2}
\end{equation*}
$$

converting the second equation of (3.4) into monic quartic form $g\left(f_{0}\right)=0$, such that

$$
\begin{equation*}
g\left(f_{0}\right)=f_{0}^{4}-c_{2} f_{0}^{2}+c_{1} f_{0}+c_{0} \tag{A.3}
\end{equation*}
$$

where

$$
c_{0}=\frac{9 e_{0}^{2} e_{1}^{2}}{\kappa_{0}^{2} \kappa_{1}}\left(\kappa_{1}-\frac{e_{0}}{3}\right), \quad c_{1}=\frac{e_{0}^{3} e_{1}^{2}}{\kappa_{0}^{2} \kappa_{1}}, \quad \text { and } \quad c_{2}=\frac{6 e_{0} e_{1}}{\kappa_{0}}
$$

are all positive for $\kappa_{1}>e_{0} / 3$ which leads to a lower bound on $\kappa_{1}$.
Next we need to find the positive real solution of $g\left(f_{0}\right)$. For this, its discriminant

$$
\begin{equation*}
D=\frac{1}{27}\left(4 \lambda^{3}-\mu^{2}\right) \tag{A.4}
\end{equation*}
$$

should be non-negative, where

$$
\begin{equation*}
\lambda=12 c_{0}+c_{2}^{2}, \quad \mu=27 c_{1}^{2}+72 c_{0} c_{2}-2 c_{2}^{3} . \tag{A.5}
\end{equation*}
$$

Further, $g\left(f_{0}\right)$ can be factorized as

$$
\begin{equation*}
g\left(f_{0}\right)=\left(f_{0}^{2}+\sqrt{p} f_{0}+q\right)\left(f_{0}^{2}-\sqrt{p} f_{0}+r\right) \tag{A.6}
\end{equation*}
$$

where

$$
\begin{equation*}
r+q=p-c_{2}, \quad r-q=\frac{c_{1}}{\sqrt{p}}, \quad q r=c_{0} \tag{A.7}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
\text { (i) } \quad q=\frac{1}{2}\left(p-c_{2}-\frac{c_{1}}{\sqrt{p}}\right) \tag{A.8a}
\end{equation*}
$$

(ii) $r=\frac{1}{2}\left(p-c_{2}+\frac{c_{1}}{\sqrt{p}}\right)$,
(iii) $p^{3}-2 c_{2} p^{2}+\left(c_{2}^{2}-4 c_{0}\right) p-c_{1}^{2}=0$.

Theorem A.1. For the conditions

$$
\begin{equation*}
D \geq 0, \quad \kappa_{1}>\frac{e_{0}}{3} \tag{A.9}
\end{equation*}
$$

the system of equations in (3.4) has a positive solution $\left(f_{0}, f_{1}\right)$, where

$$
\begin{equation*}
f_{0}=\frac{1}{2}(\sqrt{p}-\sqrt{p-4 r}) \tag{A.10}
\end{equation*}
$$

and $f_{1}$ is given by (A.2). Then the conditions in Theorem 3.1 give the spiral regions in ( $\kappa_{0}, \kappa_{1}$ ) curvature space.

Proof. From all the discussion above, we conclude that the system of equations in (3.4) can be solved by finding a positive real solution of third equation in (A.8c). By Descartes rule of signs, the cubic equation (A.8c) (iii) has at least one positive root which is

$$
\begin{equation*}
p=\frac{1}{3}\left(2 c_{2}+\eta^{1 / 3}+\lambda \eta^{-1 / 3}\right) \tag{A.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\frac{1}{2}\left(\mu+\sqrt{\mu^{2}-4 \lambda^{3}}\right) \tag{A.12}
\end{equation*}
$$

for $\lambda$ and $\mu$ given in (A.5). That $p$ can be proved positive by considering $4 \lambda^{3} \geq \mu^{2}$, and therefore by assuming $\eta=k e^{i \theta}$, for $k=\lambda^{3 / 2}, \theta \in[0, \pi]$, and by obtaining

$$
\begin{equation*}
p=\frac{2}{3}\left(c_{2}+\sqrt{\lambda} \cos \frac{\theta}{3}\right)>0 . \tag{A.13}
\end{equation*}
$$

Since $q$ and $r$ are also positive by (A.7), first factor of (A.6) has no positive root while the second has exactly two positive roots

$$
\begin{equation*}
f_{0}=\frac{1}{2}(\sqrt{p} \pm \sqrt{p-4 r}) \tag{A.14}
\end{equation*}
$$

if $\kappa_{1}>e_{0} / 3$ and $4 \lambda^{3} \geq \mu^{2}$.
In addition, we have to show that, for $f_{1}$ to be positive, at least one of the positive $f_{0}$ must belongs to $(0, u)$ by (A.2). Since

$$
g\left(f_{0}\right)=\frac{e_{0}^{3} e_{1}^{2}}{\kappa_{0}^{2} \kappa_{1}}\left\{(u-3)+\left(f_{0}-u\right)\right\}+4 u^{2}\left(f_{0}-u\right)^{2}+4 u\left(f_{0}-u\right)^{3}+\left(f_{0}-u\right)^{4},
$$

therefore $f_{1}$, by (A.2), is positive for (A.14) if $u>3$ and for $f_{0}=(\sqrt{p}-\sqrt{p-4 r}) / 2$ if $u \leq 3$. This completes the proof of theorem.
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