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#### Abstract

The space-time conservation element and solution element (CE/SE) method is proposed for solving a conservative interface-capturing reduced model of compressible two-fluid flows. The flow equations are the bulk equations, combined with mass and energy equations for one of the two fluids. The latter equation contains a source term for accounting the energy exchange. The one and two-dimensional flow models are numerically investigated in this manuscript. The CE/SE method is capable to accurately capture the sharp propagating wavefronts of the fluids without excessive numerical diffusion or spurious oscillations. In contrast to the existing upwind finite volume schemes, the Riemann solver and reconstruction procedure are not the building block of the suggested method. The method differs from the previous techniques because of global and local flux conservation in a space-time domain without resorting to interpolation or extrapolation. In order to reveal the efficiency and performance of the approach, several numerical test cases are presented. For validation, the results of the current method are compared with other finite volume schemes.
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## 1 Introduction

The physics of single-phase flow is relatively simple compared to two-phase flow due to existing moving and deformable interface and its interactions with the phases. Two-

[^0]phase flows are encountered in various scientific and engineering fields related to environmental research, chemical engineering processes, nuclear energy and advanced heat transfer systems. The modeling and simulation of such flows is one of the most challenging problems in computational fluid dynamics. The coupling of interface is challenge in these flows, as the coupling mismatch may generate large errors in the simulation. Significant efforts have been made in recent years to develop accurate general two-phase formulations, mechanistic models for interfacial transfer and interfacial structures and computational methods to solve these models.

This work is concerned with the computation of two fluid flow model of Kreeft and Koren [17]. In one space dimension, the selected model is a new formulation of the original Kapila's five-equation model [15]. The first four equations of the current model are similar to the Kapila's five equation model. These four equations describe the conservative quantities: two for mass, one for bulk momentum and one for bulk energy. The fifth equation corresponds to the energy equation for one of the two fluids and substitutes the topological equation in the Kapila's five equation model. In the fifth equation, the source term on the right hand side is responsible for energy exchange between the two fluids due to mechanical and thermodynamic works. The advantages of current model are the representation of all equations in integral form and as a single system. The current and original models are similar in differential form [17].

Several other models exist in the literature for describing the physics of two phase flows. These models use separate pressures, velocities and densities for each fluid. A convection equation for the interface motion is normally coupled with the conservation laws of flow models. In the literature such models are known as seven-equation models and are considered to be the most complete models. One of such models for solid-gas two-phase flows was initially introduced by Baer and Nunziato [3] and was further investigated by Abgrall and Saurel [1,29-31], among others.

Apart from being complete, the seven-equation model possesses physical and numerical complexities. As the general physics of the model is not needed in several cases, simpler and more compact models were introduced in the literature ranging from three to six equation models [ $2,4,9,10,31$ ]. The current model is more interesting due to the presence of differential source term in the energy equation for one of the two fluids. The solution of this model needs no explicit algorithm for the interface motion and, hence, can be easily implemented in the existing flow solvers. Other interface-tracking models, such as the volume-of-fluid [13] and level-set [24,32] methods, require explicit equations for the interface motion. In the literature, different numerical methods have been proposed for solving two-phase flow models [1,11, 16, 17, 27, 29, 33,36].

In this article, a CE/SE method of Chang [5] is implemented for solving the selected reduced model in one and two space dimensions. In the two-dimensional case, a variant CE/SE method of Zhang et al. [35] is applied on rectangular mesh elements. The method is not an incremental improvement of a previously existing computational fluid dynamic (CFD) methods and is substantially different from other well-established methods. This method has many non-traditional features, such as unified treatment of space and time,
the introduction of conservation elements (CEs) and solution elements (SEs) and a novel shock capturing strategy without using Riemann solvers. The numerous applications of CE/SE method in different areas reveal the method's generality, feasibility and effectiveness. These areas include problems related to unsteady flows [5-7], vortex dynamics in aeroacoustics [20], diffusion problems [8], viscous flows [21], supersonic jets [19], inviscid and axisymmetric flows [18], magnetohydrodynamics [28] and electrical engineering [34]. For validation, the numerical results of CE/SE method are compared with the second order central schemes $[14,26]$ and second order kinetic flux-vector splitting scheme [27].

The rest of article is organized as follows. Section 2 gives a brief description of the selected two-phase flow model in two space dimensions. The current CE/SE method in two-dimensions is reviewed in Section 3. In Section 4, the reduced one-dimensional formulations of CE/SE method are given for the reader's understanding. In Section 5, numerical test cases are carried out. Finally, Section 6 gives conclusions and remarks.

## 2 Two-dimensional two-fluid flow model

In this section, the two-dimensional two-fluid flow model of Kreeft and Koren [17] is presented. In the derivation of the model, it is assumed that both fluids are mass conservative and have same velocity and pressure on both sides the interface. The same pressure and velocity are the major assumptions of reduced two-fluid models. Further, viscosity and heat conduction are neglected. In two space dimensions, this model consist of six equations, the first five equations describe the conservative quantities: two for mass, two for bulk momentums in the $x$ and $y$-directions and one for bulk energy. The sixth equation is the energy equation for one of the two fluids and it includes source term on the right hand side which gives the energy exchange between two fluids in the form of mechanical and thermodynamical works. The state vector $\mathbf{q}$ of primitive variables has the form $\mathbf{q}=(\rho, \mathbf{u}, p, \alpha)^{T}$. Here, $\rho$ is the bulk mixture density, $\mathbf{u}=(u, v, 0)$ are the bulk velocities along each characteristic direction, $p$ is the bulk pressure and $\alpha$ is the volume fraction of fluid 1 . This means that a part $\alpha$ of a small volume $d V$ is filled with fluid 1 and a part $(1-\alpha)$ with fluid 2 .

For bulk quantities, such as mixture density $\rho$ and mixture specific total energy $E$, we assume that $\alpha$ is a volume fraction of fluid 1 and $(1-\alpha)$ of fluid 2 . Using these conventions, we can define

$$
\begin{equation*}
\rho=\alpha \rho_{1}+(1-\alpha) \rho_{2}, \quad \rho E=\alpha \rho_{1} E_{1}+(1-\alpha) \rho_{2} E_{2} \tag{2.1}
\end{equation*}
$$

where $\rho_{1}$ and $\rho_{2}$ denote the densities of fluid 1 and fluid 2 , respectively. The total specific energies of each fluid are given as

$$
\begin{equation*}
E_{1}=e_{1}+\frac{1}{2} \mathbf{u}^{2}, \quad E_{2}=e_{2}+\frac{1}{2} \mathbf{u}^{2}, \tag{2.2}
\end{equation*}
$$

where $e_{1}$ and $e_{2}$ denote the specific internal energies of fluid 1 and fluid 2 , respectively. The specific internal energies $e_{1}$ and $e_{2}$ can be written as a function of their respective densities and pressure through equations of state

$$
\begin{equation*}
e_{1}=e_{1}\left(\rho_{1}, p\right), \quad e_{2}=e_{2}\left(\rho_{2}, p\right) . \tag{2.3}
\end{equation*}
$$

In two space dimensions, the two-fluid flow model can be written as [17]

$$
\begin{equation*}
\mathbf{w}_{t}+\mathbf{f}(\mathbf{w})_{x}+\mathbf{g}(\mathbf{w})_{y}=\mathbf{s}, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{w}=\left(\rho, \rho u, \rho v, \rho E, \rho_{1} \alpha, \rho_{1} E_{1} \alpha\right)^{T},  \tag{2.5a}\\
& \mathbf{f}(\mathbf{w})=\left(\rho u, \rho u^{2}+p, \rho u v, \rho u E+p u, \rho_{1} u \alpha, \rho_{1} E_{1} u \alpha+p u \alpha\right)^{T},  \tag{2.5b}\\
& \mathbf{g}(\mathbf{w})=\left(\rho v, \rho v u, \rho v^{2}+p, \rho v E+p v, \rho_{1} v \alpha, \rho_{1} E_{1} v \alpha+p v \alpha\right)^{T},  \tag{2.5c}\\
& \mathbf{s}(\mathbf{w})=\left(0,0,0,0,0, s_{6}\right)^{T} . \tag{2.5d}
\end{align*}
$$

Here, $\mathbf{w}$ represents the vector of conservative variables, $\mathbf{f}, \mathbf{g}$ are vectors of fluxes in $x$ and $y$ directions, $\mathbf{s}$ is a vector of source terms with only last non-zero term. The term $s_{6}$ represents the total rate of energy exchange per unit volume between fluid 1 and fluid 2 and is equal to the sum of rates of mechanical $s_{6}{ }^{M}$ and thermodynamic $s_{6}{ }^{T}$ works [17], i.e., $s_{6}=s_{6}{ }^{M}+s_{6}{ }^{T}$, with

$$
\begin{align*}
& s_{6}{ }^{M}=u(p \alpha)_{x}+v(p \alpha)_{y}-\beta u p_{x}-\beta v p_{y},  \tag{2.6a}\\
& s_{6}{ }^{T}=p \alpha(1-\alpha) \frac{\tau_{2}-\tau_{1}}{\tau}\left(u_{x}+v_{y}\right) . \tag{2.6b}
\end{align*}
$$

The term $\beta=\rho_{1} \alpha / \rho$ represents the mass fraction of fluid 1 , while the relations $\tau_{1}=1 / \rho_{1} c_{1}^{2}$ and $\tau_{2}=1 / \rho_{2} c_{2}^{2}$ denote the isentropic compressibilities of both fluids. Here, $c_{1}$ and $c_{2}$ represent the sound speeds of fluid 1 and fluid 2 . The bulk isentropic compressibility is defined as

$$
\begin{equation*}
\tau=\alpha \tau_{1}+(1-\alpha) \tau_{2} . \tag{2.7}
\end{equation*}
$$

The energy equation are directional independent, therefore for one- and two-dimensional problems the procedures of calculating primitive variables are the same. In two space dimensions, the primitive variables can be retrieved in the following manner. Assume that the equations of state in Eq. (2.3) are the stiffened equations of state [23]

$$
\begin{equation*}
\rho_{1} e_{i}=\frac{p+\Pi_{i} \gamma_{i}}{\gamma_{i}-1}, \quad i=1,2 \tag{2.8}
\end{equation*}
$$

where $\gamma_{i}$ and $\Pi_{i}$ are the material specific quantities. Therefore, the sound speeds in each fluid are given as

$$
\begin{equation*}
c_{i}=\sqrt{\frac{\left(p+\Pi_{i}\right) \gamma_{i}}{\rho_{i}}}, \quad i=1,2 . \tag{2.9}
\end{equation*}
$$

The expressions for the sound speeds are normally obtained from the second law of thermodynamics. Let $|\mathbf{u}|:=\sqrt{u^{2}+v^{2}}$, the total energies of fluids 1 and 2 are given as

$$
\begin{align*}
& \rho_{1} E_{1} \alpha=\frac{p+\Pi_{1} \gamma_{1}}{\gamma_{1}-1} \alpha+\frac{1}{2} \rho_{1} \alpha|\mathbf{u}|^{2},  \tag{2.10a}\\
& \rho_{2} E_{2}(1-\alpha)=\frac{p+\Pi_{2} \gamma_{2}}{\gamma_{2}-1}(1-\alpha)+\frac{1}{2}\left(\rho-\rho_{1} \alpha\right)|\mathbf{u}|^{2} . \tag{2.10b}
\end{align*}
$$

Using Eqs. (2.4), (2.10a) and (2.10b), we obtain

$$
\begin{align*}
& \rho=w_{1}, \quad u=\frac{w_{2}}{w_{1}}, \quad v=\frac{w_{3}}{w_{1}},  \tag{2.11a}\\
& \alpha= \begin{cases}\frac{\beta_{1}}{\beta_{1}+\beta_{2}}, & \text { if } \Pi_{1}=0=\Pi_{2}, \\
\frac{\Pi_{2} \gamma_{2}-\Pi_{1} \gamma_{1}-\beta_{1}-\beta_{2} \pm \sqrt{\left(\Pi_{2} \gamma_{2}-\Pi_{1} \gamma_{1}-\beta_{1}-\beta_{2}\right)^{2}+4 \beta_{1}\left(\Pi_{2} \gamma_{2}-\Pi_{1} \gamma_{1}\right)}}{2\left(\Pi_{2} \gamma_{2}-\Pi_{1} \gamma_{1}\right)}, & \text { otherwise, }\end{cases}  \tag{2.11b}\\
& p=\beta_{1}+\beta_{2}-\alpha \Pi_{1} \gamma_{1}-(1-\alpha) \Pi_{2} \gamma_{2}, \tag{2.11c}
\end{align*}
$$

where

$$
\begin{align*}
& \beta_{1}=\left(\gamma_{1}-1\right)\left(w_{6}-\frac{w_{5}\left(w_{2}^{2}+w_{3}^{2}\right)}{2 w_{1}^{2}}\right),  \tag{2.12a}\\
& \beta_{2}=\left(\gamma_{2}-1\right)\left(w_{4}-w_{6}-\frac{\left(w_{1}-w_{5}\right)\left(w_{2}^{2}+w_{3}^{2}\right)}{2 w_{1}^{2}}\right) . \tag{2.12b}
\end{align*}
$$

In Eq. (2.11b) the positive sign is chosen for $\left(\Pi_{2} \gamma_{2}-\Pi_{1} \gamma_{1}\right)>0$ and negative otherwise. Because of Eq. (2.9)

$$
\begin{equation*}
\tau_{1}=\frac{1}{\rho_{1} c_{1}^{2}}=\frac{1}{\left(p+\Pi_{1}\right) \gamma_{1}}, \quad \tau_{2}=\frac{1}{\rho_{2} c_{2}^{2}}=\frac{1}{\left(p+\Pi_{2}\right) \gamma_{2}} . \tag{2.13}
\end{equation*}
$$

Next, the two-dimensional CE/SE method is implemented to solve the given model. In this scheme the non-differential parts of the source terms in Eqs. (2.6a) and (2.6b) are considered as cell averages, while the approximation of differential parts are analogous to the fluxes approximation.

## 3 Derivation of (CE/SE) method

In this section, the modified two-dimensional CE/SE method of Zhang et al. [35] on regular rectangular grids is briefly reviewed. Let $t, x$ and $y$ be the coordinates of a threedimensional Euclidean space and, for $m=1,2, \cdots, 6, \mathbf{h}_{m}=\left(w_{m}, f_{m}, g_{m},-s_{m}\right)$ be the current density vectors in $E_{3}$. By applying Gauss-divergence theorem in $E_{3}$-space, Eq. (2.4) was found to be the differential form of the following integral conservation law

$$
\begin{equation*}
\oint_{S(V)} \mathbf{h}_{m} \cdot d \mathbf{S}=0, \quad m=1,2, \cdots, 6, \tag{3.1}
\end{equation*}
$$

where $m$ indicates the number of equations and $S(V)$ is the boundary of an arbitrary space-time domain $V$ in the $E_{3}$-space. Eq. (3.1) is enforced over a space-time domain, called conservation element (CE), that allows the discontinuities of flow variables. The actual numerical integration is carried out in a discrete manner using solution elements (SEs). In SEs, the flow variables are assumed to be smooth and, hence, can be approximated by a specific function.

### 3.1 The space-time geometry of the CE and SE

To proceed, the entire computational domain is divided into non-overlapping uniform convex quadrilateral cells as shown in Fig. 1. The centroid of each cell is marked by a circle symbol that also represents the grid point in the modified CE/SE method, for instance point $Q$ in Fig. 1(b). The set of these points is denoted by $\Omega$. At each grid point one CE and associated one SE are constructed.
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Figure 1: Space-time geometry of the modified CE/SE method: (a) representative grid points in $x-y$ plane, (b) the definitions of CE and SE.

In Fig. 1(b), the grid points $Q, A_{1}, A_{2}, A_{3}$ and $A_{4}$ are lying at time level $t=t^{n}$ at which the new numerical solutions of flow variables are to be calculated. The points $Q^{\prime}, A_{1}^{\prime}, A_{2}^{\prime}$, $A_{3}^{\prime}$ and $A_{4}^{\prime}$ are the corresponding points at time level $t=t^{n-1 / 2}$ and the points $Q^{\prime \prime}, B_{1}^{\prime \prime}$, $B_{2}^{\prime \prime}, B_{3}^{\prime \prime}$ and $B_{4}^{\prime \prime}$ are located at time level $t=t^{n+1 / 2}$. The same rule is applied to all mesh points for denoting the time levels. The SE associated to point $Q$ is defined by the union of one horizontal plane segment $A_{1} A_{2} A_{3} A_{4}$ and two vertical plane segments $B_{1}^{\prime \prime} B_{1}^{\prime} B_{3}^{\prime} B_{3}^{\prime \prime}$ and $B_{2}^{\prime \prime} B_{2}^{\prime} B_{4}^{\prime} B_{4}^{\prime \prime}$. The CE associated to point $Q$ is given by the cylinder $A_{1} B_{1} A_{2} B_{2} A_{3} B_{3} A_{4} B_{4}$ $A_{1}^{\prime} B_{1}^{\prime} A_{2}^{\prime} B_{2}^{\prime} A_{3}^{\prime} B_{3}^{\prime} A_{4}^{\prime} B_{4}^{\prime}$. The centroid $Q$ of the top surface of this $C E$, denoted by polygon $A_{1} B_{1} A_{2} B_{2} A_{3} B_{3} A_{4} B_{4}$, is taken as the solution point. All the variables and their spatial derivatives are stored at point $Q$ denoting the set of solution points $\Omega$.

For $m=1,2, \cdots, 6$, the distribution of $w_{m}, f_{m}, g_{m}$ and $s_{m}$ within SE are assumed to be continuous and can be approximated by first-order Taylor expansions about point $Q$. In other words, for any $(t, x, y) \in \operatorname{SE}(Q), w_{m}(t, x, y)$ is approximated as

$$
\begin{equation*}
w_{m}^{*}(t, x, y)=\left(w_{m t}\right)\left(t-t^{n}\right)+\left(w_{m}\right)_{Q}+\left(w_{m x}\right)_{Q}\left(x-x_{Q}\right)+\left(w_{m y}\right)_{Q}\left(y-y_{Q}\right) . \tag{3.2}
\end{equation*}
$$

Similarly, one can write expressions for $f_{m}^{*}(t, x, y), g_{m}^{*}(t, x, y)$ and $s_{m}^{*}(t, x, y)$. Here $t^{n}, x_{Q}$, $y_{Q}$, are the space-time coordinates of $Q$. The variables $w_{m}, w_{m t}, w_{m x}$ and $w_{m y}$ on the left hand side of Eq. (3.2) are the discretized variables. If these variables are available, the flow solution structure within SE is fully specified. However, the above variables are not completely independent. Firstly, by employing Eq. (2.4), we obtain

$$
\begin{equation*}
\left(w_{m t}\right)_{Q}=-\left(f_{m x}\right)_{Q}-\left(g_{m y}\right)_{Q}+\left(s_{m}\right)_{Q} . \tag{3.3}
\end{equation*}
$$

Secondly, chain rule can be used to calculate the $x$-derivatives of fluxes as

$$
\begin{equation*}
\left(f_{m x}\right)_{Q}=\left(A_{m n}\right)_{Q}\left(w_{n x}\right)_{Q}, \quad\left(g_{m y}\right)_{Q}=\left(B_{m n}\right)_{Q}\left(w_{n y}\right)_{Q}, \quad m, n=1, \cdots, 6 \tag{3.4}
\end{equation*}
$$

where $\left(A_{m n}\right)_{Q}$ and $\left(B_{m n}\right)_{Q}$ denote the elements of the Jacobian matrices of $f_{m}$ and $g_{m}$ at point $Q$ as given in Appendix. Analogously, other quantities can be calculated. Thus, $\left(w_{m}\right)_{Q},\left(w_{m x}\right)_{Q}$ and $\left(w_{m y}\right)_{Q}$ are the only independent discrete variables in each SE. After knowing these variables, the flow solution structure inside the SE is completely determined.

### 3.2 The calculation of flow variables $W_{m}$

To derive the scheme, the continuous space-time flux vector $\mathbf{h}_{m}(t, x, y)$ is replaced by a discrete one

$$
\begin{equation*}
\mathbf{h}_{m}^{*}(t, x, y)=\left(w_{m}^{*}(t, x, y), f_{m}^{*}(t, x, y), g_{m}^{*}(t, x, y),-s_{m}^{*}(t, x, y)\right) \tag{3.5}
\end{equation*}
$$

and the Eq. (3.1) by its discrete counterpart

$$
\begin{equation*}
\oint_{S(C E(Q))} \mathbf{h}_{m}^{*} \cdot d \mathbf{S}=0 \tag{3.6}
\end{equation*}
$$

On substituting Eqs. (3.2)-(3.5) into Eq. (3.6), the following algebraic equation can be obtained

$$
\begin{equation*}
\left(w_{m}\right)_{Q}^{n}=\frac{\left(\sum_{l=1}^{4} R_{m}^{(l)}\right)}{S} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{m}^{(l)}=S_{q}^{(l)}\left[\left(w_{m}\right)_{A_{l}}^{n-1 / 2}+\left(x_{q}^{(l)}-x_{A_{l}}\right)\left(w_{m x}\right)_{A_{l}}^{n-1 / 2}+\left(y_{q}^{(l)}-y_{A_{l}}\right)\left(w_{m y}\right)_{A_{l}}^{n-1 / 2}\right] \\
&-\sum_{k=1}^{2} n_{k x}^{(l)}\left[\left(f_{m}\right)_{A_{l}}^{n-1 / 2}+\left(x_{k}^{(l)}-x_{A_{l}}\right)\left(f_{m x}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(f_{m t}\right)_{A_{l}}^{n-1 / 2}\right]
\end{aligned}
$$

$$
\begin{align*}
& -\sum_{k=1}^{2} n_{k y}^{(l)}\left[\left(g_{m}\right)_{A_{l}}^{n-1 / 2}+\left(y_{k}^{(l)}-y_{A_{l}}\right)\left(g_{m y}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(g_{m t}\right)_{A_{l}}^{n-1 / 2}\right] \\
& +\sum_{k=1}^{2} n_{k x}^{(l)} u_{Q}^{n-1 / 2}\left[\left(s_{m}^{1}\right)_{A_{l}}^{n-1 / 2}+\left(x_{k}^{(l)}-x_{A_{l}}\right)\left(s_{m x}^{1}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{1}\right)_{A_{l}}^{n-1 / 2}\right] \\
& -\sum_{k=1}^{2} n_{k x}^{(l)}(\beta u)_{Q}^{n-1 / 2}\left[\left(s_{m}^{2}\right)_{A_{l}}^{n-1 / 2}+\left(x_{k}^{(l)}-x_{A_{l}}\right)\left(s_{m x}^{2}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{2}\right)_{A_{l}}^{n-1 / 2}\right] \\
& +\sum_{k=1}^{2} n_{k x}^{(l)}(p \eta)_{Q}^{n-1 / 2}\left[\left(s_{m}^{3}\right)_{A_{l}}^{n-1 / 2}+\left(x_{k}^{(l)}-x_{A_{l}}\right)\left(s_{m x}^{3}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{3}\right)_{A_{l}}^{n-1 / 2}\right] \\
& +\sum_{k=1}^{2} n_{k y}^{(l)} v_{Q}^{n-1 / 2}\left[\left(s_{m}^{1}\right)_{A_{l}}^{n-1 / 2}+\left(y_{k}^{(l)}-y_{A_{l}}\right)\left(s_{m y}^{1}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{1}\right)_{A_{l}}^{n-1 / 2}\right] \\
& -\sum_{k=1}^{2} n_{k x}^{(l)}(\beta v)_{Q}^{n-1 / 2}\left[\left(s_{m}^{2}\right)_{A_{l}}^{n-1 / 2}+\left(y_{k}^{(l)}-y_{A_{l}}\right)\left(s_{m y}^{2}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{2}\right)_{A_{l}}^{n-1 / 2}\right] \\
& +\sum_{k=1}^{2} n_{k y}^{(l)}(p \eta)_{Q}^{n-1 / 2}\left[\left(s_{m}^{4}\right)_{A_{l}}^{n-1 / 2}+\left(y_{k}^{(l)}-y_{A_{l}}\right)\left(s_{m y}^{4}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{4}\left(s_{m t}^{4}\right)_{A_{l}}^{n-1 / 2}\right] . \tag{3.8}
\end{align*}
$$

According to Eqs. (2.6a) and (2.6b), we have

$$
\begin{align*}
& s_{j}^{i}=0, \quad \text { for } i=1, \cdots, 4, \quad j=1, \cdots, 5  \tag{3.9a}\\
& s_{6}^{1}=p \alpha, \quad s_{6}^{2}=p, \quad s_{6}^{3}=u, \quad s_{6}^{4}=v, \quad \eta=\alpha(1-\alpha) \frac{\tau_{2}-\tau_{1}}{\tau} \tag{3.9b}
\end{align*}
$$

It can be observed that the non-differential source terms in Eqs. (2.6a) and (2.6b) are taken as average values at point $Q$ and the differential source terms are analogously approximated to the fluxes. Moreover, $l=1,2,3,4$ indicate the spatial flux contribution from the four neighbouring points and $m=1,2, \cdots, 6$ are indicating the six flow equations. Here, Eq. (3.7) is used to calculate the numerical solution $w_{m}$ at point $Q$. The geometrical treatments in Eqs. (3.7) and (3.8) are explained below (cf. Fig. 1). Let $l=1,2,3,4$ and $k=1,2$, then

1. The spatial coordinates of the four neighbouring solution points, i.e., points $A_{l}$, are denoted by $\left(x_{A_{l}}, y_{A_{l}}\right)$.
2. $\left(x_{q}^{(l)}, y_{q}^{(l)}\right)$ are the spatial coordinates of the centroids of four quadrilaterals $A_{1} B_{1} Q B_{4}$, $A_{2} B_{2} Q B_{1}, A_{3} B_{3} Q B_{2}$ and $A_{4} B_{4} Q B_{3}$.
3. $S_{q}^{(l)}$ are surface areas of the four quadrilaterals defined in 2.
4. $\mathbf{n}_{k}^{(l)}=\left(n_{k x}^{(l)}, n_{k y}^{(l)}, 0\right)$, represent the eight surface vectors of the eight lateral planes: $A_{1}^{\prime} B_{4}^{\prime} A_{1} B_{4}, A_{1}^{\prime} B_{1}^{\prime} A_{1} B_{1}, A_{2}^{\prime} B_{1}^{\prime} A_{2} B_{1}, A_{2}^{\prime} B_{2}^{\prime} A_{2} B_{2}, A_{3}^{\prime} B_{2}^{\prime} A_{3} B_{2}, A_{3}^{\prime} B_{3}^{\prime} A_{3} B_{3}, A_{4}^{\prime} B_{3}^{\prime} A_{4} B_{3}$ and $A_{4}^{\prime} B_{4}^{\prime} A_{4} B_{4}$. Here, the surface vector is defined as the unit outward normal vector (outward from the interior of the CE) multiplied by its area.
5. $\left(t^{n-1 / 4}, x_{k}^{(l)}, y_{k}^{(l)}\right)$ are the space-time coordinates of centroids of the eight lateral planes defined in 4.
6. $S$ is the area of the polygon $A_{1} B_{1} A_{2} B_{2} A_{3} B_{3} A_{4} B_{4}$ that also represents the top surface of the present CE.

Note that, Eqs. (3.7) and (3.8) represent the space-time flux balance over the CE associated with point $Q$. The first term on the right hand side of Eq. (3.8) is the space-time flux through the bottom of the CE, contributed by the four neighboring cells at the time level $n-1 / 2$. The next four terms are the space-time fluxes through the eight lateral planes of the present CE. The remaining terms represent the approximation of source term. The fluxes and source terms on the right hand side of Eq. (3.8) are balanced by the space-time flux through the top surface of CE with area $S$. Due to linear distribution of flow variables, the flux through the top surface is simply given in term of $w_{m}^{n}$ at central point $Q$ multiplied by its area $S$. Because all flow conditions at the $n-1 / 2$ time level are known, Eqs. (3.7) and (3.8) represent an explicit method for calculating $w_{m}^{n}$ at point $Q$.

### 3.3 Calculation of derivatives $w_{m x}$ and $w_{m y}$ of flow variables

A central difference type reconstruction approach is employed to calculate $\left(w_{m x}\right)_{Q}$ and $\left(w_{m y}\right)_{Q}[5,6,35]$. Due to Taylor series

$$
\begin{equation*}
\left(w_{m}^{\prime}\right)_{A_{l}}^{n}=\left(w_{m}\right)_{A_{l}}^{n-1 / 2}+\frac{\Delta t}{2}\left(w_{m t}\right)_{A_{l}}^{n-1 / 2}, \quad l=1,2,3,4 \tag{3.10}
\end{equation*}
$$

This predicted value actually represents a linear expansion in time. By using the values of $\left(w_{m}\right)_{A_{1}}^{n}\left(w_{m}\right)_{A_{2}}^{n}$ and $\left(w_{m}\right)_{Q^{\prime}}^{n}$, the first pair of spatial derivatives of flow variables can be obtained, i.e., $w_{m x}^{(1)}, w_{m y}^{(1)}$ at point $Q$ :

$$
\begin{equation*}
w_{m x}^{(1)}=\frac{D_{m x}}{D}, \quad w_{m y}^{(1)}=\frac{D_{m y}}{D}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{array}{ll}
D=\left|\begin{array}{ll}
\Delta x_{1} & \Delta y_{1} \\
\Delta x_{2} & \Delta y_{2}
\end{array}\right|, & D_{m x}=\left|\begin{array}{cc}
\Delta w_{m}^{(1)} & \Delta y_{1} \\
\Delta w_{m}^{(2)} & \Delta y_{2}
\end{array}\right|, \\
\Delta x_{l}=\left(x_{A_{l}}-x_{Q}\right), & \Delta y_{m y}=\left(\left.\begin{array}{cc}
\Delta x_{1} & \Delta w_{m}^{(1)} \\
\Delta x_{2} & \Delta w_{m}^{(2)}
\end{array} \right\rvert\,,\right.  \tag{3.12b}\\
\left.y_{A_{l}}-y_{Q}\right), & \Delta w_{m}^{(l)}=\left(\left(w_{m}^{\prime}\right)_{A_{l}}^{n}-\left(w_{m}\right)_{Q}^{n}\right) .
\end{array}
$$

Similarly, the solutions at $A_{2}, A_{3}$ and $Q$ give the second pair $w_{m x}^{(2)} w_{m y}^{(2)}$, the solutions at $A_{3}, A_{4}$ and $Q$ gives the third pair $w_{m x}^{(3)}, w_{m y}^{(3)}$, while the solutions at $A_{1}, A_{4}$ and $Q$ gives the fourth pair $w_{m x}^{(4)}, w_{m y}^{(4)}$. Finally, a simple averaging gives $w_{m x}$ and $w_{m y}$ at $Q$ as follows:

$$
\begin{equation*}
\left(w_{m x}\right)_{Q}^{n}=\frac{\left(\sum_{k=1}^{4} w_{m x}^{(k)}\right)}{4}, \quad\left(w_{m y}\right)_{Q}^{n}=\frac{\left(\sum_{k=1}^{4} w_{m y}^{(k)}\right)}{4} \tag{3.13}
\end{equation*}
$$

For flows with steep gradients or discontinuities, Eq. (3.13) is modified by a re-weighting procedure of the form $[5,6,35]$ :

$$
\begin{align*}
& \left(w_{m x}\right)_{Q}^{n}= \begin{cases}0, & \text { if } \theta_{m l}=0,(l=1,2,3,4), \\
\sum_{k=1}^{4}\left[\left(w_{m}^{(k)}\right)^{\alpha} w_{m x}^{(k)}\right] / \sum_{k=1}^{4}\left(w_{m}^{(k)}\right)^{\alpha}, & \text { otherwise, }\end{cases}  \tag{3.14a}\\
& \left(w_{m y}\right)_{Q}^{n}= \begin{cases}0, & \text { if } \theta_{m l}=0,(l=1,2,3,4), \\
\sum_{k=1}^{4}\left[\left(w_{m}^{(k)}\right)^{\alpha} w_{m y}^{(k)}\right] / \sum_{k=1}^{4}\left(w_{m}^{(k)}\right)^{\alpha}, & \text { otherwise, }\end{cases} \tag{3.14b}
\end{align*}
$$

where

$$
\begin{equation*}
w_{m}^{(k)}=\prod_{l=1, l \neq k}^{4} \theta_{m l}, \quad \theta_{m l}=\sqrt{\left(w_{m x}^{(l)}\right)^{2}+\left(w_{m y}^{(l)}\right)^{2}} . \tag{3.15}
\end{equation*}
$$

In Eq. (3.14a), the value of adjustable constant $\alpha$ can be either 1 or 2. The Eqs. (3.14a) and (3.14b) are simple and effective to suppress spurious oscillations near the shocks. This concludes the formulation of two-dimensional CE/SE method on regular rectangular grids.

## 4 One-dimensional CE/SE method

For better understanding, it is advantageous to write down the reduced one-dimensional CE/SE method. It will help the reader in understanding the scheme.

In one space dimension, the two-fluid flow model (2.4) reduces to

$$
\begin{equation*}
\mathbf{w}_{t}+\mathbf{f}(\mathbf{w})_{x}=\mathbf{s}, \tag{4.1}
\end{equation*}
$$

where

$$
\mathbf{w}=\left(\begin{array}{c}
\rho  \tag{4.2}\\
\rho u \\
\rho E \\
\rho_{1} \alpha \\
\rho_{1} E_{1} \alpha
\end{array}\right), \quad \mathbf{f}(\mathbf{w})=\left(\begin{array}{c}
\rho u \\
\rho u^{2}+p \\
\rho u E+p u \\
\rho_{1} u \alpha \\
\rho_{1} E_{1} u \alpha+p u \alpha
\end{array}\right), \quad \mathbf{s}(\mathbf{w})=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
s_{5}
\end{array}\right) .
$$

Here, $s_{5}=u(p \alpha)_{x}-\beta u p_{x}+p \alpha(1-\alpha) \frac{\tau_{2}-\tau_{1}}{\tau} u_{x}$. The scheme is based on the evolution of cell averages over staggered grids. The main marching scheme developed in [5] is given as

$$
\begin{equation*}
\mathbf{w}_{i+\frac{1}{2}}^{n+1 / 2}=\frac{1}{2}\left[\mathbf{w}_{i}^{n}+\mathbf{w}_{i+1}^{n}+\mathbf{z}_{i}^{n}-\mathbf{z}_{i+1}^{n}+\left(\mathbf{s}_{i+1}^{n+\frac{1}{4}}-\mathbf{s}_{i}^{n+\frac{1}{4}}\right)\right], \tag{4.3}
\end{equation*}
$$

where

$$
\mathbf{s}_{i+1}^{n+\frac{1}{4}}-\mathbf{s}_{i}^{n+\frac{1}{4}}=\left(0,0,0,0, s_{5}{ }_{i+1}^{n+\frac{1}{4}}-s_{5}{ }_{i}^{n+\frac{1}{4}}\right)^{T} .
$$

Moreover

$$
\begin{align*}
\mathbf{z}_{i}^{n}=\frac{\Delta x}{4}\left(\mathbf{w}_{x}\right)_{i}^{n}+ & \frac{\Delta t}{\Delta x} \mathbf{f}_{i}^{n}+\frac{(\Delta t)^{2}}{4 \Delta x}\left(\mathbf{f}_{t}\right)_{i}^{n},  \tag{4.4a}\\
s_{5}^{n+1}{ }^{n+\frac{1}{4}}-s_{5}^{n+\frac{1}{4}}= & \frac{\Delta t}{2 \Delta x}\left(u_{i}^{n+\frac{1}{4}}+u_{i+1}^{n+\frac{1}{4}}\right)\left[(p \alpha)_{i+1}^{n+\frac{1}{4}}-(p \alpha)_{i}^{n+\frac{1}{4}}\right] \\
& -\frac{\Delta t}{2 \Delta x} \beta_{i}^{n+\frac{1}{4}}\left(u_{i}^{n+\frac{1}{4}}+u_{i+1}^{n+\frac{1}{4}}\right)\left[p_{i+1}^{n+\frac{1}{4}}-p_{i}^{n+\frac{1}{4}}\right] \\
& +\frac{\Delta t}{\Delta x}(p \eta)_{i}^{n+\frac{1}{4}}\left[u_{i+1}^{n+\frac{1}{4}}-u_{i}^{n+\frac{1}{4}}\right], \tag{4.4b}
\end{align*}
$$

for $\eta=\alpha(1-\alpha) \frac{\tau_{2}-\tau_{1}}{\tau}$. Here

$$
\begin{equation*}
\psi_{i}^{n+\frac{1}{4}}=\psi_{i}^{n}+\frac{\Delta t}{4}\left(\psi_{t}\right)_{i}^{n}, \quad \text { for } \psi \in\{u, p \alpha, \beta, p, p \eta\} . \tag{4.5}
\end{equation*}
$$

Eq. (4.5) represents approximations in the source term. The numerical oscillations near a discontinuity can be suppressed by using the following limiting formulations for conservative variables slopes

$$
\begin{equation*}
\left(w_{m x}\right)_{i+\frac{1}{2}}^{n+\frac{1}{2}}=U_{m}\left(\left(w_{m x_{-}}\right)_{i+\frac{1}{2}}^{n+\frac{1}{2}},\left(w_{m x_{+}}\right)_{i+\frac{1}{2}}^{n+\frac{1}{2}} ; \alpha\right), \quad m=1, \cdots, 5 \tag{4.6}
\end{equation*}
$$

Here, $1 \leq \alpha \leq 2, \mathbf{w}_{x}=\left[w_{1 x}, w_{2 x}, w_{3 x}, w_{4 x}, w_{5 x}\right]^{T}$ and

$$
\begin{equation*}
U_{m}\left(x_{-}, x_{+} ; \alpha\right)=\frac{\left|x_{+}\right|^{\alpha} x_{-}+\left|x_{-}\right|^{\alpha} x_{+}}{\left|x_{+}\right|^{\alpha}+\left|x_{-}\right|^{\alpha}} . \tag{4.7}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left(\mathbf{w}_{x_{+}}\right)_{i+\frac{1}{2}}^{n+\frac{1}{2}}=\frac{\left(\mathbf{w}^{\prime}\right)_{i+1}^{n+\frac{1}{2}}-\mathbf{w}_{i+\frac{1}{2}}^{n+\frac{1}{2}}}{\Delta x / 2}, \quad\left(\mathbf{w}_{x_{-}}\right)_{i+\frac{1}{2}}^{n+\frac{1}{2}}=\frac{\mathbf{w}_{i+\frac{1}{2}}^{n+\frac{1}{2}}-\left(\mathbf{w}^{\prime}\right)_{i}^{n+\frac{1}{2}}}{\Delta x / 2} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{w}^{\prime}\right)_{i}^{n+\frac{1}{2}}=\mathbf{w}_{i}^{n}+\frac{\Delta t}{2}\left(\mathbf{w}_{t}\right)_{i}^{n} . \tag{4.9}
\end{equation*}
$$

## 5 Numerical test problems

In this section, seven numerical test problems are presented. For validation, the numerical results of CE/SE method are compared with the results of second order central schemes [14,26] and second order kinetic flux-vector splitting (KFVS) scheme [27]. Except the test Problems 5.4 and 5.5 , in all other problems $\Pi_{1}=0=\Pi_{2}$.

### 5.1 One-dimensional test problems

The one-dimensional CE/SE method is applied to reproduce the discontinuous profiles of the so-called shock-tube problems. Given are the unitary numerical one-dimensional pipe and two constant states ( $\rho, u, p$ ) of fluids 1 and 2 , initially separated by a diaphragm placed at point $x=x_{0}$ of the pipe. After removing the diaphragm, typical patterns can be observed in the subsequent evolution namely, shocks, contact discontinuities and rarefaction waves.

Problem 5.1. Two-fluid sod's shock-tube problem
This problem is similar to the single-phase Sod's problem. The ratios of density and pressure have larger values and the left and right gases have different ratios of specific heats. The gases, initially at rest, are separated by a thin membrane located at $x=0.5$. The gas on the left side of the membrane has high density and pressure as compared to that on the right. After removing the membrane, the gases evolves in time and generate different patterns. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, p, \alpha)=(10,0,10,1), & \text { if } x \leq 0.5 \\
(\rho, u, p, \alpha)=(0.125,0,0.1,0), & \text { if } x>0.5 \tag{5.1b}
\end{array}
$$

Here, $\gamma_{L}=1.4, \gamma_{R}=1.6, \Pi_{L}=0=\Pi_{R}, \alpha=1$ in Eq. (4.6) and CFL=0.5. The numerical results at $t=0.15$ are shown in Fig. 2. The solution contains a left-moving rarefaction wave, the right-moving shock wave and the right-moving two-fluid interface. The solution of CE/SE method is compared with other schemes at 200 mesh cells. All schemes give the correct positions of discontinuities and no pressure oscillations are visible in the solutions. It can be seen that the current scheme resolve sharp discontinuities better than other schemes.

Problem 5.2. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, p, \alpha)=(2.0,0,1000,1), & \text { if } x \leq 0.5 \\
(\rho, u, p, \alpha)=(1,0,0.01,0), & \text { if } x>0.5 \tag{5.2b}
\end{array}
$$

Here, $\gamma_{L}=1.4$ and $\gamma_{R}=1.2, \Pi_{L}=0=\Pi_{R}, \alpha=1$ in Eq. (4.6) and CFL=0.5. This is a very hard test problem for a numerical scheme. The solution contain a left moving rarefaction wave, a contact discontinuity and a right moving shock wave. The right moving shock hits the interface at $x=0.5$. The shock continues to move towards right and a rarefaction wave is created which is moving towards left. We choose 400 mesh cells and the final simulation time is taken as $t=0.012$. The numerical results are shown in Fig. 3. The figures show that all schemes give comparable results. However, CE/SE method gives better resolution of peaks and discontinuities.


Figure 2: Results of Problem 5.1 on 200 mesh cells at $t=0.15$.


Figure 3: Results of Problem 5.2 on 400 mesh cells at $t=0.012$.

Problem 5.3. No-reflection problem
The initial data are given as

$$
\begin{array}{ll}
(\rho, u, p, \alpha)=(3.1748,9.435,100,1), & \text { if } x \leq 0.5 \\
(\rho, u, p, \alpha)=(1,0,1,0), & \text { if } x>0.5 . \tag{5.3b}
\end{array}
$$

The ratio of specific heats are given as $\gamma_{L}=1.667$ and $\gamma_{R}=1.2$. Moreover, $\Pi_{L}=0=\Pi_{R}$, $\alpha=2$ in Eq. (4.6) and CFL=0.4. The domain [0,1] is divided into 500 mesh cells and the final simulation time is $t=0.02$. This is also a hard test problem for a numerical scheme due to large jumps in pressure at the interface. The choice of pressure and velocity jump over the shock prevents the creation of a reflection wave, thus, only a shock wave moves to the right. The numerical results are shown in Fig. 4. The results of CE/SE method seems to be superior than other schemes. Moreover, wiggles are visible in the velocity and pressure plots of all schemes, representing small waves that are reflected to the left. However, unlike real velocity and pressure oscillations, these wiggles reduces on refined meshes. Similar wiggles can also be observed in the results of [17].

Problem 5.4. Water-air mixture problem
This one-dimensional problem corresponds to the water-air mixture problem [17,25]. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, p, \alpha)=\left(525,0,10^{9}, 0.5\right), & \text { if } x \leq 0.5, \\
(\rho, u, p, \alpha)=\left(525,0,10^{5}, 0.5\right), & \text { if } x>0.5 . \tag{5.4b}
\end{array}
$$

Here, $\gamma_{L}=1.4, \gamma_{R}=4.4, \Pi_{L}=0, \Pi_{R}=6 \times 10^{8}, \alpha=1$ in Eq. (4.6) and CFL=0.5. The domain $[0,1]$ is divided into 200 mesh cells and the final simulation time is $t=200 \mu \mathrm{~s}$. The numerical results are shown in Fig. 5. Although the initial composition of the mixture is constant, it evolves in space and time. The results of CE/SE method are looking superior than other schemes. Moreover, our results are in good agreement with the simulations in [25] and thus verify that the present five equation model is a correct asymptotic limit of the seven equation model in the limit of zero relaxation time.

Problem 5.5. Water-air mixture problem
This one-dimensional problem corresponds to the water-air mixture problem [17,25]. This problem differs from the previous problem by allowing changes in the mixture composition. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, p, \alpha)=\left(1,0,10^{9}, 0.2\right), & \text { if } x \leq 0.7, \\
(\rho, u, p, \alpha)=\left(10^{3}, 0,10^{5}, 0.8\right), & \text { if } x>0.7 . \tag{5.5b}
\end{array}
$$

Here, $\gamma_{L}=1.4, \gamma_{R}=4.4, \Pi_{L}=0, \Pi_{R}=6 \times 10^{8}, \alpha=1$ in Eq. (4.6) and CFL=0.5. The domain $[0,1]$ is divided into 200 mesh cells and the final simulation time is $t=200 \mu \mathrm{~s}$. The numerical results are shown in Fig. 6. The results of CE/SE method are looking superior than other schemes. The numerical results are in good agreement with those published in [25].


Figure 4: Results of Problem 5.3 on 500 mesh cells at $t=0.02$.


Figure 5: Results of Problem 5.4 on 200 mesh cells at $t=200 \mu \mathrm{~s}$.


Figure 6: Results of Problem 5.5 on 200 mesh cells at $t=200 \mu \mathrm{~s}$.

### 5.2 Two-dimensional test problems

The series of numerical experiments in one space dimension is ended by relevant testproblems in two space dimensions. Two test problems are considered for studying the impact of a shock in air on the bubbles of lighter and a heavier gases [12]. The numerical computations of these problems were reported, among others, by Quirk and Karni [16], Marquina and Mulet [22] and Kreeft and Koren [17]. A schematic computational setup is sketched in Fig. 7. A shock tube of length 4.5 and width 0.89 is considered. The tube has solid reflecting walls and open ends. Inside the tube a cylinder of very thin cellular walls is placed. The cylinder is filled with a gas and a left moving shock wave is generated at the right end of the tube. After hitting by shock, the walls of the cylinder ruptures and the shock starts interacting with the gas of the cylinder. Due to fast interaction both gases do not mix in large amount and, hence, generating a two-fluid flow problem. As the shock approaches to the surface of the bubble a reflected shock is generated from the surface of the bubble which moves towards right back in the air. At later time, this interaction become more and more complicated. The shock continues to move towards right in the air after passing through bubble and produces secondary reflected waves in the bubble when it hits the surface of the bubble.

The wave patterns generated by interaction are strongly depending on the density of the gas inside the bubble. However, some of these waves can be observed in all situations [17]. In this study, cylindrical bubbles of lighter helium and heavy R22 gases are considered.


Figure 7: Sketch of computational domain.
Problem 5.6. Helium bubble
This problem corresponds to the interaction of $M s=1.22$ planar shock, moving in air, with a cylindrical helium bubble contaminated with $28 \%$ of air. The bubble is assumed to be in thermodynamical and mechanical equilibrium with the surrounding air. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, v, p, \gamma)=(1.4,0,0.0,1,1.4), & \text { pre-shock air, } \\
(\rho, u, v, p, \gamma)=(1.92691,-0.33361,0,1.5698,1.4), & \text { post-shock air, } \\
(\rho, u, v, p, \gamma)=(0.25463,0,0,1,1.648), & \text { helium }
\end{array}
$$

The position of key features occurred during the time evolution are well explained in [17, 22]. Therefore, we omit that discussion. Due to lower density and higher ratio of specific


Figure 8: Density contours of Problem 5.6 (shock hitting helium bubble).


Figure 9: Pressure contours of Problem 5.6 (shock hitting helium bubble).


Figure 10: Volume fraction contours of Problem 5.6 (shock hitting helium bubble).
heats, the helium gas has larger speed of sound than air. As a result, the reflected shock runs ahead of the incoming shock and curving outwards. The computational domain is discretized into $800 \times 200$ mesh cells. Fig. 8 display the contours of density at times: 0.25 , $0.3,0.35$ and 0.4 . These results are closely matching with the plots given in $[12,16,17]$


Figure 11: Plots along $y=0.445$ of Problem 5.6 (shock hitting helium bubble).
at times: $32 \mu \mathrm{~s}, 52 \mu \mathrm{~s}, 62 \mu \mathrm{~s}, 82 \mu \mathrm{~s}$. The features used to match our contours with those in the literature are the relative position of some waves, such as refracted, transmitted or reflected shocks. Moreover, in Figs. 9 and 10 the contours of pressure and volume fraction show a perfect splitting of the pressure waves and the interface. The shocks and interface are sharp during the simulation. The last interface is slowly bending inwards in Fig. 10. The phenomena will continue at later times until the bubble split in two vortices. The one dimensional plots in Fig. 11, along the symmetry line $y=0.445$, compare the results of CE/SE, KFVS and central schemes. All schemes give comparable results.

Problem 5.7. R22 bubble
In this case the same $M s=1.22$ planar shock hits a cylindrical R22 bubble which has higher density and lower ratio of specific heats than air. Thus, the lower speed of sound


Figure 12: Density contours of Problem 5.7 (shock hitting R22 bubble).
is about two times lower than the previous case. The initial data are given as

$$
\begin{array}{ll}
(\rho, u, v, p, \gamma)=(1.40000,0.0,0.0,1.0,1.4), & \text { pre-shock air } \\
(\rho, u, v, p, \gamma)=(1.92691,-0.33361,0.0,1.5698,1.4), & \text { post-shock air, } \\
(\rho, u, v, p, \gamma)=(4.41540,0.0,0.0,1.0,1.249), & \text { R22. }
\end{array}
$$

The computational domain is discretized into $800 \times 200$ mesh cells. Due to lower speed of sound, the shock in the bubble and the refracted shock lag behind the incoming shock. Further, because of circular bubble the refracted shock, the reflected wave and the shock wave are curved. The contours of density are shown in Fig. 12 at times: 0.35, 0.60, 0.70, $0.84,1.085$ and 1.26. These results are closely matching with the plots given in $[12,16,17]$ at times: $55 \mu \mathrm{~s}, 115 \mu \mathrm{~s}, 135 \mu \mathrm{~s}, 187 \mu \mathrm{~s}, 247 \mu \mathrm{~s}, 318 \mu \mathrm{~s}$. Moreover, in Figs. 13 and 14 contour plots of pressure and volume fraction are given. The flow pattern observed in the density contours is split well in a pressure and the interface. Moreover, no wiggles are visible in the results and the pressure is continuous over the interface. Hence, the numerical results of our scheme reflect all key features as explained in [12,17]. The one dimensional plots in Fig. 15, along the centerline $y=0.445$, compare the results of KFVS and central schemes. It is clear from the plots that both schemes have comparable accuracy.


Figure 13: Pressure contours of Problem 5.7 (shock hitting R22 bubble).


Figure 14: Volume fraction contours of Problem 5.7 (shock hitting R22 bubble).


Figure 15: Plots along $y=0.445$ for Problem 5.7 (shock hitting R22 bubble).

## 6 Conclusions

The space-time CE/SE method was implemented for solving one and two dimensional compressible two-fluid models of Kreeft and Koren [17]. It was found that the method is capable to accurately captures the sharp propagating wavefronts of two-fluid flows without excessive numerical diffusion or spurious oscillations. The numerical results of the proposed method are in good agreement with those obtained from KFVS scheme, from central scheme and results available in the literature. It was found that CE/SE method gives better resolution of sharp peaks and discontinuities as compared to KFVS and central schemes. The current model is capable to accurately compute interface problems between compressible material and some two-phase flow problems where pressure and velocity equilibrium between the phases is reached. This work is a first step towards
the approximation of six and seven equations models by the same scheme. The sevenequation model is non-conservative and non-strictly hyperbolic, thus gives hard time to a numerical scheme. The present experience with the reduced model will help us to solve the six and seven equations models more efficiently and accurately.

## Appendix: The Jacobian matrices in two-dimensional case

Let us define

$$
\begin{aligned}
& \mathbf{u}^{2}=u^{2}+v^{2}, \quad M_{1}=\left(\frac{1}{\gamma_{1}-1}-\frac{1}{\gamma_{2}-1}\right) p u, \\
& M_{2}=\left(\frac{\alpha}{\gamma_{1}-1}-\frac{1-\alpha}{\gamma_{2}-1}\right) p+\frac{1}{2} \rho\left(3 u^{2}+v^{2}\right)+p, \\
& M_{3}=\left(\frac{\alpha}{\gamma_{1}-1}-\frac{1-\alpha}{\gamma_{2}-1}\right) u+u, \quad \eta_{1}=\frac{w_{2}^{2}}{w_{1}^{2}}+\frac{w_{3}^{2}}{w_{1}^{2}}, \quad \eta_{2}=1-\frac{w_{5}}{w_{1}}, \\
& p_{w_{1}}=\left(\gamma_{1}-1\right)\left(\frac{w_{5}}{w_{1}} \eta_{1}\right)+\left(\gamma_{2}-1\right)\left(\eta_{1} \eta_{2}-0.5 \eta_{2}\right), \\
& p_{w_{2}}=\left(\gamma_{1}-1\right)\left(-\frac{w_{5} w_{2}}{w_{1}^{2}}\right)-\left(\gamma_{2}-1\right)\left(\left(1-\eta_{1}\right) \frac{w_{2}}{w_{1}}\right), \\
& p_{w_{3}}=\left(\gamma_{1}-1\right)\left(-\frac{w_{5} w_{3}}{w_{1}^{2}}\right)-\left(\gamma_{2}-1\right)\left(\left(1-\eta_{1}\right) \frac{w_{3}}{w_{1}}\right), \\
& p_{w_{5}}=\left(\gamma_{1}-1\right)\left(-0.5 \eta_{1}\right)+\left(\gamma_{2}-1\right)\left(0.5 \eta_{1}\right), \\
& \alpha_{w_{1}}=\frac{\left(\gamma_{1}-1\right)}{p}\left(\frac{w_{5}}{w_{1}}\right) \eta_{1}-\left(\frac{\alpha}{p}\right) p_{w_{1}}, \quad \alpha_{w_{2}}=-\frac{\left(\gamma_{1}-1\right)}{p}\left(\frac{w_{5}}{w_{1}}\right)\left(\frac{w_{2}}{w_{1}}\right)-\left(\frac{\alpha}{p}\right) p_{w_{2}}, \\
& \alpha_{w_{3}}=-\frac{\left(\gamma_{1}-1\right)}{p}\left(\frac{w_{5}}{w_{1}}\right)\left(\frac{w_{3}}{w_{1}}\right)-\left(\frac{\alpha}{p}\right) p_{w_{3}}, \\
& \alpha_{w_{5}}=-\frac{\left(\gamma_{1}-1\right)}{2 p} \eta_{1}-\left(\frac{\alpha}{p}\right) p_{w_{5},}, \alpha_{w_{6}}=\frac{\left(\gamma_{1}-1\right)}{p}-\left(\frac{\alpha}{p}\right)\left(\gamma_{1}-\gamma_{2}\right), \\
& \zeta_{1}=u^{2}-2 \rho u \frac{w_{2}}{w_{1}^{2}}+p_{w_{1}}, \quad \zeta_{2}=u v-v \frac{w_{2}}{w_{1}}-u \frac{w_{3}}{w_{1}}, \\
& \theta_{1}=\frac{1}{2} \mathbf{u}^{2} u-M_{2}\left(\frac{w_{2}}{w_{1}}\right)-u v\left(\frac{w_{3}}{w_{1}}\right)+\left(M_{3}\right)\left(p_{w_{1}}\right)+\left(M_{1}\right)\left(\alpha_{w_{1}}\right), \\
& \theta_{2}=\frac{M_{2}}{w_{1}}+\left(M_{3}\right)\left(p_{w_{2}}\right)+\left(M_{1}\right)\left(\alpha_{w_{2}}\right), \quad \theta_{3}=u v+\left(M_{3}\right)\left(p_{w_{3}}\right)+\left(M_{1}\right)\left(\alpha_{w_{3}}\right), \\
& \theta_{4}=\left(M_{1}+M_{3}\right)\left(\gamma_{2}-1\right), \quad \theta_{5}=\left(M_{3}\right)\left(p_{w_{5}}\right)+\left(M_{1}\right)\left(\alpha_{w_{5}}\right), \\
& \theta_{6}=(M 3)\left(\gamma_{1}-\gamma_{2}\right)+\left(M_{1}\right)\left(\alpha_{w_{6}}\right), \quad M_{4}=\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right) p \alpha+\frac{3}{2} \rho_{1} \alpha u^{2}+\frac{1}{2} \rho_{1} \alpha v^{2}, \\
& \beta_{1}=-M_{4}\left(\frac{w_{2}}{w_{1}^{2}}\right)-\left(\rho_{1} \alpha u v\right)\left(\frac{w_{3}}{w_{1}^{2}}\right)+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha u\left(p_{w_{1}}\right)+p u\left(\alpha_{w_{1}}\right)\right), \\
& \beta_{2}=\frac{M_{4}}{w_{1}}+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha u\left(p_{w_{2}}\right)+p u\left(\alpha w_{2}\right)\right),
\end{aligned}
$$

$$
\begin{aligned}
& \beta_{3}=\frac{\rho_{1} \alpha u v}{w_{1}}+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha u\left(p_{w_{3}}\right)+p u\left(\alpha w_{3}\right)\right), \\
& \beta_{4}=\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha u\left(p_{w_{5}}\right)+p u\left(\alpha w_{5}\right)\right)+\frac{1}{2}\left(u^{3}+u v^{2}\right), \\
& \zeta_{12}=v^{2}-2 \rho v \frac{w_{3}}{w_{1}^{2}}+p_{w_{1}}, \quad N_{1}=\left(\frac{1}{\gamma_{1}-1}-\frac{1}{\gamma_{2}-1}\right) p v, \\
& N_{2}=\left(\frac{\alpha}{\gamma_{1}-1}-\frac{1-\alpha}{\gamma_{2}-1}\right) v+v, \quad N_{3}=\left(\frac{\alpha}{\gamma_{1}-1}-\frac{1-\alpha}{\gamma_{2}-1}\right) p+\frac{1}{2} \rho\left(u^{2}+3 v^{2}\right)+p, \\
& N_{4}=\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right) p \alpha+\frac{1}{2} \rho\left(u^{2}+3 v^{2}\right) \text {, } \\
& \phi_{1}=\frac{1}{2} \mathbf{u}^{2} v-N_{3}\left(\frac{w_{3}}{w_{1}}\right)-u v\left(\frac{w_{2}}{w_{1}}\right)+\left(N_{2}\right)\left(p_{w_{1}}\right)+\left(N_{1}\right)\left(\alpha_{w_{1}}\right), \\
& \phi_{2}=u v+\left(N_{2}\right)\left(p_{w_{2}}\right)+\left(N_{1}\right)\left(\alpha_{w_{2}}\right), \quad \phi_{3}=\frac{N_{3}}{w_{1}}+\left(N_{2}\right)\left(p_{w_{3}}\right)+\left(N_{1}\right)\left(\alpha_{w_{3}}\right), \\
& \phi_{4}=\left(N_{2}-\frac{\alpha}{p}\left(N_{1}\right)\right)\left(\gamma_{2}-1\right), \quad \phi_{5}=\left(N_{2}\right)\left(p_{w_{5}}\right)+\left(N_{1}\right)\left(\alpha_{w_{5}}\right), \\
& \phi_{6}=\left(N_{2}\right)\left(\gamma_{1}-\gamma_{2}\right)+\left(N_{1}\right)\left(\alpha_{w_{6}}\right) \text {, } \\
& \beta_{5}=\rho_{1} \alpha u v-N_{4}\left(\frac{w_{3}}{w_{1}^{2}}\right)+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha v\left(p_{w_{1}}\right)+p v\left(\alpha w_{1}\right)\right) \text {, } \\
& \beta_{6}=\frac{\rho_{1} \alpha u v}{w_{1}}+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha v\left(p_{v_{2}}\right)+p v\left(\alpha_{w_{2}}\right)\right), \\
& \beta_{7}=\frac{N_{4}}{w_{1}}+\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha v\left(p_{w_{3}}\right)+p v\left(\alpha_{w_{3}}\right)\right), \\
& \beta_{8}=\left(\frac{\gamma_{1}}{\gamma_{1}-1}\right)\left(\alpha v\left(p_{w_{5}}\right)+p v\left(\alpha_{w_{5}}\right)\right)+\frac{1}{2}\left(u^{2}+u v^{3}\right), \\
& A_{m n}=\left(\begin{array}{cccccc}
u-\rho \frac{w_{2}}{w_{1}^{2}} & 1 & 0 & 0 & 0 & 0 \\
\zeta_{1} & 2 u+p_{w_{2}} & p_{w_{3}} & \gamma_{2}-1 & p_{w_{5}} & \gamma_{1}-\gamma_{2} \\
\zeta_{2} & v & u & 0 & 0 & 0 \\
\theta_{1} & \theta_{2} & \theta_{3} & \theta_{4} & \theta_{5} & \theta_{6} \\
-\rho_{1} \alpha\left(\frac{w_{2}}{w_{1}^{2}}\right) & \frac{\rho_{1} \alpha}{w_{1}} & 0 & 0 & 0 & 0 \\
\beta_{1} & \beta_{2} & \beta_{3} & 0 & \beta_{4} & \gamma_{1} u
\end{array}\right) \text {, } \\
& B_{m n}=\left(\begin{array}{cccccc}
v-\rho \frac{w_{3}}{w_{1}^{2}} & 0 & 1 & 0 & 0 & 0 \\
\zeta_{2} & v & u & 0 & 0 & 0 \\
\zeta_{12} & p_{w v_{2}} & 2 v+p_{w_{3}} & \gamma_{2}-1 & p_{w_{5}} & \gamma_{1}-\gamma_{2} \\
\phi_{1} & \phi_{2} & \phi_{3} & \phi_{4} & \phi_{5} & \phi_{6} \\
-\rho_{1} \alpha\left(\frac{w_{3}}{w_{1}^{2}}\right) & 0 & \frac{\rho_{1} \alpha}{w_{1}} & 0 & v & 0 \\
\beta_{5} & \beta_{6} & \beta_{7} & 0 & \beta_{8} & \gamma_{1} v
\end{array}\right) .
\end{aligned}
$$
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