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#### Abstract

The Cubic-Polynomial Interpolation scheme has been developed and applied to many practical simulations. However, it seems the existing Cubic-Polynomial Interpolation scheme are restricted to uniform rectangular meshes. Consequently, this scheme has some limitations to problems in irregular domains. This paper will extend the Cubic-Polynomial Interpolation scheme to triangular meshes by using some spline interpolation techniques. Numerical examples are provided to demonstrate the accuracy of the proposed schemes.
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## 1 Introduction

The compact cubic interpolated propagation (CIP) scheme (see, e.g., [1,2]) is based on the cubic-polynomial interpolation ideas, which was developed for solving general hyperbolic equations and is found of low diffusion and good stability properties. In the method a spatial profile within each grid is interpolated with a cubic polynomial, and both the values $f$ and its spatial derivative $\nabla f$ on the grid are predicted in advance. The first derivative in the CIP scheme is calculated from a model equation for the spatial derivative which is consistent with the master equation. This scheme has been successfully applied to various complex fluid flow problems [3] and wave propagation problem [4], and has been extended to conservative form [5] and body-fitted grid system [6].

At present the CIP method is mainly designed for rectangle or quadrilateral meshes. It is known that triangular meshes have advantages for irregular domains and it is natural to extend the CIP method to the triangular meshes. This will be main purpose of this

[^0]work. Designing higher order schemes with irregular meshes satisfying certain properties for hyperbolic conservation laws has been an important research target in recent years, see, e.g., [7-10].

The layout of this paper is as follows. The basic idea is to use the Hermite interpolation techniques for triangles, which will be described in the next section. In section 3, we present the CIP scheme on triangular mesh restricted to two space dimensions. Numerical examples will be presented in the final section.

## 2 Hermite interpolation and high-order differences

### 2.1 Hermite interpolation

We first introduce two different Hermite interpolation methods on triangles. Consider $\triangle_{123}$ as illustrated in Fig. 1 and let $O$ be its barycentric point, $\left(x_{j}, y_{j}\right), 1 \leq j \leq 3$ be the Cartesian coordinates of its three vertexes. For any point $(x, y)$ inside the triangle, let $f_{1}, f_{2}, f_{3}$ and $f_{0}$ be the values of a smooth function $f(x, y)$ at the three vertexes and its barycentric point, respectively. Moreover, let $\left(f_{x}\right)_{1},\left(f_{x}\right)_{2},\left(f_{x}\right)_{3}$ be the three $x$-directional partial derivatives and $\left(f_{y}\right)_{1},\left(f_{y}\right)_{2},\left(f_{y}\right)_{3}$ be three $y$-directional partial derivative values.


Figure 1: An illustrating triangle and some relevant values.

### 2.1.1 Method I

Consider the Hermite interpolation on $\triangle_{123}$ :

$$
\begin{equation*}
H_{1}(f ; x, y)=\sum_{i=1}^{3}\left(\alpha_{i}^{(1)}(x, y) f_{i}+\beta_{i}^{(1)}(x, y)\left(f_{x}\right)_{i}+\gamma_{i}^{(1)}(x, y)\left(f_{y}\right)_{i}\right), \tag{2.1}
\end{equation*}
$$

where the coefficients for $f_{i}$ are

$$
\begin{align*}
& \alpha_{1}^{(1)}(x, y)=l_{1}^{3}+3 l_{2} l_{1}^{2}+3 l_{3} l_{1}^{2}+2 l_{1} l_{2} l_{3},  \tag{2.2a}\\
& \alpha_{2}^{(1)}(x, y)=l_{2}^{3}+3 l_{1} l_{2}^{2}+3 l_{3} l_{2}^{2}+2 l_{1} l_{2} l_{3},  \tag{2.2b}\\
& \alpha_{3}^{(1)}(x, y)=l_{3}^{3}+3 l_{1} l_{3}^{2}+3 l_{2} l_{3}^{2}+2 l_{1} l_{2} l_{3}, \tag{2.2c}
\end{align*}
$$

the coefficients for $\left(f_{x}\right)_{i}$ are

$$
\begin{align*}
& \beta_{1}^{(1)}(x, y)=\left(x_{2}-x_{1}\right)\left(l_{1}^{2} l_{2}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(x_{3}-x_{1}\right)\left(l_{1}^{2} l_{3}+\frac{1}{2} l_{1} l_{2} l_{3}\right),  \tag{2.3a}\\
& \beta_{2}^{(1)}(x, y)=\left(x_{1}-x_{2}\right)\left(l_{2}^{2} l_{1}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(x_{3}-x_{2}\right)\left(l_{2}^{2} l_{3}+\frac{1}{2} l_{1} l_{2} l_{3}\right),  \tag{2.3b}\\
& \beta_{3}^{(1)}(x, y)=\left(x_{1}-x_{3}\right)\left(l_{3}^{2} l_{1}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(x_{2}-x_{3}\right)\left(l_{3}^{2} l_{2}+\frac{1}{2} l_{1} l_{2} l_{3}\right), \tag{2.3c}
\end{align*}
$$

and the coefficients for $\left(f_{y}\right)_{i}$ are

$$
\begin{align*}
& \gamma_{1}^{(1)}(x, y)=\left(y_{2}-y_{1}\right)\left(l_{1}^{2} l_{2}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(y_{3}-y_{1}\right)\left(l_{1}^{2} l_{3}+\frac{1}{2} l_{1} l_{2} l_{3}\right),  \tag{2.4a}\\
& \gamma_{2}^{(1)}(x, y)=\left(y_{1}-y_{2}\right)\left(l_{2}^{2} l_{1}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(y_{3}-y_{2}\right)\left(l_{2}^{2} l_{3}+\frac{1}{2} l_{1} l_{2} l_{3}\right),  \tag{2.4b}\\
& \gamma_{3}^{(1)}(x, y)=\left(y_{1}-y_{3}\right)\left(l_{3}^{2} l_{1}+\frac{1}{2} l_{1} l_{2} l_{3}\right)+\left(y_{2}-y_{3}\right)\left(l_{3}^{2} l_{2}+\frac{1}{2} l_{1} l_{2} l_{3}\right) . \tag{2.4c}
\end{align*}
$$

Here $l_{1}, l_{2}, l_{3}$ are the area coordinates of point $(x, y)$ on $\triangle_{123}$, which are given by

$$
\begin{align*}
& l_{1}=\frac{1}{2 s}\left(\left(x_{2} y_{3}-x_{3} y_{2}\right)+\left(y_{2}-y_{3}\right) x+\left(x_{3}-x_{2}\right) y\right),  \tag{2.5a}\\
& l_{2}=\frac{1}{2 s}\left(\left(x_{3} y_{1}-x_{1} y_{3}\right)+\left(y_{3}-y_{1}\right) x+\left(x_{1}-x_{3}\right) y\right),  \tag{2.5b}\\
& l_{3}=\frac{1}{2 s}\left(\left(x_{1} y_{2}-x_{2} y_{1}\right)+\left(y_{1}-y_{2}\right) x+\left(x_{2}-x_{1}\right) y\right) . \tag{2.5c}
\end{align*}
$$

The following relations hold:

$$
\begin{align*}
& l_{1}+l_{2}+l_{3}=1, \quad l_{1}, l_{2}, l_{3} \geq 0  \tag{2.6a}\\
& x=x_{1} l_{1}+x_{2} l_{2}+x_{3} l_{3}, \quad y=y_{1} l_{1}+y_{2} l_{2}+y_{3} l_{3}, \tag{2.6b}
\end{align*}
$$

where $s$ is the area of $\triangle_{123}$.
Our Method I is to require the following interpolation conditions:

$$
\begin{equation*}
H_{1}\left(f ; x_{i}, y_{i}\right)=f_{i}, \quad \frac{\partial H_{1}}{\partial x}\left(x_{i}, y_{i}\right)=\left(f_{x}\right)_{i}, \quad \frac{\partial H_{1}}{\partial y}\left(x_{i}, y_{i}\right)=\left(f_{y}\right)_{i}, \quad i=1,2,3 . \tag{2.7}
\end{equation*}
$$

We point out that the Hermite interpolation $H_{1}$ can only reproduce the bi-variable polynomials of degree not exceeding 2. If we require that a Hermite interpolation on
triangle can reproduce the polynomials of degree 3, then the Hermite interpolation must satisfy the following interpolation conditions

$$
\begin{align*}
& H_{2}\left(f ; x_{0}, y_{0}\right)=f_{0},  \tag{2.8a}\\
& H_{2}\left(f ; x_{i}, y_{i}\right)=f_{i}, \quad \frac{\partial H_{2}}{\partial x}\left(x_{i}, y_{i}\right)=\left(f_{x}\right)_{i}, \quad \frac{\partial H_{2}}{\partial y}\left(x_{i}, y_{i}\right)=\left(f_{y}\right)_{i}, \quad i=1,2,3 . \tag{2.8b}
\end{align*}
$$

### 2.1.2 Method II

Consider the Hermite interpolation satisfying the interpolation conditions (2.8b):

$$
\begin{equation*}
H_{2}(f ; x, y)=\alpha_{0}^{(2)}(x, y) f_{0}+\sum_{i=1}^{3}\left(\alpha_{i}^{(2)}(x, y) f_{i}+\beta_{i}^{(2)}(x, y)\left(f_{x}\right)_{i}+\gamma_{i}^{(2)}(x, y)\left(f_{y}\right)_{i}\right) \tag{2.9}
\end{equation*}
$$

where $\alpha_{0}^{(2)}(x, y)=27 l_{1} l_{2} l_{3}$, the coefficients for $f_{i}$ are given by

$$
\begin{align*}
& \alpha_{1}^{(2)}(x, y)=l_{1}^{3}+3 l_{1}^{2}\left(l_{2}+l_{3}\right)-7 l_{1} l_{2} l_{3},  \tag{2.10a}\\
& \alpha_{2}^{(2)}(x, y)=l_{2}^{3}+3 l_{2}^{2}\left(l_{1}+l_{3}\right)-7 l_{1} l_{2} l_{3},  \tag{2.10b}\\
& \alpha_{3}^{(2)}(x, y)=l_{3}^{3}+3 l_{3}^{2}\left(l_{1}+l_{2}\right)-7 l_{1} l_{2} l_{3}, \tag{2.10c}
\end{align*}
$$

the coefficients for $\left(f_{x}\right)_{i}$ are given by

$$
\begin{align*}
& \beta_{1}^{(2)}(x, y)=\left(x_{2}-x_{1}\right)\left(l_{1}^{2} l_{2}-l_{1} l_{2} l_{3}\right)+\left(x_{3}-x_{1}\right)\left(l_{1}^{2} l_{3}-l_{1} l_{2} l_{3}\right),  \tag{2.11a}\\
& \beta_{2}^{(2)}(x, y)=\left(x_{3}-x_{2}\right)\left(l_{2}^{2} l_{3}-l_{1} l_{2} l_{3}\right)+\left(x_{1}-x_{2}\right)\left(l_{2}^{2} l_{1}-l_{1} l_{2} l_{3}\right),  \tag{2.11b}\\
& \beta_{3}^{(2)}(x, y)=\left(x_{1}-x_{3}\right)\left(l_{3}^{2} l_{1}-l_{1} l_{2} l_{3}\right)+\left(x_{2}-x_{3}\right)\left(l_{3}^{2} l_{2}-l_{1} l_{2} l_{3}\right), \tag{2.11c}
\end{align*}
$$

and the coefficients for $\left(f_{y}\right)_{i}$ are

$$
\begin{align*}
& \gamma_{1}^{(2)}(x, y)=\left(y_{2}-y_{1}\right)\left(l_{1}^{2} l_{2}-l_{1} l_{2} l_{3}\right)+\left(y_{3}-y_{1}\right)\left(l_{1}^{2} l_{3}-l_{1} l_{2} l_{3}\right),  \tag{2.12a}\\
& \gamma_{2}^{(2)}(x, y)=\left(y_{3}-y_{2}\right)\left(l_{2}^{2} l_{3}-l_{1} l_{2} l_{3}\right)+\left(y_{1}-y_{2}\right)\left(l_{2}^{2} l_{1}-l_{1} l_{2} l_{3}\right),  \tag{2.12b}\\
& \gamma_{3}^{(2)}(x, y)=\left(y_{1}-y_{3}\right)\left(l_{3}^{2} l_{1}-l_{1} l_{2} l_{3}\right)+\left(y_{2}-y_{3}\right)\left(l_{3}^{2} l_{2}-l_{1} l_{2} l_{3}\right) . \tag{2.12c}
\end{align*}
$$

### 2.2 High-order differences on triangular meshes

In this subsection we will introduce a high-order difference method on triangular mesh to approximate with up to second-order accuracy; for more details see [11,12].

Definition 2.1. Suppose $\mathcal{F}=\left\{f \mid f: \mathbb{R}^{d} \rightarrow \mathbb{R}\right\}, A$ is a discrete subset of $\mathbb{R}^{d}, \alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right) \in$ $Z_{+}^{d}, D^{\alpha}=D^{\alpha_{1}} \cdots D^{\alpha_{d}}$ is the derivative with order $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}, \mathcal{P}_{n}=\mathcal{P}_{n}\left(\mathbb{R}^{d}\right)$ is the set of multivariate polynomials of degree $\leq n$. An operator $\mathcal{D}_{A}^{\alpha}: \mathcal{F} \rightarrow \mathcal{F}$ is said to be a $\mathcal{P}_{n}$-exact $A$-discretization of $\mathcal{D}^{\alpha}$ if and only if
(a) There exists a real vector $\lambda=\left(\lambda_{a}\right)_{a \in A}$ such that, for any $f \in \mathcal{F}$ and $X \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left(\mathcal{D}_{A}^{\alpha} f\right)(X)=\sum_{a \in A} \lambda_{a} f(X+a) ; \tag{2.13}
\end{equation*}
$$

(b) For any $p \in \mathcal{P}_{n}$,

$$
\begin{equation*}
\mathcal{D}_{A}^{\alpha} p=\mathcal{D}^{\alpha} p . \tag{2.14}
\end{equation*}
$$

Then we also say that $\mathcal{D}_{A}^{\alpha} f$ is a $\mathcal{P}_{n}$-exact $A$-discretization of $\mathcal{D}^{\alpha} f$. If the points in set $A$ are properly posed for $\mathcal{P}_{n}$, then $\mathcal{D}_{A}^{\alpha}$ is determined uniquely.

Suppose the point set $A=\left\{Q_{1}\left(x_{1}, y_{1}\right), \cdots, Q_{6}\left(x_{6}, y_{6}\right)\right\}$ is posed in $\mathcal{P}_{2}=\mathcal{P}_{2}\left(\mathbb{R}^{2}\right)$, i.e., there does not exist a nonzero polynomial in $\mathcal{P}_{2}$ which vanishes on all the points of $A$, where $\mathcal{P}_{2}$ is the bi-variate polynomial space of polynomials of degree not exceeding 2 . The formulas for computing the divided difference $f[A]^{(1,0)}$ defined in [11] is given by

$$
\begin{equation*}
f[A]^{(1,0)}=\frac{1}{(1,0)!} \mathcal{D}_{A}^{(1,0)} f(0)=\sum_{i=1}^{6} \lambda_{i} f\left(Q_{i}\right), \tag{2.15}
\end{equation*}
$$

where $\left(\alpha_{1}, \alpha_{2}\right)!=\alpha_{1}!\alpha_{2}!$ and the coefficients $\left\{\lambda_{i}\right\}_{i=1}^{6}$ are determined by

$$
M_{1}\left(\begin{array}{c}
\lambda_{1}  \tag{2.16a}\\
\lambda_{2} \\
\lambda_{3} \\
\lambda_{4} \\
\lambda_{5} \\
\lambda_{6}
\end{array}\right)=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right),
$$

where

$$
M_{1}:=\left(\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1  \tag{2.16b}\\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
y_{1} & y_{2} & y_{3} & y_{4} & y_{5} & y_{6} \\
x_{1} y_{1} & x_{2} y_{2} & x_{3} y_{3} & x_{4} y_{4} & x_{5} y_{5} & x_{6} y_{6} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & x_{6}^{2} \\
y_{1}^{2} & y_{2}^{2} & y_{3}^{2} & y_{4}^{2} & y_{5}^{2} & y_{6}^{2}
\end{array}\right) .
$$

Therefore, we have

$$
\begin{equation*}
\mathcal{D}_{A}^{(1,0)} f(X)=\sum_{i=1}^{6} \lambda_{i} f\left(Q_{i}+X\right), \quad X=(x, y) \in \mathbb{R}^{2} . \tag{2.17}
\end{equation*}
$$

According to (2.15) and (2.16a)-(2.16b), the computing formula of divided difference $f\left[A_{X}\right]^{(1,0)}$ on six points $A_{X}=\left\{Q_{1}-X, Q_{2}-X, Q_{3}-X, Q_{4}-X, Q_{5}-X, Q_{6}-X\right\}$ is given by

$$
\begin{equation*}
f\left[A_{X}\right]^{(1,0)}=\frac{1}{(1,0)!} \mathcal{D}_{A_{X}}^{(1,0)} f(0)=\sum_{i=1}^{6} \lambda_{i, X} f\left(Q_{i}-X\right) \tag{2.18}
\end{equation*}
$$

where coefficients $\left\{\lambda_{i, X}\right\}_{i=1}^{6}$ are determined by the following equations

$$
M_{2}\left(\begin{array}{c}
\lambda_{1, X}  \tag{2.19a}\\
\lambda_{2, X} \\
\lambda_{3, X} \\
\lambda_{4, X} \\
\lambda_{5, X} \\
\lambda_{6, X}
\end{array}\right)=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right),
$$

where

$$
M_{2}:=\left(\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1  \tag{2.19b}\\
x_{1}-x & x_{2}-x & x_{3}-x & x_{4}-x & x_{5}-x & x_{6}-x \\
y_{1}-y & y_{2}-y & y_{3}-y & y_{4}-y & y_{5}-y & y_{6}-y \\
x y_{11} & x y_{22} & x y_{33} & x y_{44} & x y_{55} & x y_{66} \\
\left(x_{1}-x\right)^{2} & \left(x_{2}-x\right)^{2} & \left(x_{3}-x\right)^{2} & \left(x_{4}-x\right)^{2} & \left(x_{5}-x\right)^{2} & \left(x_{6}-x\right)^{2} \\
\left(y_{1}-y\right)^{2} & \left(y_{2}-y\right)^{2} & \left(y_{3}-y\right)^{2} & \left(y_{4}-y\right)^{2} & \left(y_{5}-y\right)^{2} & \left(y_{6}-y\right)^{2}
\end{array}\right),
$$

with $x y_{j j}=\left(x_{j}-x\right)\left(y_{j}-y\right)$. Therefore, we have

$$
\begin{equation*}
D_{A_{X}}^{(1,0)} f(X)=\sum_{i=1}^{6} \lambda_{i, X} f\left(Q_{i}\right) \tag{2.20}
\end{equation*}
$$

Similarly, on the point set $A=\left\{Q_{1}, Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{6}\right\}$, the computing formula of divided difference $f[A]^{(0,1)}$ defined in [11] is given by

$$
\begin{equation*}
f[A]^{(0,1)}=\frac{1}{(0,1)!} D_{A}^{(0,1)} f(0)=\sum_{i=1}^{6} \eta_{i} f\left(Q_{i}\right) \tag{2.21}
\end{equation*}
$$

where coefficients $\left\{\eta_{i}\right\}_{i=1}^{6}$ are determined by the following equations

$$
M_{1}\left(\begin{array}{l}
\eta_{1}  \tag{2.22}\\
\eta_{2} \\
\eta_{3} \\
\eta_{4} \\
\eta_{5} \\
\eta_{6}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right),
$$

where $M_{1}$ is given by (2.16b). Therefore, we have

$$
\begin{equation*}
\mathcal{D}_{A}^{(0,1)} f(X)=\sum_{i=1}^{6} \eta_{i} f\left(Q_{i}+X\right) \tag{2.23}
\end{equation*}
$$

According to (2.21) and (2.22), the computing formula of divided difference $f\left[A_{X}\right]^{(0,1)}$ on six points $A_{X}=\left\{Q_{1}-X, Q_{2}-X, Q_{3}-X, Q_{4}-X, Q_{5}-X, Q_{6}-X\right\}$ is given by

$$
\begin{equation*}
f\left[A_{X}\right]^{(0,1)}=\frac{1}{(0,1)!} \mathcal{D}_{A_{X}}^{(0,1)} f(0)=\sum_{i=1}^{6} \eta_{i, X} f\left(Q_{i}-X\right), \tag{2.24}
\end{equation*}
$$

where coefficients $\left\{\eta_{i, X}\right\}_{i=1}^{6}$ are determined by

$$
M_{2}\left(\begin{array}{l}
\eta_{1, X}  \tag{2.25}\\
\eta_{2, X} \\
\eta_{3, X} \\
\eta_{4, X} \\
\eta_{5, X} \\
\eta_{6, X}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right),
$$

where $M_{2}$ is defined by (2.19b). Therefore, we have

$$
\begin{equation*}
\mathcal{D}_{A_{X}}^{(0,1)} f(X)=\sum_{i=1}^{6} \eta_{i, X} f\left(Q_{i}\right) \tag{2.26}
\end{equation*}
$$

Similarly, the computing formula of divided difference $f\left[A_{X}\right]^{(2,0)}$ on six points $A_{X}=\left\{Q_{1}-\right.$ $\left.X, Q_{2}-X, Q_{3}-X, Q_{4}-X, Q_{5}-X, Q_{6}-X\right\}$ is

$$
\begin{equation*}
f\left[A_{X}\right]^{(2,0)}=\frac{1}{(2,0)!} \mathcal{D}_{A_{X}}^{(2,0)} f(0)=\sum_{i=1}^{6} \kappa_{i, X} f\left(Q_{i}-X\right) \tag{2.27}
\end{equation*}
$$

Consequently, we have

$$
\begin{equation*}
\mathcal{D}_{A_{X}}^{(2,0)} f(X)=2 \sum_{i=1}^{6} \kappa_{i, X} f\left(Q_{i}\right) . \tag{2.28}
\end{equation*}
$$

The computing formula of divided difference $f\left[A_{X}\right]^{(0,2)}$ on six points $A_{X}=\left\{Q_{1}-X, Q_{2}-\right.$ $\left.X, Q_{3}-X, Q_{4}-X, Q_{5}-X, Q_{6}-X\right\}$ is

$$
\begin{equation*}
f\left[A_{X}\right]^{(0,2)}=\frac{1}{(0,2)!} \mathcal{D}_{A_{X}}^{(0,2)} f(0)=\sum_{i=1}^{6} \tau_{i, X} f\left(Q_{i}-X\right) . \tag{2.29}
\end{equation*}
$$

Consequently, we have

$$
\begin{equation*}
\mathcal{D}_{A_{X}}^{(0,2)} f(X)=2 \sum_{i=1}^{6} \tau_{i, X} f\left(Q_{i}\right) \tag{2.30}
\end{equation*}
$$

The coefficients $\left\{\kappa_{i, X}\right\}_{i=1}^{6}$ in (2.28) and $\left\{\tau_{i, X}\right\}_{i=1}^{6}$ in (2.30) are determined by

$$
M_{2}\left(\begin{array}{l}
\kappa_{1, X}  \tag{2.31}\\
\kappa_{2, X} \\
\kappa_{3, X} \\
\kappa_{4, X} \\
\kappa_{5, X} \\
\kappa_{6, X}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
1 \\
0
\end{array}\right), \quad M_{2}\left(\begin{array}{c}
\tau_{1, X} \\
\tau_{2, X} \\
\tau_{3, X} \\
\tau_{4, X} \\
\tau_{5, X} \\
\tau_{6, X}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right),
$$

respectively. It follows from [11] and Definition 2.1 that

$$
\begin{array}{ll}
\mathcal{D}_{A_{X}}^{(1,0)} f(X) \approx \frac{\partial f}{\partial x}(X), \quad \mathcal{D}_{A_{X}}^{(0,1)} f(X) \approx \frac{\partial f}{\partial y}(X), \\
\mathcal{D}_{A_{X}}^{(2,0)} f(X) \approx \frac{\partial^{2} f}{\partial x^{2}}(X), \quad \mathcal{D}_{A_{X}}^{(0,2)} f(X) \approx \frac{\partial^{2} f}{\partial y^{2}}(X), \quad X \in \mathbb{R}^{2}, \tag{2.32b}
\end{array}
$$

and when $f(x, y)=1, x, y, x^{2}, x y, y^{2}$, it can be verified that

$$
\begin{array}{ll}
\mathcal{D}_{A_{X}}^{(1,0)} f(X)=\frac{\partial f}{\partial x}(X), & \mathcal{D}_{A_{X}}^{(0,1)} f(X)=\frac{\partial f}{\partial y}(X), \\
\mathcal{D}_{A_{X}}^{(2,0)} f(X)=\frac{\partial^{2} f}{\partial x^{2}}(X), & \mathcal{D}_{A_{X}}^{(0,2)} f(X)=\frac{\partial^{2} f}{\partial y^{2}}(X) . \tag{2.33b}
\end{array}
$$

## 3 The CIP scheme on triangular meshes

Let us consider a two-dimensional hyperbolic equation in Cartesian coordinates $x, y$ :

$$
\begin{equation*}
L_{2} f \equiv \frac{\partial f}{\partial t}+u \frac{\partial f}{\partial x}+v \frac{\partial f}{\partial y}=g . \tag{3.1}
\end{equation*}
$$

The idea of the CIP method for solving Eq. (3.1) on a triangle mesh is similar to that on a rectangle mesh $[1,2]$. Suppose that the solution domain of Eq. (3.1) is partitioned by a triangle mesh and point $\left(x_{i}, y_{i}\right)$ is a grid point on the triangle mesh, which adjoins $m$ points $\left\{\left(x_{j_{k}}, y_{j_{k}}\right)\right\}_{k=1}^{m}$ (see Fig. 2). From the idea of the CIP method, we first judge which triangle with vertex $\left(x_{i}, y_{i}\right)$ point $\left(x_{i}-u * \Delta t, y_{i}-v * \Delta t\right)$ locates on. It is well known that if $\left(x_{i}-u * \Delta t, y_{i}-v * \Delta t\right)$ locates on the triangle $\triangle_{i, j_{k}, j_{k+1}}$, then the area coordinates $l_{1}, l_{2}, l_{3}$ corresponding to point $\left(x_{i}-u * \Delta t, y_{i}-v * \Delta t\right)$ are all non-negative; otherwise there exists at least one negative value among $l_{1}, l_{2}, l_{3}$. If the point ( $x_{i}-u * \Delta t, y_{i}-v * \Delta t$ ) locates on $\triangle_{i, j_{k} j_{k+1}}$, then we interpolate $f(x, y)$ within $\triangle_{i, j_{k} j_{k+1}}$ by Method I of (2.1) or Method II of (2.8b), i.e.,

$$
\begin{align*}
& H_{1}(f ; x, y)=\sum_{l=i, j_{k} j_{k+1}}\left(\alpha_{l}^{(1)}(x, y) f_{l}+\beta_{l}^{(1)}(x, y)\left(f_{x}\right)_{l}+\gamma_{l}^{(1)}(x, y)\left(f_{y}\right)_{l}\right) ;  \tag{3.2a}\\
& H_{2}(f ; x, y)=\alpha_{0}^{(2)}(x, y) f_{o}+\sum_{l=i, j_{k} j_{k+1}}\left(\alpha_{l}^{(2)}(x, y) f_{l}+\beta_{l}^{(2)}(x, y)\left(f_{x}\right)_{l}+\gamma_{l}^{(2)}(x, y)\left(f_{y}\right)_{l}\right) . \tag{3.2b}
\end{align*}
$$



Figure 2: Point $i$ and its neighboring points on a triangle mesh.
If the values for $f$ at all grid points and the barycentric points of all triangles, i.e., $f_{i}$ and $f_{o_{i}}\left(1 \leq i \leq i_{\max }\right)$, are known, only six parameters $\left(f_{x}\right)_{i},\left(f_{x}\right)_{j_{k}}\left(f_{x}\right)_{j_{k+1}}\left(f_{y}\right)_{i}\left(f_{y}\right)_{j_{k^{\prime}}}\left(f_{y}\right)_{j_{k+1}}$ remain to be determined. From the idea of the CIP method, see, e.g., [1,2], we know that the first spatial derivative must be determined consistently with the master equation. Thus we have obtained quite accurate solutions without solving a matrix equation to determine the polynomial. We will use similar approach here. The equations for the first spatial derivatives are derived from Eq. (3.1), namely, from $\left(L_{2} f-g\right)_{x}=0$ and $\left(L_{2} f-g\right)_{y}=$ 0 :

$$
\begin{align*}
& L_{2}\left(f_{x}\right)=g_{x}-\frac{\partial u}{\partial x} \frac{\partial f}{\partial x}-\frac{\partial v}{\partial x} \frac{\partial f}{\partial y} \equiv R_{x},  \tag{3.3a}\\
& L_{2}\left(f_{y}\right)=g_{y}-\frac{\partial u}{\partial y} \frac{\partial f}{\partial x}-\frac{\partial v}{\partial y} \frac{\partial f}{\partial y} \equiv R_{y} . \tag{3.3b}
\end{align*}
$$

If $f, f_{x}$ and $f_{y}$ at all grid points and $f_{o}$ at barycentric point of each triangle are given by Eqs. (3.1), (3.3a) and (3.3b), then we can calculate the values for $H_{1}(f ; x, y)$ in Eq. (3.2a) and $H_{2}(f ; x, y)$ in (3.2b) at any point $(x, y)$ on $\triangle_{i, j_{k}, j_{k+1}}$.

Following [1,2], we split Eqs. (3.1), (3.3a) and (3.3b) into two phases:
(a) the non-advection phase

$$
\begin{align*}
& \frac{\partial f}{\partial t}=g,  \tag{3.4a}\\
& \frac{\partial f_{x}}{\partial t}=g_{x}-\frac{\partial u}{\partial x} \frac{\partial f}{\partial x}-\frac{\partial v}{\partial x} \frac{\partial f}{\partial y},  \tag{3.4b}\\
& \frac{\partial f_{y}}{\partial t}=g_{y}-\frac{\partial u}{\partial y} \frac{\partial f}{\partial x}-\frac{\partial v}{\partial y} \frac{\partial f}{\partial y} ; \tag{3.4c}
\end{align*}
$$

(b) the advection phase

$$
\begin{align*}
& \frac{\partial f}{\partial t}+u \frac{\partial f}{\partial x}+v \frac{\partial f}{\partial y}=0  \tag{3.5a}\\
& \frac{\partial f_{x}}{\partial t}+u \frac{\partial f_{x}}{\partial x}+v \frac{\partial f_{x}}{\partial y}=0  \tag{3.5b}\\
& \frac{\partial f_{y}}{\partial t}+u \frac{\partial f_{y}}{\partial x}+v \frac{\partial f_{y}}{\partial y}=0 \tag{3.5c}
\end{align*}
$$

The quantities $f, f_{x}$ and $f_{y}$ in the non-advection phase (3.4) are advanced according to

$$
\begin{align*}
& f_{i}^{*}=f_{i}^{n}+g_{i}^{n} \Delta t  \tag{3.6a}\\
& \left(f_{x}\right)_{i}^{*}=\left(f_{x}\right)_{i}^{n}+\left(\left(g_{x}\right)_{i}^{n}-\left(u_{x}\right)_{i}\left(f_{x}\right)_{i}^{n}-\left(v_{x}\right)_{i}\left(f_{y}\right)_{i}^{n}\right) \Delta t  \tag{3.6b}\\
& \left(f_{y}\right)_{i}^{*}=\left(f_{y}\right)_{i}^{n}+\left(\left(g_{y}\right)_{i}^{n}-\left(u_{y}\right)_{i}\left(f_{x}\right)_{i}^{n}-\left(v_{y}\right)_{i}\left(f_{y}\right)_{i}^{n}\right) \Delta t . \tag{3.6c}
\end{align*}
$$

In (3.6), the quantities $g_{i}^{n},\left(g_{x}\right)_{i}^{n},\left(g_{y}\right)_{i}^{n},\left(u_{x}\right)_{i},\left(u_{y}\right)_{i},\left(v_{x}\right)_{i}$ and $\left(v_{y}\right)_{i}$ may be solved using highorder difference methods (2.19a)-(2.19b) and (2.28)-(2.30). We also adopt the way in [2] to approximate $\left(g_{x}\right)_{i}^{n}$ and $\left(g_{y}\right)_{i}^{n}$

$$
\begin{equation*}
\left(g_{x}\right)_{i}^{n} \sim \frac{\left(f_{i}^{*}\right)_{x}-\left(f_{x}\right)_{i}^{n}}{\Delta t}, \quad\left(g_{y}\right)_{i}^{n} \sim \frac{\left(f_{i}^{*}\right)_{y}-\left(f_{y}\right)_{i}^{n}}{\Delta t}, \tag{3.7}
\end{equation*}
$$

where $\left(f_{i}^{*}\right)_{x}$ and $\left(f_{i}^{*}\right)_{y}$ are difference values obtained by using formulas (2.19a)-(2.19b) and (2.26) with values $\left\{f_{i}^{*}\right\}$.

After the non-advection phase is solved, the CIP method is applied to advection phase. The solution for the equation $L_{2} h=0$, where $h$ is $f, f_{x}$ or $f_{y}$, after a very short time $\Delta t$ can be estimated as

$$
\begin{equation*}
h(x, y, t+\Delta t) \sim h(x-u \Delta t, y-v \Delta t, t) . \tag{3.8}
\end{equation*}
$$

Thus, the profile after one time step $\Delta t$ for Method I is

$$
\begin{equation*}
f_{i}^{n+1}=H_{1}\left(f ; x_{i}-u \Delta t, y_{i}-v \Delta t\right), \quad\left(f_{x}\right)_{i}^{n+1}=\left(\frac{\partial H_{1}}{\partial x}\right)_{i^{\prime}} \quad\left(f_{y}\right)_{i}^{n+1}=\left(\frac{\partial H_{1}}{\partial y}\right)_{i} ; \tag{3.9}
\end{equation*}
$$

and for Method II is

$$
\begin{equation*}
f_{i}^{n+1}=H_{2}\left(f ; x_{i}-u \Delta t, y_{i}-v \Delta t\right), \quad\left(f_{x}\right)_{i}^{n+1}=\left(\frac{\partial H_{2}}{\partial x}\right)_{i}, \quad\left(f_{y}\right)_{i}^{n+1}=\left(\frac{\partial H_{2}}{\partial y}\right)_{i} \tag{3.10}
\end{equation*}
$$

The above can be written in an explicit way:

$$
\begin{align*}
& f_{i}^{n+1}=\sum_{l=i, j_{k} j_{k+1}}\left(\alpha_{l}^{(1)}(x, y) f_{l}^{*}+\beta_{l}^{(1)}(x, y)\left(f_{x}\right)_{l}^{*}+\gamma_{l}^{(1)}(x, y)\left(f_{y}\right)_{l}^{*}\right), \quad \text { Method I, }  \tag{3.11a}\\
& f_{i}^{n+1}=\alpha_{0}^{(2)}(x, y)\left(f_{o}\right)_{i}^{*}+\sum_{l=i, j_{k}, j_{k+1}}\left(\alpha_{l}^{(2)}(x, y) f_{l}^{*}+\beta_{l}^{(2)}(x, y)\left(f_{x}\right)_{l}^{*}\right. \\
&\left.+\gamma_{l}^{(2)}(x, y)\left(f_{y}\right)_{l}^{*}\right), \quad \text { Method II, } \tag{3.11b}
\end{align*}
$$

where $\triangle_{i, j_{k}, j_{k+1}}$ is the triangle which contains point $\left(x_{i}-u \Delta t, y_{i}-v \Delta t\right)$.

## 4 Numerical examples

In what follow, we present some numerical results on regular triangle meshes and general triangle meshes to illustrate the performance of the methods.

### 4.1 Constant coefficient linear advection equation

Example 4.1. We consider following two-dimensional constant coefficient linear advection problem

$$
\begin{equation*}
\frac{\partial f}{\partial t}+a \frac{\partial f}{\partial x}+b \frac{\partial f}{\partial y}=0, \quad(x, y) \in[-1,1] \times[-1,1], \quad t>0 \tag{4.1}
\end{equation*}
$$

where $a, b$ are the propagation velocities of wave along $x, y$ directions respectively and constants. We take the initial solution as $f(x, y, 0)=\alpha \exp \left(-\beta x^{2}-\gamma y^{2}\right)$, with some con$\operatorname{stants} \alpha, \beta, \gamma$.


Figure 3: Meshes used in the numerical test: a regular triangular mesh (a) and a general triangular mesh (b).
Take $a=b=0.5, \alpha=1, \beta=\gamma=8$. The exact solution of this problem is $f(x, y, t)=$ $\alpha \exp \left(-\beta(x-a t)^{2}-\gamma(y-b t)^{2}\right)$. We first examine the performance of the methods on regular triangle meshes, see Fig. 3(a). Table 1 shows the computational errors and convergence orders for Methods I and II after 50 steps under the CFD condition number $c=0.1$.

It is observed from Table 1 that Method I obtains third-order convergence in time and space on regular triangle meshes, while Method II yields a 4th-order.

Next Methods I and II will be implemented on general triangle meshes, i.e., generated by standard routines, see Fig. 3(b). Table 2 also shows the computational errors and convergence orders for Methods I and II on some general triangle meshes, for Method I we used 50 steps with $\Delta t=0.03$, and for Method II we used 205 steps with $\Delta t=0.01$. From the results of Table 2 we can see that Method I obtains a convergence order close to 3 in space on general triangle mesh, while Method II has a 4th-order. Compared with the results on regular triangle meshes, the convergence orders with the general triangular mesh drop a bit.

Table 1: Example 4.1: the computational error and convergence orders on regular meshes.

|  | Method I |  | Method II |  |
| :--- | :--- | :--- | :--- | :--- |
| $N_{x} \times N_{y}$ | $L_{\infty}$ error | order | $L_{\infty}$ error | order |
| $10 \times 10$ | $1.07 \mathrm{e}-01$ |  | $5.24 \mathrm{e}-02$ |  |
| $20 \times 20$ | $1.25 \mathrm{e}-02$ | 3.10 | $4.80 \mathrm{e}-03$ | 3.45 |
| $40 \times 40$ | $1.40 \mathrm{e}-03$ | 3.16 | $3.19 \mathrm{e}-04$ | 3.91 |
| $80 \times 80$ | $1.68 \mathrm{e}-04$ | 3.06 | $2.02 \mathrm{e}-05$ | 3.98 |
| $160 \times 160$ | $2.06 \mathrm{e}-05$ | 3.03 | $1.27 \mathrm{e}-06$ | 4.00 |

Table 2: Same as Table 1, except on a general triangular mesh.

|  | Method I |  |  | Method II |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| Number of elements | $L_{\infty}$ error | $\Delta t$ | order | $L_{\infty}$ error | $\Delta t$ | order |
| 240 | $5.76 \mathrm{e}-02$ | 0.03 |  | $4.90 \mathrm{e}-02$ | 0.01 |  |
| 928 | $9.60 \mathrm{e}-03$ | 0.03 | 2.65 | $5.70 \mathrm{e}-03$ | 0.01 | 3.18 |
| 2228 | $2.90 \mathrm{e}-03$ | 0.03 | 2.73 | $1.20 \mathrm{e}-03$ | 0.01 | 3.56 |
| 3690 | $1.40 \mathrm{e}-03$ | 0.03 | 2.87 | $4.47 \mathrm{e}-04$ | 0.01 | 3.90 |

### 4.2 Variable coefficient linear advection equation

Example 4.2. Consider the following two-dimensional variable coefficient linear advection problem

$$
\begin{equation*}
\frac{\partial f}{\partial t}-y \frac{\partial f}{\partial x}+x \frac{\partial f}{\partial y}=0, \quad(x, y) \in[-1,1] \times[-1,1], \quad t>0 \tag{4.2}
\end{equation*}
$$

where $(-y, x)$ is the propagation velocity of wave. We also take the initial solution as $f(x, y, 0)=\alpha \exp \left(-\beta x^{2}-\gamma y^{2}\right)$, where the constants are taken as $\alpha=1, \beta=4, \gamma=12$.

The exact solution of Eq. (4.2) is

$$
\begin{equation*}
f(x, y, t)=\alpha \exp \left(-\left(\beta\left(x^{2}+y^{2}\right) \cos ^{2}(\theta(x, y)-t)+\gamma\left(x^{2}+y^{2}\right) \sin ^{2}(\theta(x, y)-t)\right)\right) \tag{4.3}
\end{equation*}
$$

where

$$
\theta(x, y)= \begin{cases}\arctan (y / x), & x>0  \tag{4.4}\\ \pi+\arctan (y / x), & x<0\end{cases}
$$

Similarly to Section 4.1, we first examine the numerical performance on the regular triangle mesh (see Fig. 3(a)). The solution process is again divided into two phases, with the first one being the non-advection phase:

$$
\begin{equation*}
\frac{\partial f_{x}}{\partial t}=-\frac{\partial f}{\partial y}, \quad \frac{\partial f_{y}}{\partial t}=\frac{\partial f}{\partial x^{\prime}} \tag{4.5}
\end{equation*}
$$

Table 3: Example 4.2: the computational results for Methods I and II on regular meshes.

|  | Method I |  | Method II |  |
| :--- | :--- | :--- | :--- | :--- |
| $N_{x} \times N_{y}$ | $L_{\infty}$ error | order | $L_{\infty}$ error | order |
| $10 \times 10$ | $3.20 \mathrm{e}-03$ |  | $2.00 \mathrm{e}-03$ |  |
| $20 \times 20$ | $3.30 \mathrm{e}-04$ | 3.28 | $1.71 \mathrm{e}-4$ | 3.55 |
| $40 \times 40$ | $3.91 \mathrm{e}-05$ | 3.08 | $1.16 \mathrm{e}-05$ | 3.88 |
| $80 \times 80$ | $4.84 \mathrm{e}-06$ | 3.02 | $7.43 \mathrm{e}-07$ | 3.96 |
| $160 \times 160$ | $6.01 \mathrm{e}-07$ | 3.01 | $4.95 \mathrm{e}-08$ | 3.90 |

Table 4: Same as Table 3, except on a general mesh.

|  | Method I |  |  | Method II |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| Number of elements | $L_{\infty}$ error | $\triangle \mathrm{t}$ | order | $L_{\infty}$ error | $\triangle \mathrm{t}$ | order |
| 240 | $4.14 \mathrm{e}-02$ | 0.0008 |  | $3.14 \mathrm{e}-02$ | 0.0008 |  |
| 928 | $8.40 \mathrm{e}-03$ | 0.0008 | 2.36 | $3.80 \mathrm{e}-03$ | 0.0008 | 3.13 |
| 2228 | $2.80 \mathrm{e}-03$ | 0.0008 | 2.51 | $7.83 \mathrm{e}-04$ | 0.0008 | 3.61 |
| 3690 | $1.40 \mathrm{e}-03$ | 0.0008 | 2.73 | $3.07 \mathrm{e}-04$ | 0.0008 | 3.70 |

and the second one being the advection phase:

$$
\begin{align*}
& \frac{\partial f}{\partial t}-y \frac{\partial f}{\partial x}+x \frac{\partial f}{\partial y}=0  \tag{4.6a}\\
& \frac{\partial f_{x}}{\partial t}-y \frac{\partial f_{x}}{\partial x}+x \frac{\partial f_{x}}{\partial y}=0  \tag{4.6b}\\
& \frac{\partial f_{y}}{\partial t}-y \frac{\partial f_{y}}{\partial x}+x \frac{\partial f_{y}}{\partial y}=0 \tag{4.6c}
\end{align*}
$$

Table 3 shows the computational results for Methods I and II after 1000 steps under the CFL conditions $c=0.001$.

It is observed from Table 3 that Method I again gives the 3rd-order of convergence, while Method II yields a 4th-order of convergence.

Next we examine the numerical performance on the general triangular mesh, as given by Fig. 3(b). Table 4 shows the computational errors and convergence orders for Methods I and II after 2750 steps under $\Delta t=0.0008$. The choice of small time step allows us to check the order of convergence in space. Again it is seen from Table 4 that Method II gives one order higher, but both methods have about half-order drop in the corresponding orders.

### 4.3 Linear advection-diffusion problem

Example 4.3. Finally we consider the two-dimensional linear advection-diffusion problem

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y}=\varepsilon_{x} \frac{\partial^{2} f}{\partial x^{2}}+\varepsilon_{y} \frac{\partial^{2} f}{\partial x^{2}}, \quad 0 \leq x, y \leq 1, \quad t>0 \tag{4.7}
\end{equation*}
$$

when $\varepsilon_{x}=\varepsilon_{y}=0.05$. The initial condition is $f(x, y, 0)=1$, and the boundary conditions are

$$
\begin{array}{lll}
f(x, 0, t)=e^{20 x-40}, & f(x, 1, t)=e^{20 x-20}, & 0<x<1, \quad t>0, \\
f(1, y, t)=e^{20 y-20}, & f(0, y, t)=e^{20 y-40}, & 0<y<1,  \tag{4.8b}\\
t>0 .
\end{array}
$$

The steady solution of the above problem is

$$
\begin{equation*}
f(x, y)=e^{20(x+y-2)}, \quad 0 \leq x, y \leq 1 \tag{4.9}
\end{equation*}
$$

The calculation process is divided into two phases: The first one is non-advection phase:

$$
\begin{align*}
& \frac{\partial f}{\partial t}=\varepsilon_{x} \frac{\partial^{2} f}{\partial x^{2}}+\varepsilon_{y} \frac{\partial^{2} f}{\partial y^{2}}  \tag{4.10a}\\
& \frac{\partial f_{x}}{\partial t}=\varepsilon_{x}\left(\frac{\partial^{2} f}{\partial x^{2}}\right)_{x}+\varepsilon_{y}\left(\frac{\partial^{2} f}{\partial y^{2}}\right)_{x}^{\prime}  \tag{4.10b}\\
& \frac{\partial f_{y}}{\partial t}=\varepsilon_{x}\left(\frac{\partial^{2} f}{\partial x^{2}}\right)_{x}+\varepsilon_{y}\left(\frac{\partial^{2} f}{\partial y^{2}}\right)_{y}^{\prime} \tag{4.10c}
\end{align*}
$$

and the second one is advection phase:

$$
\begin{align*}
& \frac{\partial f}{\partial t}+\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y}=0,  \tag{4.11a}\\
& \frac{\partial f_{x}}{\partial t}+\frac{\partial f_{x}}{\partial x}+\frac{\partial f_{x}}{\partial y}=0,  \tag{4.11b}\\
& \frac{\partial f_{y}}{\partial t}+\frac{\partial f_{y}}{\partial x}+\frac{\partial f_{y}}{\partial y}=0 . \tag{4.11c}
\end{align*}
$$

Table 5 shows $L_{\infty}$ errors at steady state under two different calculation methods, from which it is observed that Method I has the comparable ability as $P^{2}$-DG, i.e., the DG method with polynomial space $P^{2}$.

Table 5: Example 4.3: the $L_{\infty}$ error comparison with $P^{2}$-DG and Method I.

| $N_{x} \times N_{y}$ | Polynomial space $P^{2}$ for DG |  | CIP method I |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $L_{\infty}$ error | Order | $L_{\infty}$ error | Order |
| $10 \times 10$ | $1.25 \mathrm{e}-01$ |  | $4.87 \mathrm{e}-02$ |  |
| $20 \times 20$ | $3.22 \mathrm{e}-02$ | 1.96 | $2.08 \mathrm{e}-02$ | 1.23 |
| $40 \times 40$ | $5.99 \mathrm{e}-03$ | 2.43 | $8.10 \mathrm{e}-03$ | 1.36 |
| $80 \times 80$ | $9.21 \mathrm{e}-04$ | 2.70 | $1.0 \mathrm{e}-03$ | 3.02 |

## 5 Conclusion

In summary, we extended the cubic-polynomial interpolation method designed for rectangular meshed to triangular meshes. Two high-order schemes, one is of order 3 and another is of order 4 in space, are proposed, which are also tested for accuracy verification.

Some preliminary tests show that the present extension is useful for solving convectiondiffusion type problems on general triangular meshes. Since the algorithms are developed in a compact explicit form, it seems that they are ideally suited for adaptivity and parallelizability. The application of these methods to nonlinear hyperbolic equations or systems remain to be our future investigations.
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