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Abstract. To solve the electromagnetic scattering problem for homogeneous dielectric
bodies of revolution (BOR), a fast inhomogeneous plane wave algorithm is developed.
By using the Weyl identity and designing a proper integration path, the aggregation
and disaggregation factors can be derived analytically. Compared with the traditional
method of moments (MoM), both the memory and CPU time requirements are reduced
for large-scale homogeneous dielectric BOR problems. Numerical results are given to
demonstrate the validity and the efficiency of the proposed method.

AMS subject classifications: 35Q61, 74F15, 74J20, 83C50

Key words: Bodies of revolution, fast inhomogeneous plane wave algorithm, electromagnetic
scattering.

1 Introduction

The electromagnetic radiation and scattering from a body of revolution (BOR) of an
arbitrary shape have been widely discussed during last several decades. BOR objects
of various types, including perfect electric conductors, homogeneous dielectric bodies,
coated conducting bodies and combined dielectric and conducting bodies have been
studied [1–11]. Because of the axial symmetry of the geometry, only the generatrix that
forms the surface of the model is needed for solving the BOR problem in a surface inte-
gral equation formulation. Both the memory requirement and the CPU time are reduced
compared with the full three-dimensional method [12]. In the BOR integral equation
solver, the incident plane wave is expanded in cylindrical modes. The induced current
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of each mode is solved by the integral equation, and finally the radar cross section is
obtained by the summation of these modes. The traditional method used to solve a ho-
mogeneous dielectric BOR with integral equations is the Method of Moments (MoM) [13],
with the memory requirement of O(N2), where N is the number of unknowns. It is still
time consuming for large-scale BOR problems with the MoM. The computational time
consumed in solving the integral equation of the BOR problem mainly depends on the
evaluation of modal Green’s function (MGF). Much research have been done to solve this
problem. Gedney and Mittra used the fast Fourier transform (FFT) to enhance the com-
putational efficiency of the Method of Moments [14]. Abdelmageed and Mohsen used
Bartky’s transformation and spherical Bessel function expansion to evaluate the modal
Green’s functions [15,16]. Yu et al. also use spherical Bessel functions to expand the MGF
and obtain near-axis far-distance closed-form MGFs [17].

In this work, we extend the fast inhomogeneous plane wave algorithm (FIPWA)
[18, 19] to accelerate the computation of the MoM for homogeneous dielectric bodies of
revolution. PMCHW (Poggio, Miller, Chang, Harrington, Wu) integral equation [20–22]
is used for solving the problem of a homogeneous dielectric scatterer excited by plane
waves in the free space. The aggregation and disaggregation factors can be computed
efficiently due to the cylindric harmonics decomposition. Both the memory requirement
and the CPU time are saved for large scale BOR problems. Numerical results are given
to demonstrate the validity and efficiency of the FIPWA method. This method also can
be used to solve perfect electric conducting (PEC) BOR problems and composite BOR
problems with both dielectric and PEC objects.

2 Integral equation for body of revolution

2.1 PMCHW integral equations for a dielectric BOR object

The scattering of electromagnetic waves from a homogeneous dielectric object having
permittivity ǫ2 and permeability µ2 in a homogeneous background medium (ǫ1,µ1) can
be solved by PMCHW (Poggio, Miller, Chang, Harrington, Wu) integral equations as
follows:

n̂×Einc = n̂×[L1(J)+L2(J)]−n̂×[K1(M)+K2(M)], (2.1)

n̂×Hinc = n̂×
{

[K1(J)+K2(J)]+
[ 1

η2
1

L1(M)+
1

η2
2

L2(M)
]

}

, (2.2)

where J and M are the induced electric and magnetic current densities, ηi =
√

µi/ε i is
the wave impedance for region i (i =1,2), Einc and Hinc are the incident electric field and
incident magnetic field, respectively. The operators Li and Ki are defined as

Li(x)= jωµi

∫

S

[

xGi+
1

ω2µiε i
∇∇·xGi

]

ds, (2.3)
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Ki(x)=
∫

S
x×∇Gids, (2.4)

where S is the surface of the scatterer, and Gi is the scalar Green’s function of background
medium (i=1) or dielectric region (i=2) expressed as

Gi(r,r′)=
e−jki |r−r′|

4π|r−r′ | (2.5)

with ki =ω
√

µiε i.
In order to solve PMCHW integral equations, the unknown surface current densities

are expanded by basis functions

J(r)=
N

∑
q=1

Jqfq(r), (2.6)

M(r)=
N

∑
q=1

Mqfq(r), (2.7)

where 2N is the number of the unknowns. Using the Galerkin’s method, we can rewrite
the PMCHW integral equations as

(P1+P2)[J]−(Q1+Q2)[M]=bTE, (2.8)

(Q1+Q2)[J]−
( 1

η2
1

P1+
1

η2
2

P2

)

[M]=bTH , (2.9)

(Pi)pq =< fp,Li(fq)>, (2.10)

(Qi)pq =< fp,Ki(fq)>, (2.11)

bTE
p =< fp,Einc >, (2.12)

bTH
p =< fp,Hinc >, (2.13)

where fq is the basis function and fp is the testing function.

2.2 Body of revolution

The surface of the BOR is generated by revolving a plane curve about the z-axis. The sur-
face and the curve are shown in Fig. 1. Here ρ,φ,z are the cylindrical coordinate variables,
and t is arc length along the generatrix. We define the induced current as expansions (2.6)
and (2.7) to approximate an arbitrary J and M on S:

J=∑
m,i

(Jt
mif

t
mi+ J

φ
mif

φ
mi), (2.14)

M=∑
m,i

(Mt
mif

t
mi+M

φ
mif

φ
mi), (2.15)
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Figure 1: A body of revolution and the coordinate system, where θinc is the angle of incident wave, and t̂ and
φ̂ are the unit vectors along the generatrix and azimuthal direction, respectively.

where fα
mi = α̂ fi(t)ejmφ is the basis function, α = t or φ, t̂ = x̂sinθcosφ+ ŷsinθsinφ+ ẑcosθ

(t-directed unit vector), φ̂ = −x̂sinφ+ ŷcosφ (φ-directed unit vector); here θ and φ are
the elevation and azimuthal angles in the spherical coordinate system, and fi(t)= 1

ρ Ti(t),

where Ti is the triangular function

Ti(t)=























t−ti−1

ti−ti−1
, if t∈ [ti−1,ti],

ti+1−t

ti+1−ti
, if t∈ [ti ,ti+1],

0, otherwise.

(2.16)

Because of the rotational symmetry, the solution becomes a Fourier series in φ, and
each term is uncoupled to every other term because of the orthogonality. The expansion
functions chosen for the solution are harmonic in φ (azimuth angle) and subsectional in t
(contour length variable). The testing function is

Wα
ni = α̂ fi(t)e−jnφ, (2.17)

where the testing function Wα
ni are orthogonal to fα

mi, m 6=n, over 0 to 2π on φ, and also to
L(fm) and K(fm) (the field from fm). So all impedance elements are zero except for those
m = n, and each mode can be treated separately. For each mode, we have to solve the
following matrix equation:

[

ZEE
n ZEH

n

ZHE
n ZHH

n

]

·
[

Jn

Mn

]

=

[

VE
n

VH
n

]

. (2.18)
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In order to balance the impedance elements [23], the matrix equation can be rewritten as

[

ZEE
n η1ZEH

n

η1ZHE
n η2

1ZHH
n

]

·
[

Jn

Mn/η1

]

=

[

VE
n

η1VH
n

]

. (2.19)

Each of the element in the above impedance matrix is actually a submatrix; for example

ZEE
n =

[

Ztt,EE
n Z

tφ,EE
n

Z
φt,EE
n Z

φφ,EE
n

]

, (2.20)

where superscripts t and φ denote the t and φ components of the basis and testing func-
tions, respectively. Similar expressions can be written for ZEH

n , ZHE
n , and ZHH

n .

The detail for the above impedance elements can be found in [7], for example,

(Ztt
n )EE

pq =
∫

dt′
∫

dt

[

jωµ1Tp(t′)Tq(t)
(

cosθcosθ′g1
n

+sinθsinθ′
g1

n+1+g1
n−1

2

)

+
1

jωε1
Tp(t′)Tq(t)g1

n

]

+
∫

dt′
∫

dt

[

jωµ2Tp(t′)Tq(t)
(

cosθcosθ′g2
n

+sinθsinθ′
g2

n+1+g2
n−1

2

)

+
1

jωε2
Tp(t′)Tq(t)g2

n

]

, (2.21)

where p and q are the indices of the basis and testing functions; the modal Green’s func-
tion (MGF) gi

n (i=1,2) can be expressed as

gi
n =

∫ π

0

e−jkiR0

R0
cosnφdφ, (2.22)

R0 =
√

ρ2+ρ′2−2ρρ′cosφ+(z−z′)2. (2.23)

For the traditional MoM, the modal Green’s function has to be evaluated by a numerical
method, hence it is time consuming when the radius of the BOR is large. Many works
have been done to improve the efficiency of the MGF.

2.3 Fast inhomogeneous plane wave algorithm

As mentioned above, it is time consuming to solve the MGF, and the memory require-
ment for MoM is O(N2), where N is the number of the unknowns. The fast inhomoge-
neous plane wave algorithm (FIPWA) was first proposed for 2-D and 3-D integral equa-
tions in [18,19], and then applied to accelerate the computation of the MoM for PEC bod-
ies of revolution in [24], which is a special 3-D problem with axial symmetry. Here we
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Figure 2: The half Sommerfeld integration path on the complex u plane. Path I is (uR = 0∼ π
2 ,uI = 0), and

Path II is (uR = π
2 ,uI =0∼∞).

extend this method to dielectric BOR. Based on Weyl identity [25], the Green’s function
can be expressed as

e−jkrpq

rpq
=

1

j

∞
∫

0

dkρ

kρ

kz
J0(kρρpq)e−jkz |zpq|

=
k

j2π

2π
∫

0

dv
∫

HSIP

dusinue−jkk̂·rpq, (2.24)

where k̂ = x̂sinucosv+ ŷsinusinv+ ẑcosu, kρ = ksinu, kz = kcosu, and rpq = rp−rq. Here
rq is the source point and rp is the field point. In the following part, they are also named
sub-scatterers. The integration of the variable u in Eq. (2.24) is computed along the half
Sommerfeld integration path (HSIP) in Fig. 2. It is important to note that the variable

u=uR+ juI is complex here. e−jkk̂·rpq is called the inhomogeneous plane wave by Jackson
[26]. When the variable u and v are real, it is called a homogeneous plane wave. So
Eq. (2.24) can be viewed as the summation of inhomogeneous plane waves in different
directions, which are expressed by k̂(u,v), and weighted by sinu. In order to realize the
Fast Inhomogeneous Plane Wave Algorithm (FIPWA), the basis functions are divided
into groups. Here we call rm and r′m the centers of the groups which contain the source
point rq and field point rp respectively. As shown in Fig. 3, rpq=rpm+rmm′+rm′q. Eq. (2.24)
can be rewritten as

e−jkrpq

rpq
=

k

j2π

2π
∫

0

dv
∫

HSIP

dusinue−jkk̂·(rpm+rmm′+rm′q)

=
k

j2π

2π
∫

0

dv
∫

HSIP

dusinue−jk·rpm ·e−jk·rmm′ ·e−jk·rm′q . (2.25)
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Figure 3: The grouping of the source point rq and

the field point rp, where r′m is the center of source
group, and rm is the center of the field group. The
group centers r′m and rm are in the z direction.

Z
inc

H

Figure 4: The division of groups in the z direction,
where H is the height of each group.

The basis functions are divided into M groups along the z direction as shown in Fig. 4.
In this way, rmm′ has ẑ component only, rmm′ = ẑzmm′ . This property will make the inte-
grand decay exponentially away from the real axis in the u plane. In order to perform the
integration along the HSIP, Eq. (2.25) can be rewritten as

e−jkrpq

rpq
=

2π
∫

0

dv
∫

HSIP

du f (u)Bpm(u,v)e−jkzmm′ cosuBm′q(u,v), (2.26)

where

f (u)=
k

j2π
sinu,

Bpm(u,v)= e−jkk̂·rpm ,

Bm′q(u,v)= e−jkk̂·rm′q .

Here Bpm(u,v) and Bm′q(u,v) represent the radiation and receiving patterns for the field
and source groups, respectively. And f (u) can be considered as the weight function. Both
Bpm(u,v) and Bm′q(u,v) are inhomogeneous plane waves as u is complex. With proper
numerical quadrature methods for u and v, the integral can be expressed as

e−jkrpq

rpq
=∑

s2

∑
s1

Bpm(us1
,vs2)Bm′q(us1

,vs2)Tmm′(us1
,vs2)

=∑
Ωs

Bpm(Ωs)Bm′q(Ωs)Tmm′(Ωs), (2.27)
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where

Ωs =(us1
,vs2),

Tmm′(us1
,vs2)=w1w2

−jk

2π
sinus1

e−jkzmm′ cosus1 ,

us1
and vs2 are the integration points for u and v, w1 and w2 are the weights for u and

v, respectively. Eq. (2.27) can be interpreted as the summation of inhomogeneous plane
waves translated from the source group to the field group. Substituting Eq. (2.27) into
Eqs. (2.8)-(2.9), we obtain

Pi
pq =

k2
i ηi

8π2

∫ 2π

0

∫

HSIP
ViP

f mpTi
mm′ViP

sm′qdudv, (2.28)

Qi
pq =− k2

i

8π2

∫ 2π

0

∫

HSIP
ViQ

f mpTi
mm′V

iQ
sm′qdudv, (2.29)

where the half Sommerfeld integration path (HSIP) is shown in Fig. 2, and the aggrega-

tion factor ViP
sm′q, V

iQ
sm′q and disaggregation factor ViP

f mp, V
iQ
f mp can be expressed as

ViP
sm′q(us1

,vs2)=
∫

S
dsBi

m′q(us1
,vs2)fq(rm′q), (2.30)

ViQ
sm′q(us1

,vs2)=
∫

S
dsBi

m′q(us1
,vs2)fq(rm′q), (2.31)

ViP
f mp(us1

,vs2)=
∫

S
dsBi

pm(us1
,vs2)[I− k̂k̂]·Wp(rpm), (2.32)

V
iQ
f mp(us1

,vs2)=
∫

S
dsBi

pm(us1
,vs2)k̂×Wp(rpm). (2.33)

From Eqs. (2.30)-(2.33), it is clear that

ViP
sm′q =ViQ

sm′q, ViQ
f mp = k̂×ViP

f mp.

As
∫

S
ds=

∫

t
dt

∫ 2π

0
dφρ(t), the traditional MoM performs the integration of φ numerically,

thus this part takes most of the computational time in MoM. After substituting the ba-
sis and testing functions into Eqs. (2.30) and (2.32), the aggregation and disaggregation
factors can be derived as

ViP
sm′q(us1

,vs2)=
∫

dt
∫ 2π

0
dφρq(t)Bi

m′q(us1
,vs2)âα fq(t)ejnφ, (2.34)

ViP
f mp(us1

,vs2)=
∫

dt
∫ 2π

0
dφρp(t)Bi

pm(us1
,vs2)[I− k̂k̂]· âα fp(t)e−jnφ. (2.35)
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From the integral representation of Bessel function

Jn(z)=
j−n

2π

∫ 2π

0
ejzcosφejnφdφ, (2.36)

Jn(z)=
j−n

π

∫ π

0
ejzsinφ cos(nφ)dφ, (2.37)

Jn(z)=
1

π

∫ π

0
cos(zsinφ−nφ)dφ, (2.38)

the above φ integration can be carried out analytically, and then the aggregation and
disaggregation factors can be simplified as

ViPt
f mp =

∫

dte−jkirm e−jki cosuzp e−jnv ·
{

cosusinθ
[ π

jn+1
Jn+1(ζp)+

π

jn−1
Jn−1(ζp)

]

û

−sinucosθ
2π

jn
Jn(ζp)û +sinθ

[ π

jn
Jn−1(ζp)−

π

jn+2
Jn+1(ζp)

]

v̂

}

, (2.39)

V
iPφ
f mp =

∫

dte−jkirm e−jki cosuzp e−jnv ·
{

−cosu
[ π

jn
Jn−1(ζp)−

π

jn+2
Jn+1(ζp)

]

û

+
[ π

jn+1
Jn+1(ζp)+

π

jn−1
Jn−1(ζp)

]

v̂

}

, (2.40)

ViPt
sm′q =

∫

dte−jkirm′ ejki cosuzq ejnv ·
{

cosusinθ
[ π

j−(n+1)
Jn+1(ζq)+

π

j−(n−1)
Jn−1(ζq)

]

û

−sinucosθ
2π

j−n
Jn(ζq)û +sinθ

[ π

j−n
Jn+1(ζq)+

π

j−(n−2)
Jn−1(ζq)

]

v̂

}

, (2.41)

V
iPφ
sm′q =

∫

dte−jkirm′ ejki cosuzq ejnv ·
{

cosu
[ π

j−n
Jn+1(ζq)−

π

j−(n−2)
Jn−1(ζq)

]

û

−
[ π

j−n−1
Jn+1(ζq)+

π

j−(n−1)
Jn−1(ζq)

]

v̂

}

, (2.42)

where ζi = kρi sinu. This will greatly reduce the CPU time. In the aggregation factor,

e−jkiρm′ sinucos(v−φm′)ejnv

can be extracted, while in disaggregation factor

ejkiρm sinucos(v−φm′)e−jnv

can be extracted. As the group centers are all on the z axis,

ρm =ρm′ =0,
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these extracted items can be canceled out. After this is done, it is clear that there is no
variable v either in aggregation or disaggregation factors. So these factors are v indepen-
dent, and can be rewritten as

ViPt
f mp =

∫

dte−jkirm e−jki cosuzp ·
{

cosusinθ
[ π

jn+1
Jn+1(ζp)+

π

jn−1
Jn−1(ζp)

]

û

−sinucosθ
2π

jn
Jn(ζp)û +sinθ

[ π

jn
Jn−1(ζp)−

π

jn+2
Jn+1(ζp)

]

v̂

}

, (2.43)

V
iPφ
f mp =

∫

dte−jkirm e−jki cosuzp ·
{

−cosu
[ π

jn
Jn−1(ζp)−

π

jn+2
Jn+1(ζp)

]

û

+
[ π

jn+1
Jn+1(ζp)+

π

jn−1
Jn−1(ζp)

]

v̂

}

, (2.44)

ViPt
sm′q =

∫

dte−jkirm′ ejki cosuzq ·
{

cosusinθ
[ π

j−(n+1)
Jn+1(ζq)+

π

j−(n−1)
Jn−1(ζq)

]

û

−sinucosθ
2π

j−n
Jn(ζq)û +sinθ

[ π

j−n
Jn+1(ζq)+

π

j−(n−2)
Jn−1(ζq)

]

v̂

}

, (2.45)

V
iPφ
sm′q =

∫

dte−jkirm′ ejki cosuzq ·
{

cosu
[ π

j−n
Jn+1(ζq)−

π

j−(n−2)
Jn−1(ζq)

]

û

−
[ π

j−n−1
Jn+1(ζq)+

π

j−(n−1)
Jn−1(ζq)

]

v̂

}

. (2.46)

Moreover, Ωs ={us1} because no v integration is needed.

Gauss-Legendre quadrature is used in Path I, and Gauss-Laguerre quadrature is used
in Path II for the integration along the HSIP in (2.26). It is worth noting that the number of
the quadrature samples needed is proportional to the group size for the radiation pattern
of each group. Assume that Ωs={us1} is the quadrature samples for the radiation pattern,
Ωt={ut1} is the quadrature samples for the translation factor. When the distance between
the group centers is larger than the group size, the number of Ωt (which is decided by
the distance between the group centers) is larger than the number of Ωs, hence Eq. (2.27)
needs to use Ωt to guarantee accuracy, hence it will cost more memory. To solve this kind
of problem, Eq. (2.27) can be rewritten as

e−jkrpq

rpq
=∑

Ωt

Bpm(Ωt)Bm′q(Ωt)Tmm′(Ωt)

=∑
Ωt

Tmm′(Ωt)∑
Ωs

I(Ωt,Ωs)Bpm(Ωs)Bm′q(Ωs)

=∑
Ωs

Bpm(Ωs)Bm′q(Ωs)∑
Ωt

Tmm′(Ωt)I(Ωt,Ωs)

=∑
Ωs

Bpm(Ωs)Bm′q(Ωs)T′
mm′(Ωs), (2.47)
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where

I(Ωt,Ωs)=
n

∏
j=0,j 6=k

( Ωt−Ωsj

Ωsk−Ωsj

)

and

T′
mm′(Ωs)=∑

Ωt

Tmm′(Ωt)I(Ωt,Ωs).

This interpolation can be done efficiently because Tmm′ = Tm−m′. The number of the sam-
ple points along Path I and Path II is decided by Mu = kD+(kD)1/3 [19], and numerical
tests shows that H =0.3λ is a good dividing height for each group, see Fig. 4.

3 Numerical results

In this section, some numerical results are presented to show the validity of the proposed
FIPWA. All problems are solved on the same computer (Intel Core2 Duo CPU P8400 @
2.26GHz with 1.92GB RAM) in order to make a fair comparison, with only one core being
used.

First of all, a homogeneous dielectric sphere (εr = 4.0, µr = 1.0) with a radius 50 m is
simulated at 150MHz by the BOR-FIPWA and BOR-MoM and the results are compared
with MIE series solution. As shown in Fig. 5, bistatic RCS results agree well among these
three sets of results.
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Figure 5: Bistatic radar cross section of a homogeneous dielectric sphere (εr =4.0, µr =1.0) with the radius 50

m. The incident wave at 150MHz has horizontal polarization (θinc =0o, φinc =0o, θsca =0o ∼180o, φsca =0o).
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Table 1: The memory requirement and CPU time comparison of homogeneous dielectric spheres (εr = 4.0,
µr = 1.0) with different number of unknowns (thus the electrical size). The incident wave is λ0 = 2 m with
horizontal polarization.

Radius (m) Unknowns

MoM FIPWA
Memory CPU Memory CPU

(MB) Time (s) (MB) Time (s)
5 784 4.68 138 1.48 35
8 1256 12.04 560 3.59 105

10 1568 18.76 980 5.45 167
20 3140 75.24 8783 21.4 630
50 7852 470.4 – 128.5 3597

In order to test the efficiency of the proposed method, homogeneous dielectric spheres
(εr =4.0, µr =1.0) with different electric sizes are computed by the BOR-FIPWA and BOR-
MoM. All of the spheres are excited by the plane wave with horizontal polarization (θinc=
0o, φinc = 0o, λ0 = 1 m). The CPU time to fill the impedance matrix and the memory
requirement are listed in Table 1. As shown in Fig. 6, the memory requirement is O(N2)
for the BOR-MOM, where N is the number of unknowns. For the BOR-FIPWA, as the
number of sample points along the HSIP is nearly proportional to the radius of the BOR,
the complexity of the memory requirement is slightly less than O(N2). As shown in
Fig. 7, the CPU time for system creation of the BOR-FIPWA is compared with BOR-MoM.
It is clear that the CPU time for computing the modal Green’s function (MGF) in MoM is
proportional to the number of integration points in the φ direction, which is decided by
the radius of the BOR. So it is reasonable that the CPU time complexity for BOR-MoM
(dielectric sphere) is O(N3). For BOR-FIPWA, it is about O(N2), as mentioned above.
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Figure 6: The memory requirement comparison of
homogeneous dielectric spheres (εr = 4.0, µr = 1.0)
with different number of unknowns (thus the elec-
trical size).
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different number of unknowns (thus the electrical
size).
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Table 2: The memory requirement and CPU time comparison of PEC cylinder with the same radius (r = 0.25
m) and different height.

height (m) Unknowns

MoM FIPWA
Memory CPU Memory CPU

(MB) Time (s) (MB) Time (s)
10 528 2.12 7 0.74 5
20 1028 8.08 26 1.47 10
50 2528 48.7 154 3.64 24

100 5028 192.8 610 7.25 49

For homogeneous dielectric sphere problems, the number of unknowns and the num-
ber of sample points along the HSIP are both proportional to the electrical size. On the
other hand, if the radius of the object is fixed, the BOR-FIPWA will perform even bet-
ter. For example, homogeneous dielectric cylinders (εr =4.0, µr =1.0) with a fixed radius
(r =0.25 m) and different heights are computed by the BOR-FIPWA and BOR-MoM. All
of the homogeneous dielectric cylinders are excited by the plane wave with horizontal
polarization (θinc = 90o, φinc = 0o, λ0 = 2 m). The CPU time for system creation and the
memory requirement for each mode are listed in Table 2. As shown in Fig. 8, the memory
requirement is O(N2) for the BOR-MOM. For the BOR-FIPWA, the number of sample
points along the HSIP is fixed, so the complexity of the memory requirement is about
O(N). As shown in Fig. 9, the CPU time for system creation of the BOR-FIPWA is com-
pared with BOR-MoM. It is clear that the CPU time for computing the modal Green’s
function (MGF) is fixed. So the CPU time complexity is O(N2) for BOR-MoM (homoge-
neous dielectric cylinder with a fixed radius), while it is O(N) for the BOR-FIPWA.
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Figure 8: The memory requirement comparison of
homogeneous dielectric cylinder (εr =4.0, µr =1.0)
with the same radius (r = 0.25 m) and different
height.
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same radius (r=0.25 m) and different height.
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Figure 10: The geometry of a homogeneous
dielectric rocket model.
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Figure 11: Bistatic radar cross section of a homogeneous
rocket model (εr = 9.0, µr = 1.0) computed by BOR-MoM,
BOR-FIPWA and Wavenology. The incident wave is λ0 =9
m with horizontal polarization (θinc =90o, φinc =0o, θsca =
0o ∼180o, φsca =0o).

As shown in Fig. 10, a homogeneous dielectric rocket model (εr = 9.0, µr = 1.0) is
simulated. The object is excited by the plane wave with horizontal polarization (θinc=90o,
φinc =0o, λ0 =9 m). The CPU time for system creation and the memory requirement for
each mode are listed in Table 3. The bistatic RCS is shown in Fig. 11, where the BOR-
FIPWA result agrees well with that from Wavenology EM [27], a software tool based on
the conformal finite-difference time-domain method (rather than MoM).

Table 3: The memory requirement and CPU time comparison of the homogeneous dielectric rocket model.

Unknowns

MoM FIPWA
Memory CPU Memory CPU

(MB) Time (s) (MB) Time (s)
1554 18.4 249 5.4 41

4 Conclusion

In this paper, a fast inhomogeneous plane wave algorithm is applied to solve the homo-
geneous dielectric BOR scattering problem. Analytical expressions for the aggregation
and disaggregation factors are derived to save significant CPU time over the MoM. Al-
though only homogeneous dielectric objects are simulated in the numerical results, this
method can also be used to solve PEC BOR and combined dielectric and conducting BOR
problems.
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