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#### Abstract

To solve the electromagnetic scattering problem for homogeneous dielectric bodies of revolution (BOR), a fast inhomogeneous plane wave algorithm is developed. By using the Weyl identity and designing a proper integration path, the aggregation and disaggregation factors can be derived analytically. Compared with the traditional method of moments (MoM), both the memory and CPU time requirements are reduced for large-scale homogeneous dielectric BOR problems. Numerical results are given to demonstrate the validity and the efficiency of the proposed method.
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## 1 Introduction

The electromagnetic radiation and scattering from a body of revolution (BOR) of an arbitrary shape have been widely discussed during last several decades. BOR objects of various types, including perfect electric conductors, homogeneous dielectric bodies, coated conducting bodies and combined dielectric and conducting bodies have been studied [1-11]. Because of the axial symmetry of the geometry, only the generatrix that forms the surface of the model is needed for solving the BOR problem in a surface integral equation formulation. Both the memory requirement and the CPU time are reduced compared with the full three-dimensional method [12]. In the BOR integral equation solver, the incident plane wave is expanded in cylindrical modes. The induced current

[^0]of each mode is solved by the integral equation, and finally the radar cross section is obtained by the summation of these modes. The traditional method used to solve a homogeneous dielectric BOR with integral equations is the Method of Moments (MoM) [13], with the memory requirement of $\mathcal{O}\left(N^{2}\right)$, where $N$ is the number of unknowns. It is still time consuming for large-scale BOR problems with the MoM. The computational time consumed in solving the integral equation of the BOR problem mainly depends on the evaluation of modal Green's function (MGF). Much research have been done to solve this problem. Gedney and Mittra used the fast Fourier transform (FFT) to enhance the computational efficiency of the Method of Moments [14]. Abdelmageed and Mohsen used Bartky's transformation and spherical Bessel function expansion to evaluate the modal Green's functions [15,16]. Yu et al. also use spherical Bessel functions to expand the MGF and obtain near-axis far-distance closed-form MGFs [17].

In this work, we extend the fast inhomogeneous plane wave algorithm (FIPWA) $[18,19]$ to accelerate the computation of the MoM for homogeneous dielectric bodies of revolution. PMCHW (Poggio, Miller, Chang, Harrington, Wu) integral equation [20-22] is used for solving the problem of a homogeneous dielectric scatterer excited by plane waves in the free space. The aggregation and disaggregation factors can be computed efficiently due to the cylindric harmonics decomposition. Both the memory requirement and the CPU time are saved for large scale BOR problems. Numerical results are given to demonstrate the validity and efficiency of the FIPWA method. This method also can be used to solve perfect electric conducting (PEC) BOR problems and composite BOR problems with both dielectric and PEC objects.

## 2 Integral equation for body of revolution

### 2.1 PMCHW integral equations for a dielectric BOR object

The scattering of electromagnetic waves from a homogeneous dielectric object having permittivity $\epsilon_{2}$ and permeability $\mu_{2}$ in a homogeneous background medium ( $\epsilon_{1}, \mu_{1}$ ) can be solved by PMCHW (Poggio, Miller, Chang, Harrington, Wu) integral equations as follows:

$$
\begin{align*}
& \hat{n} \times \mathbf{E}_{i n c}=\hat{n} \times\left[L_{1}(\mathbf{J})+L_{2}(\mathbf{J})\right]-\hat{n} \times\left[K_{1}(\mathbf{M})+K_{2}(\mathbf{M})\right]  \tag{2.1}\\
& \hat{n} \times \mathbf{H}_{i n c}=\hat{n} \times\left\{\left[K_{1}(\mathbf{J})+K_{2}(\mathbf{J})\right]+\left[\frac{1}{\eta_{1}^{2}} L_{1}(\mathbf{M})+\frac{1}{\eta_{2}^{2}} L_{2}(\mathbf{M})\right]\right\}, \tag{2.2}
\end{align*}
$$

where $\mathbf{J}$ and $\mathbf{M}$ are the induced electric and magnetic current densities, $\eta_{i}=\sqrt{\mu_{i} / \varepsilon_{i}}$ is the wave impedance for region $i(i=1,2), \mathbf{E}_{i n c}$ and $\mathbf{H}_{i n c}$ are the incident electric field and incident magnetic field, respectively. The operators $L_{i}$ and $K_{i}$ are defined as

$$
\begin{equation*}
L_{i}(\mathbf{x})=j \omega \mu_{i} \int_{S}\left[\mathbf{x} G_{i}+\frac{1}{\omega^{2} \mu_{i} \varepsilon_{i}} \nabla \nabla \cdot \mathbf{x} G_{i}\right] d s, \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
K_{i}(\mathbf{x})=\int_{S} \mathbf{x} \times \nabla G_{i} d s, \tag{2.4}
\end{equation*}
$$

where $S$ is the surface of the scatterer, and $G_{i}$ is the scalar Green's function of background medium ( $i=1$ ) or dielectric region $(i=2$ ) expressed as

$$
\begin{equation*}
G_{i}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{e^{-j k_{i}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{2.5}
\end{equation*}
$$

with $k_{i}=\omega \sqrt{\mu_{i} \varepsilon_{i}}$.
In order to solve PMCHW integral equations, the unknown surface current densities are expanded by basis functions

$$
\begin{align*}
& \mathbf{J}(\mathbf{r})=\sum_{q=1}^{N} J_{q} \mathbf{f}_{q}(\mathbf{r}),  \tag{2.6}\\
& \mathbf{M}(\mathbf{r})=\sum_{q=1}^{N} M_{q} \mathbf{f}_{q}(\mathbf{r}), \tag{2.7}
\end{align*}
$$

where $2 N$ is the number of the unknowns. Using the Galerkin's method, we can rewrite the PMCHW integral equations as

$$
\begin{align*}
& \left(P_{1}+P_{2}\right)[\mathbf{J}]-\left(Q_{1}+Q_{2}\right)[\mathbf{M}]=b^{T E},  \tag{2.8}\\
& \left(Q_{1}+Q_{2}\right)[\mathbf{J}]-\left(\frac{1}{\eta_{1}^{2}} P_{1}+\frac{1}{\eta_{2}^{2}} P_{2}\right)[\mathbf{M}]=b^{T H},  \tag{2.9}\\
& \left(P_{i}\right)_{p q}=<\mathbf{f}_{p}, L_{i}\left(\mathbf{f}_{q}\right)>,  \tag{2.10}\\
& \left(Q_{i}\right)_{p q}=<\mathbf{f}_{p}, K_{i}\left(\mathbf{f}_{q}\right)>,  \tag{2.11}\\
& b_{p}^{T E}=<\mathbf{f}_{p}, \mathbf{E}_{\text {inc }}>,  \tag{2.12}\\
& b_{p}^{T H}=<\mathbf{f}_{p}, \mathbf{H}_{\text {inc }}>, \tag{2.13}
\end{align*}
$$

where $\mathbf{f}_{q}$ is the basis function and $\mathbf{f}_{p}$ is the testing function.

### 2.2 Body of revolution

The surface of the BOR is generated by revolving a plane curve about the $z$-axis. The surface and the curve are shown in Fig. 1. Here $\rho, \phi, z$ are the cylindrical coordinate variables, and $t$ is arc length along the generatrix. We define the induced current as expansions (2.6) and (2.7) to approximate an arbitrary $\mathbf{J}$ and $\mathbf{M}$ on $S$ :

$$
\begin{align*}
& \mathbf{J}=\sum_{m, i}\left(J_{m i}^{t} \mathbf{f}_{m i}^{t}+J_{m i}^{\phi} \mathbf{f}_{m i}^{\phi}\right),  \tag{2.14}\\
& \mathbf{M}=\sum_{m, i}\left(M_{m i}^{t} \mathbf{f}_{m i}^{t}+M_{m i}^{\phi} \mathbf{f}_{m i}^{\phi}\right), \tag{2.15}
\end{align*}
$$



Figure 1: A body of revolution and the coordinate system, where $\theta^{i n c}$ is the angle of incident wave, and $\hat{t}$ and $\hat{\phi}$ are the unit vectors along the generatrix and azimuthal direction, respectively.
where $\mathbf{f}_{m i}^{\alpha}=\hat{\alpha} f_{i}(t) e^{j m \phi}$ is the basis function, $\alpha=t$ or $\phi, \hat{t}=\hat{x} \sin \theta \cos \phi+\hat{y} \sin \theta \sin \phi+\hat{z} \cos \theta$ ( $t$-directed unit vector), $\hat{\phi}=-\hat{x} \sin \phi+\hat{y} \cos \phi$ ( $\phi$-directed unit vector); here $\theta$ and $\phi$ are the elevation and azimuthal angles in the spherical coordinate system, and $f_{i}(t)=\frac{1}{\rho} T_{i}(t)$, where $T_{i}$ is the triangular function

$$
T_{i}(t)= \begin{cases}\frac{t-t_{i-1}}{t_{i}-t_{i-1}}, & \text { if } t \in\left[t_{i-1}, t_{i}\right]  \tag{2.16}\\ \frac{t_{i+1}-t}{t_{i+1}-t_{i}}, & \text { if } t \in\left[t_{i}, t_{i+1}\right] \\ 0, & \text { otherwise }\end{cases}
$$

Because of the rotational symmetry, the solution becomes a Fourier series in $\phi$, and each term is uncoupled to every other term because of the orthogonality. The expansion functions chosen for the solution are harmonic in $\phi$ (azimuth angle) and subsectional in $t$ (contour length variable). The testing function is

$$
\begin{equation*}
\mathbf{W}_{n i}^{\alpha}=\hat{\alpha} f_{i}(t) e^{-j n \phi}, \tag{2.17}
\end{equation*}
$$

where the testing function $\mathbf{W}_{n i}^{\alpha}$ are orthogonal to $\mathbf{f}_{m i}^{\alpha}, m \neq n$, over 0 to $2 \pi$ on $\phi$, and also to $L\left(\mathbf{f}_{m}\right)$ and $K\left(\mathbf{f}_{m}\right)$ (the field from $\left.\mathbf{f}_{m}\right)$. So all impedance elements are zero except for those $m=n$, and each mode can be treated separately. For each mode, we have to solve the following matrix equation:

$$
\left[\begin{array}{ll}
Z_{n}^{E E} & Z_{n}^{E H}  \tag{2.18}\\
Z_{n}^{H E} & Z_{n}^{H H}
\end{array}\right] \cdot\left[\begin{array}{l}
J_{n} \\
M_{n}
\end{array}\right]=\left[\begin{array}{c}
V_{n}^{E} \\
V_{n}^{H}
\end{array}\right] .
$$

In order to balance the impedance elements [23], the matrix equation can be rewritten as

$$
\left[\begin{array}{ll}
Z_{n}^{E E} & \eta_{1} Z_{n}^{E H}  \tag{2.19}\\
\eta_{1} Z_{n}^{H E} & \eta_{1}^{2} Z_{n}^{H H}
\end{array}\right] \cdot\left[\begin{array}{l}
J_{n} \\
M_{n} / \eta_{1}
\end{array}\right]=\left[\begin{array}{l}
V_{n}^{E} \\
\eta_{1} V_{n}^{H}
\end{array}\right] .
$$

Each of the element in the above impedance matrix is actually a submatrix; for example

$$
Z_{n}^{E E}=\left[\begin{array}{ll}
Z_{n}^{t t, E E} & Z_{n}^{t \phi, E E}  \tag{2.20}\\
Z_{n}^{\phi t, E E} & Z_{n}^{\phi \phi, E E}
\end{array}\right],
$$

where superscripts $t$ and $\phi$ denote the $t$ and $\phi$ components of the basis and testing functions, respectively. Similar expressions can be written for $Z_{n}^{E H}, Z_{n}^{H E}$, and $Z_{n}^{H H}$.

The detail for the above impedance elements can be found in [7], for example,

$$
\begin{align*}
\left(Z_{n}^{t t}\right)_{p q}^{E E}= & \int d t^{\prime} \int d t\left[j \omega \mu _ { 1 } T _ { p } ( t ^ { \prime } ) T _ { q } ( t ) \left(\cos \theta \cos \theta^{\prime} g_{n}^{1}\right.\right. \\
& \left.\left.+\sin \theta \sin \theta^{\prime} \frac{\prime_{n+1}^{1}+g_{n-1}^{1}}{2}\right)+\frac{1}{j \omega \varepsilon_{1}} T_{p}\left(t^{\prime}\right) T_{q}(t) g_{n}^{1}\right] \\
& +\int d t^{\prime} \int d t\left[j \omega \mu _ { 2 } T _ { p } ( t ^ { \prime } ) T _ { q } ( t ) \left(\cos \theta \cos \theta^{\prime} g_{n}^{2}\right.\right. \\
& \left.\left.+\sin \theta \sin \theta^{\prime} \frac{\prime_{n+1}^{2}+g_{n-1}^{2}}{2}\right)+\frac{1}{j \omega \varepsilon_{2}} T_{p}\left(t^{\prime}\right) T_{q}(t) g_{n}^{2}\right], \tag{2.21}
\end{align*}
$$

where $p$ and $q$ are the indices of the basis and testing functions; the modal Green's function (MGF) $g_{n}^{i}(i=1,2)$ can be expressed as

$$
\begin{align*}
& g_{n}^{i}=\int_{0}^{\pi} \frac{e^{-j k_{i} R_{0}}}{R_{0}} \cos n \phi d \phi  \tag{2.22}\\
& R_{0}=\sqrt{\rho^{2}+\rho^{\prime 2}-2 \rho \rho^{\prime} \cos \phi+\left(z-z^{\prime}\right)^{2}} \tag{2.23}
\end{align*}
$$

For the traditional MoM, the modal Green's function has to be evaluated by a numerical method, hence it is time consuming when the radius of the BOR is large. Many works have been done to improve the efficiency of the MGF.

### 2.3 Fast inhomogeneous plane wave algorithm

As mentioned above, it is time consuming to solve the MGF, and the memory requirement for MoM is $\mathcal{O}\left(N^{2}\right)$, where $N$ is the number of the unknowns. The fast inhomogeneous plane wave algorithm (FIPWA) was first proposed for 2-D and 3-D integral equations in $[18,19]$, and then applied to accelerate the computation of the MoM for PEC bodies of revolution in [24], which is a special 3-D problem with axial symmetry. Here we


Figure 2: The half Sommerfeld integration path on the complex $u$ plane. Path I is ( $u_{R}=0 \sim \frac{\pi}{2}, u_{I}=0$ ), and Path II is $\left(u_{R}=\frac{\pi}{2}, u_{I}=0 \sim \infty\right)$.
extend this method to dielectric BOR. Based on Weyl identity [25], the Green's function can be expressed as

$$
\begin{align*}
\frac{e^{-j k r_{p q}}}{r_{p q}} & =\frac{1}{j} \int_{0}^{\infty} d k_{\rho} \frac{k_{\rho}}{k_{z}} J_{0}\left(k_{\rho} \rho_{p q}\right) e^{-j k_{z}\left|z_{p q}\right|} \\
& =\frac{k}{j 2 \pi} \int_{0}^{2 \pi} d v \int_{H S I P} d u \sin u e^{-j k \hat{k} \cdot \mathbf{r p q}_{p q}}, \tag{2.24}
\end{align*}
$$

where $\hat{k}=\hat{x} \sin u \cos v+\hat{y} \sin u \sin v+\hat{z} \cos u, k_{p}=k \sin u, k_{z}=k \cos u$, and $\mathbf{r}_{p q}=\mathbf{r}_{p}-\mathbf{r}_{q}$. Here $\mathbf{r}_{q}$ is the source point and $\mathbf{r}_{p}$ is the field point. In the following part, they are also named sub-scatterers. The integration of the variable $u$ in Eq. (2.24) is computed along the half Sommerfeld integration path (HSIP) in Fig. 2. It is important to note that the variable $u=u_{R}+j u_{I}$ is complex here. $e^{-j k \hat{k} \cdot r_{p q}}$ is called the inhomogeneous plane wave by Jackson [26]. When the variable $u$ and $v$ are real, it is called a homogeneous plane wave. So Eq. (2.24) can be viewed as the summation of inhomogeneous plane waves in different directions, which are expressed by $\hat{k}(u, v)$, and weighted by $\sin u$. In order to realize the Fast Inhomogeneous Plane Wave Algorithm (FIPWA), the basis functions are divided into groups. Here we call $\mathbf{r}_{m}$ and $\mathbf{r}_{m}^{\prime}$ the centers of the groups which contain the source point $\mathbf{r}_{q}$ and field point $\mathbf{r}_{p}$ respectively. As shown in Fig. 3, $\mathbf{r}_{p q}=\mathbf{r}_{p m}+\mathbf{r}_{m m^{\prime}}+\mathbf{r}_{m^{\prime} q}$. Eq. (2.24) can be rewritten as

$$
\begin{align*}
\frac{e^{-j k r_{p q}}}{r_{p q}} & =\frac{k}{j 2 \pi} \int_{0}^{2 \pi} d v \int_{H S I P} d u \sin u e^{-j k \hat{k} \cdot\left(\mathbf{r}_{p m}+\mathbf{r}_{m m^{\prime}}+\mathbf{r}_{m^{\prime} q}\right)} \\
& =\frac{k}{j 2 \pi} \int_{0}^{2 \pi} d v \int_{H S I P} d u \sin u e^{-j \mathbf{k} \cdot \mathbf{r}_{p m}} \cdot e^{-j \mathbf{k} \cdot \mathbf{r}_{m m^{\prime}} \cdot} \cdot e^{-j \mathbf{k} \cdot \mathbf{r}_{m^{\prime} q}} . \tag{2.25}
\end{align*}
$$



Figure 3: The grouping of the source point $\mathbf{r}_{q}$ and the field point $\mathbf{r}_{p}$, where $\mathbf{r}_{m}^{\prime}$ is the center of source group, and $\mathbf{r}_{m}$ is the center of the field group. The group centers $\mathbf{r}_{m}^{\prime}$ and $\mathbf{r}_{m}$ are in the $z$ direction.


Figure 4: The division of groups in the $z$ direction, where $H$ is the height of each group.

The basis functions are divided into $M$ groups along the $z$ direction as shown in Fig. 4. In this way, $\mathbf{r}_{m m^{\prime}}$ has $\hat{z}$ component only, $\mathbf{r}_{m m^{\prime}}=\hat{z} z_{m m^{\prime}}$. This property will make the integrand decay exponentially away from the real axis in the $u$ plane. In order to perform the integration along the HSIP, Eq. (2.25) can be rewritten as

$$
\begin{equation*}
\frac{e^{-j k r_{p q}}}{r_{p q}}=\int_{0}^{2 \pi} d v \int_{H S I P} d u f(u) B_{p m}(u, v) e^{-j k z_{m m^{\prime}} \cos u} B_{m^{\prime} q}(u, v), \tag{2.26}
\end{equation*}
$$

where

$$
\begin{aligned}
& f(u)=\frac{k}{j 2 \pi} \sin u \\
& B_{p m}(u, v)=e^{-j k \hat{k} \cdot \mathbf{r}_{p m}} \\
& B_{m^{\prime} q}(u, v)=e^{-j k \hat{k} \cdot \mathbf{r}_{m^{\prime} q}} .
\end{aligned}
$$

Here $B_{p m}(u, v)$ and $B_{m^{\prime} q}(u, v)$ represent the radiation and receiving patterns for the field and source groups, respectively. And $f(u)$ can be considered as the weight function. Both $B_{p m}(u, v)$ and $B_{m^{\prime} q}(u, v)$ are inhomogeneous plane waves as $u$ is complex. With proper numerical quadrature methods for $u$ and $v$, the integral can be expressed as

$$
\begin{align*}
\frac{e^{-j k r_{p q}}}{r_{p q}} & =\sum_{s_{2}} \sum_{s_{1}} B_{p m}\left(u_{s_{1}}, v_{s_{2}}\right) B_{m^{\prime} q}\left(u_{s_{1}}, v_{s_{2}}\right) T_{m m^{\prime}}\left(u_{s_{1}}, v_{s_{2}}\right) \\
& =\sum_{\Omega_{s}} B_{p m}\left(\Omega_{s}\right) B_{m^{\prime} q}\left(\Omega_{s}\right) T_{m m^{\prime}}\left(\Omega_{s}\right) \tag{2.27}
\end{align*}
$$

where

$$
\begin{aligned}
& \Omega_{s}=\left(u_{s_{1}}, v_{s_{2}}\right), \\
& T_{m m^{\prime}}\left(u_{s_{1}}, v_{s_{2}}\right)=w_{1} w_{2} \frac{-j k}{2 \pi} \sin u_{s_{1}} e^{-j k z_{m m^{\prime}} \cos u_{s_{1}}}
\end{aligned}
$$

$u_{s_{1}}$ and $v_{s_{2}}$ are the integration points for $u$ and $v, w_{1}$ and $w_{2}$ are the weights for $u$ and $v$, respectively. Eq. (2.27) can be interpreted as the summation of inhomogeneous plane waves translated from the source group to the field group. Substituting Eq. (2.27) into Eqs. (2.8)-(2.9), we obtain

$$
\begin{align*}
& P_{p q}^{i}=\frac{k_{i}^{2} \eta_{i}}{8 \pi^{2}} \int_{0}^{2 \pi} \int_{H S I P} \mathbf{V}_{f m p}^{i P} T_{m m^{\prime}}^{i} \mathbf{V}_{s m^{\prime} q}^{i P} d u d v  \tag{2.28}\\
& Q_{p q}^{i}=-\frac{k_{i}^{2}}{8 \pi^{2}} \int_{0}^{2 \pi} \int_{H S I P} \mathbf{V}_{f m p}^{i Q} T_{m m^{\prime}}^{i} \mathbf{V}_{s m^{\prime} q}^{i Q} d u d v \tag{2.29}
\end{align*}
$$

where the half Sommerfeld integration path (HSIP) is shown in Fig. 2, and the aggregation factor $\mathbf{V}_{s m^{\prime} q}^{i p}, \mathbf{V}_{s m^{\prime} q}^{i Q}$ and disaggregation factor $\mathbf{V}_{f m p^{\prime}}^{i p}, \mathbf{V}_{f m p}^{i Q}$ can be expressed as

$$
\begin{align*}
& \mathbf{V}_{s m^{\prime} q}^{i P}\left(u_{s_{1}}, v_{s_{2}}\right)=\int_{S} d s B_{m^{\prime} q}^{i}\left(u_{s_{1}}, v_{s_{2}}\right) \mathbf{f}_{q}\left(\mathbf{r}_{m^{\prime} q}\right),  \tag{2.30}\\
& \mathbf{V}_{s m^{\prime} q}^{i Q}\left(u_{s_{1}}, v_{s_{2}}\right)=\int_{S} d s B_{m^{\prime} q}^{i}\left(u_{s_{1}}, v_{s_{2}}\right) \mathbf{f}_{q}\left(\mathbf{r}_{m^{\prime} q}\right),  \tag{2.31}\\
& \mathbf{V}_{f m p}^{i P}\left(u_{s_{1}}, v_{s_{2}}\right)=\int_{S} d s B_{p m}^{i}\left(u_{s_{1}}, v_{s_{2}}\right)[\overline{\mathbf{I}}-\hat{k} \hat{k}] \cdot \mathbf{W}_{p}\left(\mathbf{r}_{p m}\right),  \tag{2.32}\\
& \mathbf{V}_{f m p}^{i Q}\left(u_{s_{1}}, v_{s_{2}}\right)=\int_{S} d s B_{p m}^{i}\left(u_{s_{1}}, v_{s_{2}}\right) \hat{k} \times \mathbf{W}_{p}\left(\mathbf{r}_{p m}\right) . \tag{2.33}
\end{align*}
$$

From Eqs. (2.30)-(2.33), it is clear that

$$
\mathbf{V}_{s m^{\prime} q}^{i P}=\mathbf{V}_{s m^{\prime} q^{\prime}}^{i Q} \quad \mathbf{V}_{f m p}^{i Q}=\hat{k} \times \mathbf{V}_{f m p}^{i p} .
$$

As $\int_{S} d s=\int_{t} d t \int_{0}^{2 \pi} d \phi \rho(t)$, the traditional MoM performs the integration of $\phi$ numerically, thus this part takes most of the computational time in MoM. After substituting the basis and testing functions into Eqs. (2.30) and (2.32), the aggregation and disaggregation factors can be derived as

$$
\begin{align*}
& \mathbf{V}_{s m^{\prime} q}^{i p}\left(u_{s_{1}}, v_{s_{2}}\right)=\int d t \int_{0}^{2 \pi} d \phi \rho_{q}(t) B_{m^{\prime} q}^{i}\left(u_{s_{1}}, v_{s_{2}}\right) \hat{a}_{\alpha} f_{q}(t) e^{j n \phi},  \tag{2.34}\\
& \mathbf{V}_{f m p}^{i p}\left(u_{s_{1}}, v_{s_{2}}\right)=\int d t \int_{0}^{2 \pi} d \phi \rho_{p}(t) B_{p m}^{i}\left(u_{s_{1}}, v_{s_{2}}\right)[\overline{\mathbf{I}}-\hat{k} \hat{k}] \cdot \hat{a}_{\alpha} f_{p}(t) e^{-j n \phi} . \tag{2.35}
\end{align*}
$$

From the integral representation of Bessel function

$$
\begin{align*}
& J_{n}(z)=\frac{j^{-n}}{2 \pi} \int_{0}^{2 \pi} e^{j z \cos \phi} e^{j n \phi} d \phi  \tag{2.36}\\
& J_{n}(z)=\frac{j^{-n}}{\pi} \int_{0}^{\pi} e^{j z \sin \phi} \cos (n \phi) d \phi  \tag{2.37}\\
& J_{n}(z)=\frac{1}{\pi} \int_{0}^{\pi} \cos (z \sin \phi-n \phi) d \phi \tag{2.38}
\end{align*}
$$

the above $\phi$ integration can be carried out analytically, and then the aggregation and disaggregation factors can be simplified as

$$
\begin{align*}
\mathbf{V}_{f m p}^{i p t}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{n}} e^{-j k_{i} \cos u z_{p}} e^{-j n v} \cdot\left\{\cos u \sin \theta\left[\frac{\pi}{j^{n+1}} J_{n+1}\left(\zeta_{p}\right)+\frac{\pi}{j^{n-1}} J_{n-1}\left(\zeta_{p}\right)\right] \hat{u}\right. \\
& \left.-\sin u \cos \theta \frac{2 \pi}{j^{n}} J_{n}\left(\zeta_{p}\right) \hat{u}+\sin \theta\left[\frac{\pi}{j^{n}} J_{n-1}\left(\zeta_{p}\right)-\frac{\pi}{j^{n+2}} J_{n+1}\left(\zeta_{p}\right)\right] \hat{v}\right\},  \tag{2.39}\\
\mathbf{V}_{f m p}^{i P \phi}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{m} e^{-j k_{i} \cos u z_{p}} e^{-j n v} \cdot\left\{-\cos u\left[\frac{\pi}{j^{n}} J_{n-1}\left(\zeta_{p}\right)-\frac{\pi}{j^{n+2}} J_{n+1}\left(\zeta_{p}\right)\right] \hat{u}\right.} \\
& \left.+\left[\frac{\pi}{j^{n+1}} J_{n+1}\left(\zeta_{p}\right)+\frac{\pi}{j^{n-1}} J_{n-1}\left(\zeta_{p}\right)\right] \hat{v}\right\},  \tag{2.40}\\
\mathbf{V}_{s m^{\prime} q}^{i P t}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{m^{\prime}} e^{j k_{i} \cos u z_{q}} e^{j n v} \cdot\left\{\cos u \sin \theta\left[\frac{\pi}{j^{-(n+1)}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-1)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{u}\right.} \\
& \left.-\sin u \cos \theta \frac{2 \pi}{j^{-n}} J_{n}\left(\zeta_{q}\right) \hat{u}+\sin \theta\left[\frac{\pi}{j^{-n}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-2)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{v}\right\},  \tag{2.41}\\
\mathbf{V}_{s m^{\prime} q}^{i P \phi}= & \int d t e^{-j \mathbf{k}_{\mathbf{i}} \mathbf{r}_{m^{\prime}} e^{j k_{i} \cos u z_{q}} e^{j n v} \cdot\left\{\cos u\left[\frac{\pi}{j^{-n}} J_{n+1}\left(\zeta_{q}\right)-\frac{\pi}{j^{-(n-2)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{u}\right.} \\
& \left.-\left[\frac{\pi}{j^{-n-1}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-1)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{v}\right\}, \tag{2.42}
\end{align*}
$$

where $\zeta_{i}=k \rho_{i} \sin u$. This will greatly reduce the CPU time. In the aggregation factor,

$$
e^{-j k_{i} \rho_{m^{\prime}} \sin u \cos \left(v-\phi_{m^{\prime}} e^{j n v}\right.}
$$

can be extracted, while in disaggregation factor

$$
e^{j k_{i} p_{m} \sin u \cos \left(v-\phi_{m^{\prime}}\right)} e^{-j n v}
$$

can be extracted. As the group centers are all on the $z$ axis,

$$
\rho_{m}=\rho_{m^{\prime}}=0,
$$

these extracted items can be canceled out. After this is done, it is clear that there is no variable $v$ either in aggregation or disaggregation factors. So these factors are $v$ independent, and can be rewritten as

$$
\begin{align*}
\mathbf{V}_{f m p}^{i P t}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{m}} e^{-j k_{i} \cos u z_{p}} \cdot\left\{\cos u \sin \theta\left[\frac{\pi}{j^{n+1}} J_{n+1}\left(\zeta_{p}\right)+\frac{\pi}{j^{n-1}} J_{n-1}\left(\zeta_{p}\right)\right] \hat{u}\right. \\
& \left.-\sin u \cos \theta \frac{2 \pi}{j^{n}} J_{n}\left(\zeta_{p}\right) \hat{u}+\sin \theta\left[\frac{\pi}{j^{n}} J_{n-1}\left(\zeta_{p}\right)-\frac{\pi}{j^{n+2}} J_{n+1}\left(\zeta_{p}\right)\right] \hat{v}\right\},  \tag{2.43}\\
\mathbf{V}_{f m p}^{i P \phi}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{m}} e^{-j k_{i} \cos u z_{p}} \cdot\left\{-\cos u\left[\frac{\pi}{j^{n}} J_{n-1}\left(\zeta_{p}\right)-\frac{\pi}{j^{n+2}} J_{n+1}\left(\zeta_{p}\right)\right] \hat{u}\right. \\
& \left.+\left[\frac{\pi}{j^{n+1}} J_{n+1}\left(\zeta_{p}\right)+\frac{\pi}{j^{n-1}} J_{n-1}\left(\zeta_{p}\right)\right] \hat{v}\right\},  \tag{2.44}\\
\mathbf{V}_{s m^{\prime} q}^{i P t}= & \int d t e^{-j \mathbf{k}_{i} \mathbf{r}_{m^{\prime}} e^{j k_{i} \cos u z_{q}} .\left\{\cos u \sin \theta\left[\frac{\pi}{j^{-(n+1)}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-1)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{u}\right.} \\
& \left.-\sin u \cos \theta \frac{2 \pi}{j^{-n}} J_{n}\left(\zeta_{q}\right) \hat{u}+\sin \theta\left[\frac{\pi}{j^{-n}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-2)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{v}\right\},  \tag{2.45}\\
\mathbf{V}_{s m^{\prime} q}^{i P \phi}= & \int d t e^{-j \mathbf{k}_{\mathbf{i}_{m^{\prime}}} e^{j k_{i} \cos u z_{q}} \cdot\left\{\cos u\left[\frac{\pi}{j^{-n}} J_{n+1}\left(\zeta_{q}\right)-\frac{\pi}{j^{-(n-2)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{u}\right.} \\
& \left.-\left[\frac{\pi}{j^{-n-1}} J_{n+1}\left(\zeta_{q}\right)+\frac{\pi}{j^{-(n-1)}} J_{n-1}\left(\zeta_{q}\right)\right] \hat{v}\right\} . \tag{2.46}
\end{align*}
$$

Moreover, $\Omega_{s}=\left\{u_{s 1}\right\}$ because no $v$ integration is needed.
Gauss-Legendre quadrature is used in Path I, and Gauss-Laguerre quadrature is used in Path II for the integration along the HSIP in (2.26). It is worth noting that the number of the quadrature samples needed is proportional to the group size for the radiation pattern of each group. Assume that $\Omega_{s}=\left\{u_{s 1}\right\}$ is the quadrature samples for the radiation pattern, $\Omega_{t}=\left\{u_{t 1}\right\}$ is the quadrature samples for the translation factor. When the distance between the group centers is larger than the group size, the number of $\Omega_{t}$ (which is decided by the distance between the group centers) is larger than the number of $\Omega_{s}$, hence Eq. (2.27) needs to use $\Omega_{t}$ to guarantee accuracy, hence it will cost more memory. To solve this kind of problem, Eq. (2.27) can be rewritten as

$$
\begin{align*}
\frac{e^{-j k r_{p q}}}{r_{p q}} & =\sum_{\Omega_{t}} B_{p m}\left(\Omega_{t}\right) B_{m^{\prime} q}\left(\Omega_{t}\right) T_{m m^{\prime}}\left(\Omega_{t}\right) \\
& =\sum_{\Omega_{t}} T_{m m^{\prime}}\left(\Omega_{t}\right) \sum_{\Omega_{s}} I\left(\Omega_{t}, \Omega_{s}\right) B_{p m}\left(\Omega_{s}\right) B_{m^{\prime} q}\left(\Omega_{s}\right) \\
& =\sum_{\Omega_{s}} B_{p m}\left(\Omega_{s}\right) B_{m^{\prime} q}\left(\Omega_{s}\right) \sum_{\Omega_{t}} T_{m m^{\prime}}\left(\Omega_{t}\right) I\left(\Omega_{t}, \Omega_{s}\right) \\
& =\sum_{\Omega_{s}} B_{p m}\left(\Omega_{s}\right) B_{m^{\prime} q}\left(\Omega_{s}\right) T_{m m^{\prime}}^{\prime}\left(\Omega_{s}\right), \tag{2.47}
\end{align*}
$$

where

$$
I\left(\Omega_{t}, \Omega_{s}\right)=\prod_{j=0, j \neq k}^{n}\left(\frac{\Omega_{t}-\Omega_{s j}}{\Omega_{s k}-\Omega_{s j}}\right)
$$

and

$$
T_{m m^{\prime}}^{\prime}\left(\Omega_{s}\right)=\sum_{\Omega_{t}} T_{m m^{\prime}}\left(\Omega_{t}\right) I\left(\Omega_{t}, \Omega_{s}\right)
$$

This interpolation can be done efficiently because $T_{m m^{\prime}}=T_{m-m^{\prime}}$. The number of the sample points along Path I and Path II is decided by $M_{u}=k D+(k D)^{1 / 3}$ [19], and numerical tests shows that $H=0.3 \lambda$ is a good dividing height for each group, see Fig. 4.

## 3 Numerical results

In this section, some numerical results are presented to show the validity of the proposed FIPWA. All problems are solved on the same computer (Intel Core2 Duo CPU P8400 @ 2.26 GHz with 1.92 GB RAM) in order to make a fair comparison, with only one core being used.

First of all, a homogeneous dielectric sphere ( $\varepsilon_{r}=4.0, \mu_{r}=1.0$ ) with a radius 50 m is simulated at 150 MHz by the BOR-FIPWA and BOR-MoM and the results are compared with MIE series solution. As shown in Fig. 5, bistatic RCS results agree well among these three sets of results.


Figure 5: Bistatic radar cross section of a homogeneous dielectric sphere $\left(\varepsilon_{r}=4.0, \mu_{r}=1.0\right)$ with the radius 50 m . The incident wave at 150 MHz has horizontal polarization $\left(\theta^{i n c}=0^{\circ}, \phi^{i n c}=0^{\circ}, \theta^{s c a}=0^{\circ} \sim 180^{\circ}, \phi^{s c a}=0^{\circ}\right.$ ).

Table 1: The memory requirement and CPU time comparison of homogeneous dielectric spheres ( $\varepsilon_{r}=4.0$, $\mu_{r}=1.0$ ) with different number of unknowns (thus the electrical size). The incident wave is $\lambda_{0}=2 \mathrm{~m}$ with horizontal polarization.

| Radius (m) |  | MoM |  | FIPWA |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Unknowns | Memory <br> $($ MB $)$ | CPU <br> Time (s) | Memory <br> $($ MB $)$ | CPU <br> Time (s) |
|  | 784 | 4.68 | 138 | 1.48 | 35 |
| 8 | 1256 | 12.04 | 560 | 3.59 | 105 |
| 10 | 1568 | 18.76 | 980 | 5.45 | 167 |
| 20 | 3140 | 75.24 | 8783 | 21.4 | 630 |
| 50 | 7852 | 470.4 | - | 128.5 | 3597 |

In order to test the efficiency of the proposed method, homogeneous dielectric spheres ( $\varepsilon_{r}=4.0, \mu_{r}=1.0$ ) with different electric sizes are computed by the BOR-FIPWA and BORMoM . All of the spheres are excited by the plane wave with horizontal polarization ( $\theta^{i n c}=$ $\left.0^{\circ}, \phi^{i n c}=0^{\circ}, \lambda_{0}=1 \mathrm{~m}\right)$. The CPU time to fill the impedance matrix and the memory requirement are listed in Table 1. As shown in Fig. 6, the memory requirement is $\mathcal{O}\left(N^{2}\right)$ for the BOR-MOM, where $N$ is the number of unknowns. For the BOR-FIPWA, as the number of sample points along the HSIP is nearly proportional to the radius of the BOR, the complexity of the memory requirement is slightly less than $\mathcal{O}\left(N^{2}\right)$. As shown in Fig. 7, the CPU time for system creation of the BOR-FIPWA is compared with BOR-MoM. It is clear that the CPU time for computing the modal Green's function (MGF) in MoM is proportional to the number of integration points in the $\phi$ direction, which is decided by the radius of the BOR. So it is reasonable that the CPU time complexity for BOR-MoM (dielectric sphere) is $\mathcal{O}\left(N^{3}\right)$. For BOR-FIPWA, it is about $\mathcal{O}\left(N^{2}\right)$, as mentioned above.


Figure 6: The memory requirement comparison of homogeneous dielectric spheres $\left(\varepsilon_{r}=4.0, \mu_{r}=1.0\right)$ with different number of unknowns (thus the electrical size).


Figure 7: The CPU time comparison of homogeneous dielectric spheres $\left(\varepsilon_{r}=4.0, \mu_{r}=1.0\right)$ with different number of unknowns (thus the electrical size).

Table 2: The memory requirement and CPU time comparison of PEC cylinder with the same radius $(r=0.25$ $\mathrm{m})$ and different height.

|  |  | MoM |  | FIPWA |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| height (m) | Unknowns | Memory <br> $(\mathrm{MB})$ | CPU <br> Time (s) | Memory <br> $(\mathrm{MB})$ | CPU <br> Time (s) |
| 10 | 528 | 2.12 | 7 | 0.74 | 5 |
| 20 | 1028 | 8.08 | 26 | 1.47 | 10 |
| 50 | 2528 | 48.7 | 154 | 3.64 | 24 |
| 100 | 5028 | 192.8 | 610 | 7.25 | 49 |

For homogeneous dielectric sphere problems, the number of unknowns and the number of sample points along the HSIP are both proportional to the electrical size. On the other hand, if the radius of the object is fixed, the BOR-FIPWA will perform even better. For example, homogeneous dielectric cylinders ( $\varepsilon_{r}=4.0, \mu_{r}=1.0$ ) with a fixed radius ( $r=0.25 \mathrm{~m}$ ) and different heights are computed by the BOR-FIPWA and BOR-MoM. All of the homogeneous dielectric cylinders are excited by the plane wave with horizontal polarization ( $\left.\theta^{i n c}=90^{\circ}, \phi^{i n c}=0^{\circ}, \lambda_{0}=2 \mathrm{~m}\right)$. The CPU time for system creation and the memory requirement for each mode are listed in Table 2. As shown in Fig. 8, the memory requirement is $\mathcal{O}\left(N^{2}\right)$ for the BOR-MOM. For the BOR-FIPWA, the number of sample points along the HSIP is fixed, so the complexity of the memory requirement is about $\mathcal{O}(N)$. As shown in Fig. 9, the CPU time for system creation of the BOR-FIPWA is compared with BOR-MoM. It is clear that the CPU time for computing the modal Green's function (MGF) is fixed. So the CPU time complexity is $\mathcal{O}\left(N^{2}\right)$ for BOR-MoM (homogeneous dielectric cylinder with a fixed radius), while it is $\mathcal{O}(N)$ for the BOR-FIPWA.


Figure 8: The memory requirement comparison of homogeneous dielectric cylinder ( $\varepsilon_{r}=4.0, \mu_{r}=1.0$ ) with the same radius ( $r=0.25 \mathrm{~m}$ ) and different height.


Figure 9: The CPU time comparison of homogeneous dielectric cylinder ( $\varepsilon_{r}=4.0, \mu_{r}=1.0$ ) with the same radius ( $r=0.25 \mathrm{~m}$ ) and different height.


Figure 10: The geometry of a homogeneous dielectric rocket model.


Figure 11: Bistatic radar cross section of a homogeneous rocket model ( $\varepsilon_{r}=9.0, \mu_{r}=1.0$ ) computed by BOR-MoM, BOR-FIPWA and Wavenology. The incident wave is $\lambda_{0}=9$ m with horizontal polarization $\left(\theta^{i n c}=90^{\circ}, \phi^{i n c}=0^{\circ}, \theta^{s c a}=\right.$ $\left.0^{o} \sim 180^{\circ}, \phi^{s c a}=0^{\circ}\right)$.

As shown in Fig. 10, a homogeneous dielectric rocket model ( $\varepsilon_{r}=9.0, \mu_{r}=1.0$ ) is simulated. The object is excited by the plane wave with horizontal polarization ( $\theta^{\text {inc }}=90^{\circ}$, $\left.\phi^{i n c}=0^{\circ}, \lambda_{0}=9 \mathrm{~m}\right)$. The CPU time for system creation and the memory requirement for each mode are listed in Table 3. The bistatic RCS is shown in Fig. 11, where the BORFIPWA result agrees well with that from Wavenology EM [27], a software tool based on the conformal finite-difference time-domain method (rather than MoM).

Table 3: The memory requirement and CPU time comparison of the homogeneous dielectric rocket model.

|  | MoM |  | FIPWA |  |
| :---: | :---: | :---: | :---: | :---: |
| Unknowns | Memory <br> (MB) | CPU <br> Time (s) | Memory <br> (MB) | CPU <br> Time (s) |
| 1554 | 18.4 | 249 | 5.4 | 41 |

## 4 Conclusion

In this paper, a fast inhomogeneous plane wave algorithm is applied to solve the homogeneous dielectric BOR scattering problem. Analytical expressions for the aggregation and disaggregation factors are derived to save significant CPU time over the MoM. Although only homogeneous dielectric objects are simulated in the numerical results, this method can also be used to solve PEC BOR and combined dielectric and conducting BOR problems.
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